HSS 404 - Al Ethics

Fall 2025
Instructor: Dr. Daniel Estrada Office: Cullimore 419
E-mail: estrada@nijit.edu Office Hours: W 10-11am & by appt.
Zoom Meeting Link Discord: discord.gg/NxFvdH7

Class Meeting:
HSS 404-061 TF 10am - 11:20am Cullimore 315

Course description: This course addresses contemporary issues, debates, and controversies
in Al Ethics, with the ultimate goal of auditing popular Al software currently in use. The course
begins with a historical introduction to foundational concepts in computer science and machine
learning. This unit is designed for students with no prior experience in computer science, with
the goal of developing some core intuitions on the development, use, and limitations of machine
learning techniques. The next unit reviews recent literature in Al Ethics to introduce foundational
concepts and issues. This unit will also introduce and motivate the idea of an Al audit through
several case studies and prepared examples. In the final unit, students will conduct an informal,
external audit and ethical review of some specific Al application, presenting research on the
operation and social impact of the technology. The class will conclude with a class activity
focused on developing guidelines, principles, and policy recommendations that encourage the
safe and ethical use of Al technologies.

Prerequisites: HUM 102 and one from among Hum 211, Hum 212, Hist 213 or Hist 214 or their
equivalents, all with a grade of C or better; completion of either the Lit/Hist/Phil/STS or the Open
Elective in Humanities and Social Science, with a grade of C or better.

Course objectives:

e Introduce students to the history and current practices in Al and machine learning in
order to develop some intuition for how ML models are implemented, trained, and
deployed in a variety of real world applications

e Review important concepts, methods, debates, and controversies in Al Ethics by directly
engaging with recent scholarship in the field

e Gain insight into the development and use of particular Al applications through an
informal, external audit and ethical review of the technology and its social impact

Lesson Plan

Unit 1: Background on computing and Al
e Lesson 1: History of Computing
e Lesson 2: History of Al


mailto:estrada@njit.edu
https://njit-edu.zoom.us/j/4630698215?pwd=VVhrUjNJOVhZZEYvYmFUbE9WdW9sQT09
http://discord.gg/NxFvdH7

Lesson 3: Neural Networks
Lesson 4: Can machines think?
Topics in Al Ethics

Lesson 5: Introduction to Al Ethics
Lesson 6: Al and Justice

Lesson 7: Autonomous weapons and vehicles
Lesson 8: Al Policy

Lesson 9: Algorithmic Audits

Al Audit project

Lesson 10: Planning and Research
Lesson 11: Scoping

Lesson 12: Testing

Lesson 13: Testing 2

Lesson 14: Scoping 2

Lesson 15: Course wrap up

Assignments and expectations

Grad

Attendance: Regular classroom attendance is required. Students can miss 3 classes
without penalty. (24%)

Participation includes the introduction, regular Al Audit samples, and final reflection
essay (11%)

Reading notes: 300+ words of “reading notes” due for each class reflecting on reading
assignments in Lesson 1-9. (25%)

Presentation: One 10-15 min presentation with slides on readings in Units 1 or 2.
Schedule your presentation on Canvas. (10%)

Midterm Paper: Students are required to complete one 7-10 page paper addressing
some dimension of Al Ethics (5%)

Podcasts: Students are required to participate in a 1 hour recorded group conversation
at the end of Unit 1, 2, and 3. (15%)

Audit Project: Students will work in groups on the Audit project. Requires collaboration
with group members on the project, participating in group presentations on the project,
and contributing meaningfully to the final report. (10%)

ing policy

Assignment details can be found in the syllabus and on Canvas

Attendance 240 pts
o 27 class meeting days
o 3 allowed absences
o =24 required attendance days
o =10 pts/day
Participation 110 pts



o 10 pts Introductions
o 50 pts Al Audit Samples
o 50 pts Final Thoughts
e Reading Notes 250 pts
o 18 Reading notes assignments. 17 on time notes will earn full credit.
o =15 pts each if submitted before class
o =10 pts each if submitted by the end of Unit
e Presentation 100 pts
o 10-15 minutes with slides covering some readings from Unit 1 or 2.
Midterm paper 50 pts
Podcasts 150 pts
o 50 pts Unit 1 Podcast
o 50 pts Unit 2 Podcast
o 50 pts Unit 3 Podcast
e Audit Project 100 pts
o 25 pts Presentation 1
o 25 pts Presentation 2
o 50 pts Final audit report

Total Grade Points = 1,000 pts
Grade Scale:

Final grades are calculated on the following scale:

A: 900+
B+: 850+
B: 800+
C+: 750+
C: 650+
D: 500+
F: <500

There is a 5 point tolerance for bumping a grade to the next letter when calculating final grades.

Assignment Details

Attendance: Regular class attendance is required, and earns up to 100 points of credit for the
semester. Students can miss up to three class sessions before it impacts your grade. There are
29 total days of class, so 26 attendance days earn full credit. On-time attendance counts for one
day. Attendance is considered late if registered more than 10 minutes after class begins and
earns 80% credit. Attendance is taken on the class Discord server. Please do not register
attendance on Discord until you are actually in your seat in class. Students registering



attendance without being physically in the classroom will lose all attendance credit for the
semester.

Reading Notes: Students are expected to complete 300+ words of reading notes before each
class during Units 1 and 2. Notes should be posted directly in Canvas in the appropriate
discussion thread; uploaded files are not sufficient. Reading notes document a student’s
engagement with the weekly readings. Notes can engage either required or supplemental
readings. Notes don’t need to be structured as a formal essay. Scattered thoughts and
reactions, bullet points, sketches of ideas, etc are fine. However, notes should be primarily in
your own words. Quotes or direct paraphrasing from the source material do not count towards
the word count for notes. You can include quotes you find important or interesting, but you
should also explicitly explain and react to the quote in your own words. Notes will be scrutinized
for plagiarism, so please be careful to write your notes in your own words, and to cite anything
from the source! Notes submitted before class earn full credit. Notes submitted after class starts
earn partial credit. Notes are accepted with a late penalty until the end of the Unit. See the
rubric on Canvas for grading details.

Presentations: Students must prepare one 10-15 minute presentation on one or more of the
Lesson readings in class for Units 1 or 2. Must include informative slides, and students should
not just read directly from the slides. The presentation should offer a close reading of the text,
summarizing and explaining (in the student’s own words) the main conclusions, concepts, and
perspectives discussed in the readings. Presentations must engage the primary readings to
some extend, but they can also engage with supplemental readings and independent research,
provided that the primary reading and lesson themes are discussed sufficiently. Students can
work individually or in pairs, but in either case students presenting on the same day should
coordinate beforehand to ensure coverage of the material. If working in pairs, presentations
should be 20-30 min. in length, and should divide that time between the students. Students will
also have a series of informal presentations associated with the audit project, which are part of
the audit project grades.

Podcasts: Podcasts are 1 hour live, recorded conversations among students in a podcast
group. Podcasts are required at the end of each unit. Students are responsible for scheduling
their conversation outside of class. Students should record their podcasts using video
conferencing software like WebEx. Video is optional but clear audio with a working microphone
is required. The podcast format is divided into two segments. In the first segment, students will
review the material from that Unit. In the second segment, students will have a debate or
discussion prompt to engage with. See details on Canvas.

Participation: Participation credit is earned for the Introductions and Reflection Essay thread
that bookend the semester. See Canvas for details. Participation also depends on timely
scheduling of podcasts at the end of the Unit with Podcast groups, and on cooperating
effectively with audit groups for the final audit project.



Midterm Project is a 5 page report describing individual efforts to probe generative Al models
for mistakes, weaknesses, biases, and other ethical lapses. This report should demonstrate
some systematic inquiry into some generative Al service and should document the results. This
project is designed to prepare students for the formal audit group project by giving students
some familiarity with the services and to find promising directions for the audit project. Students
should formulate a research question to guide their probe, and should assess the quality of
results that the generative Al service returns. Assignment details can be found on Canvas.

Audit project: Lessons 10-15 will develop an elaborate group project that will involve an
informal external audit of some popular Al software online. Students will be divided into groups
for different Al systems, which will again be divided into “Scoping” and “Testing” groups. These
groups will gather research and strategize an approach to auditing these systems by preparing
a social impact assessment, a FMEA chart and testing schedule, and other critical components
of a thorough audit. Students will compile these tools into a final report and review of the
software. Students are expected to discuss and present on their team’s progress during class
meetings, to collaborate with their group to complete their part of the project on time, and to
contribute to the final report and assessment. Students will be asked to grade each other’s
performance and contributions to the group project. Grades on the audit project will depend on a
student’s presentations, participation in audit activities, and on the quality of the final report.

Reflection Essay: At the end of the semester, students are asked to reflect on their work in a
short reflection essay. I'm specifically interested in feedback on how the audit project went, what
worked or didn’t work about the project, and any insights students gained on the status and
operation of Al systems by working on the project. Students can also reflect more generally on
the state of Al Ethics, and reactions to the reading and lesson material this semester. Reflection
essays should be 2-3 pages (600-900 words). See Canvas for details.

Accessibility policy: | want all students to succeed in this class, and | will gladly accommodate
the special circumstances and needs of all students to make sure that happens. | understand
that life doesn’t happen on the semester schedule, and that school work can’t always be a top
priority. In pandemic conditions we all need to be more flexible with scheduling and difficult work
conditions; | understand how medical issues or disability can complicate these challenges. If
there is any issue impacting your performance in class, please come talk to me in office hours or
send me a message by email or on Canvas! Even if you’re behind on assignments, drop me a
message letting me know what’s up, I'm sure we can figure something out =)

Late policy: Reading notes are due before class according to the reading schedule on
Canvas. Reading notes will earn a small late penalty if submitted after class before Friday.
Reading notes will earn a larger penalty if submitted after Friday but before the end of the unit.
Reading Notes will not be accepted after the unit has concluded. Other assignments, such
as the Midterm paper and reflection essays, are typically due on Canvas by midnight on the day
posted, and may be subject to a late penalty if posted after this deadline. See Canvas for
details.



Excused absences: In an emergency situation or unplanned special circumstances that disrupt
your capacity for school work, please attend to the emergency situation as a top priority! When
you are ready for school work again, contact the Dean of Students through the links above to
schedule an appointment where you can explain your situation. You don’t need to share doctors
notes or other personal information with me; my policy is the same regardless of the details of
your situation. When you contact me, I'll work with you to plan out a way to make up missing
assignments and recover your grade. When | hear from the Dean of Students, | will waive
any late penalties that might have accrued.

For any non-emergency events, such as athletic events, academic conferences, job fairs,
military service, or busy schedules around midterms and finals, | ask that you contact me at
least 2 days in advance of the event to reschedule your assignments. In other words,
extensions will not be granted on the day an assignment is due. If you contact me at least 2
days ahead of an event, we can arrange some rescheduling of assignments to accommodate
your event.

Plagiarism Policy
Plagiarism Slides

Plagiarism means using work that you did not produce, but presenting it as if it is your own work
in assignments. If you did not write the words yourself, you must clearly distinguish that work
from your own with quotes and citations. When | am scanning for plagiarism | am looking for
long blocks of text that are clearly taken from other sources (possibly with minor modifications)
without proper attribution and without distinguishing it from the students own work. Passing off
the work of another for credit is plagiarism, and it will not be tolerated in an ethics course.

Copying and pasting from the web is a form of plagiarism. Changing a few words in an
extensively quoted passage is a form of plagiarism. Using Al text generators like
chatGPT is a form of plagiarism. Failing to provide adequate citations is a form of
plagiarism. Copying from your own work (including work from previous semesters)
without acknowledgement counts as plagiarism. In general, you should never copy large
blocks of text from any other source and present it in your own essay as if it were your own
words. That includes copying text from online text generators or language translators. Check
this link for a detailed explanation of legitimate paraphrase and illegitimate plagiarism. Any work
you use should be given adequate citation so your readers can find and review your sources.
Just as in mathematics, you need to show your work! If you use any source in your research,
(including dictionaries, Wikipedia and other encyclopedias, and translation tools) even if you
don’t quote it directly, provide a citation.

To avoid plagiarism, you must clearly distinguish your work from the work of others. Any
work taken from others must be identified with “quotation marks” and explicit citation.


https://docs.google.com/presentation/d/1RqEOiSiGVNQHPPU4k0LOqT9m_7LgEXQ3uOzlXC9iGYQ/edit#slide=id.p
https://drive.google.com/file/d/11DAC0oSS4uCr9a8hBHHgvubyPRVLfx9N/view?usp=sharing
https://drive.google.com/file/d/11DAC0oSS4uCr9a8hBHHgvubyPRVLfx9N/view?usp=sharing

Changing a few words in a quote does not make it your work. If you use online text
generators (like chatGPT, Grammarly, or other text sources), you must explicitly identify that text
as not being your own work. You must also cite the explicit generator used, including the version
and dates it was used. If you use Al text generators at all, you must also supply the full prompt
history generating that text as an appendix to your assignment. If you wrote the essay in
another language and then used a translator, you should provide the original text in the original
language with your submission. If you read a script in any presentation, you must include the
text of that script to the plagiarism detection software on Canvas. If you translate your essay
from another language, you must include the original untranslated text for comparison. Failure
to do so will not earn credit.

Suspected cases of plagiarism will be given zero credit for the assignment with a
warning about the plagiarism policy. Students found plagiarizing will also forfeit all extra
credit opportunities for the semester. Repeated or extreme instances of plagiarism will be
reported directly to the Dean of Students as a violation of the Student Code of Academic
Integrity Note: the research project is a honeypot for cheaters, and typically results in multiple
instances of plagiarism in each section. | won’t hesitate to fail students who cheat in my ethics
course. Consider this your first warning.

I have substantially reorganized my class around group discussions and presentations to
discourage the use of Al text generators. None of the writing assignments in class are “busy
work”. They all ask you to demonstrate direct engagement with the readings and with the ideas
and perspectives of your fellow students. Please take this opportunity to engage your peers in
discussions on ethics seriously!

See these Plagiarism Slides with detailed information on the NJIT and course policies on
plagiarism, including examples of legitimate and illegitimate paraphrase, to help you understand
the plagiarism policy.

NJIT Plagiarism Policy

“Academic Integrity is the cornerstone of higher education and is central to the ideals of this
course and the university. Cheating is strictly prohibited and devalues the degree that you are
working on. As a member of the NJIT community, it is your responsibility to protect your
educational investment by knowing and following the academic code of integrity policy that is
found at:

http://wwwb. njit.edu/policies/sites/policies/files/academic-integrity-code. pdf

Please note that it is my professional obligation and responsibility to report any academic
misconduct to the Dean of Students Office. Any student found in violation of the code by
cheating, plagiarizing or using any online software inappropriately will result in


http://www5.njit.edu/doss/code-student-conduct-article-11-university-policy-academic-integrity/
http://www5.njit.edu/doss/code-student-conduct-article-11-university-policy-academic-integrity/
https://docs.google.com/presentation/d/1RqEOiSiGVNQHPPU4k0LOqT9m_7LgEXQ3uOzlXC9iGYQ/edit#slide=id.p
http://www5.njit.edu/policies/sites/policies/files/academic-integrity-code.pdf

disciplinary action. This may include a failing grade of F, and/or suspension or dismissal
from the university. If you have any questions about the code of Academic Integrity, please
contact the Dean of Students Office at dos@nijit.edu”

Readings and Assignment Schedule

The first reading is required, and should be the focus of presentations. Other readings are
supplemental and can be included in presentations and notes. Notes are required by the start
of class for every lesson with reading assignments. Other assignment due dates are
highlighted in bold. See the syllabus and Canvas for details.

Unit 1: Background on computing
Lesson 1: History of Computing
History of computing and Al
e Mullaney et al (2021) Your Computer on Fire Intro, Ch 1, 6, 7
o Whittaker (2023) Origin Stories: Plantations, Computers, and Industrial Control
o Conover and Doctorow (2024, Youtube) Chokepoint Capitalism (Enshittification)
o Estrada (2023) History of Al audio lecture and slides
Race, gender, and technology
e Benjamin (2019) Race after technology Intro, Ch 2, Ch 3
o BobbyBroccoli (2022, YouTube) The image you can’t submit to journals anymore
o Noble (2018) Algorithms of Oppression Intro, Ch 1
o Cave & Dihal (2020). The whiteness of Al
Lesson 2: History of Al
Technological Redlining
e Eubanks (2018) Automating Inequality Intro, Ch 1, 3, 5
o O'Neil (2016) Weapons of Math Destruction Intro, Ch 1, 5, 8
o Benjamin (2019) Race after technology Intro, Ch 1, 2, 3
Your robot is a human
e Coded Bias (2020) documentary
o Mullaney et al (2021) Your Computer on Fire Ch 2, 8, 9
o Cave, Dihal, & Dillon (2020)._Al narratives Ch 8, 9, 13, 15
Lesson 3: Neural Networks
Artificial Neural Networks
e Bender et al (2021)_ On the dangers of stochastic parrots
o Hinton (2007)_The next generation of neural networks
LeCun, Bengio, & Hinton (2015) Deep Learning
Vaswani et al (2017)_Attention is all you need

Marcus (2018)_ Deep Learning: A critical appraisal
Kriegeskorte & Golan (2019) Neural Network Models and Deep Learning

O O O O

LLMs and other foundation models


https://drive.google.com/file/d/1v_sKrutqE2DBmunuQWdq6oK8zxPY8Ydi/view?usp=sharing
https://logicmag.io/supa-dupa-skies/origin-stories-plantations-computers-and-industrial-control/
https://youtu.be/vluAOGJPPoM?si=d7cqE5hLXRvZHc_I
https://njit.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=823828e4-891e-4811-a069-b0c20172bd93
https://njit.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=823828e4-891e-4811-a069-b0c20172bd93
https://drive.google.com/file/d/1ORw4M4TNOlO8AEzG2jfNSexLk5u5EP6s/view?usp=sharing
https://www.youtube.com/watch?v=yCdwm2vo09I
https://drive.google.com/file/d/1Ic-A4-EEicadWfq1toqpiMOgcLADXRH6/view?usp=sharing
https://link.springer.com/article/10.1007/s13347-020-00415-6
https://drive.google.com/file/d/1Efv3A7rNl5yyMBjbf4nHJEPh1yBU5ddk/view?usp=sharing
https://drive.google.com/file/d/1usSBpFXh32etNCnYkPWXH_oCSFvGi8HQ/view?usp=sharing
https://drive.google.com/file/d/1ORw4M4TNOlO8AEzG2jfNSexLk5u5EP6s/view?usp=sharing
https://drive.google.com/file/d/17A_3rF6pspjaU_RqvnfLc2Ace02Kqdfz/view
https://drive.google.com/file/d/1v_sKrutqE2DBmunuQWdq6oK8zxPY8Ydi/view?usp=sharing
https://drive.google.com/file/d/1QP1Cfgvqt_raQL10U2Zv_B_0PRnDgyau/view?usp=sharing
https://drive.google.com/file/d/13YehVJmHCTZEKrEzQcYfqik39OSuGbrV/view?usp=sharing
https://www.youtube.com/watch?v=AyzOUbkUf3M
https://drive.google.com/file/d/1Amlb5iZVPMUI35sx_fOt_pi9AeNqWWyL/view?usp=sharing
https://papers.nips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://arxiv.org/ftp/arxiv/papers/1801/1801.00631.pdf
https://www.sciencedirect.com/science/article/pii/S0960982219302040#section-cited-by

e Art of the Problem (2023): How neural networks learned to talk

How NNs learn
How NNs learn concepts

Tensorflow Playground (demo)

Tensorflow Embedding Projector (demo
3blue1brown: Neural Networks. video series (S3 E1-4)

Computerphile: Neural Networks video series

How Al image generators work
Stable Diffusion in code

How GPT3 works
Al Lan m Is and transformer

Lesson 4: Can machines think?
Predictive processing
e Clark (2013)_ Whatever next?

o

O O O O O

Haugeland (1981) Semantic Engines: Introduction to Mind Design

Chalmers (2012)_Computational foundations of cognitive science

Chalmers (2022) Could a large language model be conscious

Turing (1950)_ Computing Machinery and Intelligence

Webb (2019)_Insects as a cognitive edge case

van Rooij et al (2023)_Reclaiming Al as a theoretical tool for cognitive science

Problematic analogies

e Mitchell & Krakauer (2022)
Models

e Bender (2022) Resisting dehumanization in the age of Al

O 0O O O O ©O

Bender and Koller (2020)_Climbing towards NLU
Baria and Cross (2021)_The brain is a computer is a brain

Hayles (2019)_Can computers create meanings?
Estrada (2018) Conscious enactive computation

Estrada (2023) Aldeal: sentience and ideology
Estrada (2024) Can a robot hand grasp?

U1 podcast due

Unit 2

Lesson 5: Al Ethics
Transparency and Accountability
e Crawford (2021) The atlas of Al Intro, Ch 2, 3, 4

O O O O

Fairness

Kate Crawford and Vladan Joler (2018) Anatomy of Al

Licht & Licht (2020) Al. Transparency. and Public Decision-making
Doshi-Velez et al (2017) Accountability of Al Under the Law

Eschenbach (2021) Why we do not trust Al

e Whittaker (2021) The steep cost of capture


https://youtu.be/OFS90-FX6pg?si=Wk51HaDcC22bN2ar
https://www.youtube.com/watch?v=r1U6fenGTrU
https://www.youtube.com/watch?v=e5xKayCBOeU
http://playground.tensorflow.org/
https://projector.tensorflow.org/
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
https://www.youtube.com/watch?v=py5byOOHZM8&list=PLzH6n4zXuckoezZuZPnXXbvN-9jMFV0qh
https://www.youtube.com/watch?v=1CIpzeNxIhU
https://www.youtube.com/watch?v=-lz30by8-sU
https://www.youtube.com/watch?v=_8yVOC4ciXc
https://www.youtube.com/watch?v=rURRYI66E54
https://drive.google.com/file/d/1dxAOLn1JH2lBcDs6Q4R3XNVWQ1yI-lr8/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOZDh3NU5NZE9vOEE/view?usp=sharing
https://drive.google.com/file/d/1IrEcc4_7J_5ybHZ8nX9hk0Zj0R7lnE1y/view?usp=sharing
https://www.youtube.com/watch?v=j6cCXg-rjRo
https://drive.google.com/file/d/0B4me4PbBMBmOQ1V1SDFaQUxWbEU/view?usp=sharing
https://www.youtube.com/watch?v=5qwc9vAkiMQ
https://psyarxiv.com/4cbuv
https://arxiv.org/abs/2210.13966
https://arxiv.org/abs/2210.13966
https://bit.ly/3ZKewPm
https://drive.google.com/file/d/1HyWHvl5FeLgvgijdSG5J6FR4-PeMlBSs/view?usp=sharing
https://arxiv.org/ftp/arxiv/papers/2107/2107.14042.pdf
https://drive.google.com/file/d/1rlm1w5nZoXxezNFJ89U7IF4A3FZV0aGq/view
https://ceur-ws.org/Vol-2287/paper18.pdf
https://ieeexplore.ieee.org/document/10412092
https://drive.google.com/file/d/1CgSSW9fU2B1oWDe6tZQ3pd3vGCcyhbJI/view?usp=drive_link
https://drive.google.com/file/d/1hfkswbJZq7ttuhuLxfHh3Jfd7ROmfDJn/view?usp=sharing
http://www.anatomyof.ai/img/ai-anatomy-publication.pdf
https://drive.google.com/file/d/10WevkJvWiyw6hJ5k8aqCzNybjUPpiUqm/view?usp=sharing
https://drive.google.com/file/d/1vz84Mm5CD3aLVuwBCQfsamd_9-1pXcXA/view?usp=sharing
https://drive.google.com/file/d/1DUtKCn6eGaL6BByOwvfb-w8Avxm46MS9/view?usp=sharing
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4135581

o NeurlPS workshop (2017, Vimeo) Eairness in machine learning
o Bennett & Keyes (2020) What is the point of fairness?

Lesson 6: Al and Justice
Algorithmic policing
e Angwin et al (2016)_Machine bias in sentencing
o ONeil (2018) Weapons of math destruction Ch 1, 3, 5
o Asaro (2016) Hands up. don’t shoot!
o Schwerzmann (2021)_Abolish! Against the Use of Risk Assessment Algorithms
o Berk et al (2021) Fairness in criminal justice risk assessments
Algorithmic injustice
e Birhane (2021) Algorithmic Injustice
o Gabriel (2022) Towards a theory of justice for Al

o Birhane et al (2022) The forgotten margins of Al Ethics
o Keyes (2020) Automating autism

o Ostrowski et al (2022) Ethics. equity, and justice in HRI
Midterm Paper proposal due
Lesson 7: Autonomous weapons and vehicles
Autonomous weapons
e Roff and Moyes (2016) Meaningful Human Control. Artificial Intelligence. and

Autonomous Weapons
o DeVore (2023)" ' ' igh-i

drone war

Kunertova (2023) Drones have boots

Kunertova (2023)_The war in Ukraine shows the game-changing effect of drones
depends on the game

o Sharkey (2018) AWS. Killer Robots, and Human Dignity

Autonomous Vehicles

e Lin (2016)_Why Ethics Matters for Autonomous Cars

o Martinho et al (2023) Ethical issues in focus by the autonomous vehicles
in r

Koopman and Wagner (2017)_Autonomous Vehicle Safety
MIT: Moral Machine (2017 Publication)

Jacques (2019) Why The Moral Machine is a Monster
NHTSA Topic Overview: AV Safety

O O O O

(@]
Lesson 8: Al Policy
Ethics frameworks
e Midterm draft due in class for peer review

e Jobin et al (2019) The global landscape of Al Ethics guidelines
o Floridi and Cowls (2022). A unified framework of five principles for Al in society.

o Bollier (2019) Artificial Intelligence and the Good Society
o Greene et al (2019) Better, nicer, clearer, fairer



https://vimeo.com/248490141
https://dl.acm.org/doi/abs/10.1145/3386296.3386301
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://drive.google.com/file/d/1usSBpFXh32etNCnYkPWXH_oCSFvGi8HQ/view?usp=sharing
https://drive.google.com/file/d/1GVLYf-F69dV6Zc50ZFXmamghkf-BoEEh/view?usp=sharing
https://drive.google.com/file/d/1mmQ-rt1hTcX7zcVy_xzRYuGWx9rpt6l8/view?usp=sharing
https://drive.google.com/file/d/1h-dIfKN_sMDoHIqUobJpL82Com0u8Tpa/view?usp=sharing
https://drive.google.com/file/d/1qN81z2BkwGeeDBazKkYGffmugUSkJzaP/view?usp=sharing
https://drive.google.com/file/d/1Gb34KNbv7N-54Eg7gm4LcsD9u6Z3EDTK/view?usp=sharing
https://dl.acm.org/doi/fullHtml/10.1145/3531146.3533157
https://digitalcommons.odu.edu/sociotechnicalcritique/vol1/iss1/8/
https://drive.google.com/file/d/1ojMt9Xml8oQCWIaFKq1PL198OAFZMPwk/view?usp=sharing
https://drive.google.com/file/d/1v0Ok4Nk4rhSs_sjoJsXnBLf9B3kUaKNL/view?usp=sharing
https://drive.google.com/file/d/1v0Ok4Nk4rhSs_sjoJsXnBLf9B3kUaKNL/view?usp=sharing
https://drive.google.com/file/d/1IxebotKdnNoH1N7OMfVMonMzJ-h_MO7P/view?usp=sharing
https://drive.google.com/file/d/1IxebotKdnNoH1N7OMfVMonMzJ-h_MO7P/view?usp=sharing
https://drive.google.com/file/d/1eXrNRhHbXJG_Z9RI3qgP33bT-xMiS8yH/view?usp=sharing
https://drive.google.com/file/d/1lYdd1JtigxeOiPdcorxJyg-49kKew7Ay/view?usp=sharing
https://drive.google.com/file/d/1lYdd1JtigxeOiPdcorxJyg-49kKew7Ay/view?usp=sharing
https://drive.google.com/file/d/1J3b8PSC1zwQlnmzLSIQuhBp687GS5u5w/view?usp=sharing
https://drive.google.com/file/d/1itEt8HnugEJsyJz_ZJUO2j6IcS0_XXTc/view
https://drive.google.com/file/d/1AWStixLC5k6_xVTsjvmRr8VWq0Khl123/view?usp=sharing
https://drive.google.com/file/d/1AWStixLC5k6_xVTsjvmRr8VWq0Khl123/view?usp=sharing
https://drive.google.com/file/d/1Do27XASQdpsYw6IbCZDq_D1zcCsLiLsJ/view?usp=sharing
https://www.moralmachine.net/
https://drive.google.com/file/d/1cpoA2nYSs-lZ3UwSCU7rhX2eUbzjlx77/view?usp=sharing
https://robots.law.miami.edu/2019/wp-content/uploads/2019/03/MoralMachineMonster.pdf
https://www.nhtsa.gov/technology-innovation/automated-vehicles-safety
https://drive.google.com/file/d/1bUaZENvzaZsfVedX29qI7s-h3b6cVApv/view?usp=sharing
https://assets.pubpub.org/1iqvp0dp/c8d3cba5-8f10-4a00-894c-3a3b886ad844.pdf
https://drive.google.com/file/d/14Sfq9x07k09FkhadHfC-RGMt8aE5s1Zz/view?usp=sharing
https://drive.google.com/file/d/11AZH0u9Pxw3xkTd1tmCdFZUq2kXml4y8/view?usp=sharing

Global Al Policy
e Hagendorff (2019) The Ethics of Al Ethics—An Evaluation of Guidelines
Arun (2019) Al and the Global South
Amrute et al (2022) A Primer on Al in/from the majority world
Keyes et al (2019) Human-computer insurrection: Notes on an anarchist HCI.
EU's Al Act Homepage
m High-level summary
Helberger & Diakopoulos (2023) ChatGPT and the Al Act

Schuett (2024) Risk management in the Al Act

o O

O

o

Lesson 9: Algorithmic Audits
Gender Shades
e Buolamwini and Gebru (2018) Gender Shades
o Raji and Buolamwini, J. (2019). Actionable auditing
o Costanza-Chock, Raji, & Buolamwini (2022). Who Audits the Auditors?
Recommendations from a field scan of the algorithmic auditing ecosystem

Al Audits

e Raji et al. (2020). Closing the Al accountability gap
o Keyes and Austin (2022). Feeling fixes: Mess and emotion in algorithmic audits
o Mokander et al (2023) Auditing large language models: a three-layered approach
o Ojewale et al (2024) Towards Al Accountability Infrastructure: Gaps and
Opportunities in Al Audit Tooling
. | liting-ai

U2 Podcast due
Lesson 10: Planning and Research
Audit proposals due in class
Audit preliminary research

e Smile detection case study
Lesson 11: Scoping
LAST DAY TO WITHDRAW
Group work & updates
Scoping group presentations
Lesson 12: Testing
Group work & updates
Testing group presentations
Lesson 13: Group work
Group work & updates
Intra-group assessments
Lesson 14: Conclusions
Final Testing group presentations
Final Scoping group presentations

Lesson 15: Post-Audit Reflection


https://arxiv.org/pdf/1903.03425.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3403010
https://datasociety.net/library/a-primer-on-ai-in-from-the-majority-world/
https://dl.acm.org/doi/pdf/10.1145/3290605.3300569
https://artificialintelligenceact.eu/
https://artificialintelligenceact.eu/high-level-summary/
https://drive.google.com/file/d/1Xr6xokwOXBZ7Vm6SWB9mNCdstsFPWjQu/view?usp=sharing
https://drive.google.com/file/d/1a2ksruVDf73M4UcskCmmCzekQsQzjyR2/view?usp=sharing
https://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://drive.google.com/file/d/1HqpvBQkDSrLyePrue6hn-almB3ht-s6u/view?usp=sharing
https://dl.acm.org/doi/pdf/10.1145/3531146.3533213
https://dl.acm.org/doi/pdf/10.1145/3531146.3533213
https://dl.acm.org/doi/pdf/10.1145/3351095.3372873
https://journals.sagepub.com/doi/full/10.1177/20539517221113772
https://arxiv.org/abs/2302.08500
https://arxiv.org/abs/2402.17861
https://arxiv.org/abs/2402.17861
https://tools.auditing-ai.com/
https://drive.google.com/drive/folders/1NUSTvWObrDSkjmWTrDCxKoPkXmypguiv

Open Discussion. Last Day of class
U3 Podcast Due
Reflection Essay due, Final Audit Report due.

Supplemental readings: Robot Rights

Gunkel (2023) Person, Thing, Robot

Gunkel (2018) Robot rights

Gunkel (2016) Can and should robots have rights?

Danaher (2017) Should Robots have Rights? Four perspectives

Danaher (2020) Welcoming robots into the moral circle: a defense of ethical behaviorism
Salvini (2016) How safe are robots in urban environments? Bullyin

Bryson (2010) Robots should be slaves

Bryson (2017) Of by and for the people: the legal lacuna of synthetic persons
Birhane and van Dijk (2020) Robot rights? Let's talk about Human Welfare instead
Darling (2015) “Who's Johnny?* Anthropomorphic framing in human-robot interaction,
integration, and policy

Darling (2016) Extending legal protection to social robots

Estrada (2020) Human supremacy as posthuman risk

Estrada (2017)_Alignment, fair play, and the rights of service robots

Estrada (2018)_Sophia and her critics



https://drive.google.com/file/d/1OHG5fJ7dJqUIfrP1Hv36sicbopKfzfqj/view?usp=sharing
https://drive.google.com/file/d/1b-uz_itMNWHfPFMy1mZBfEzJ8mcnvkPW/view?usp=sharing
https://link.springer.com/article/10.1007/s10676-017-9442-4
http://philosophicaldisquisitions.blogspot.com/2017/10/should-robots-have-rights-four.html
https://link.springer.com/article/10.1007/s11948-019-00119-x
https://drive.google.com/file/d/0B4me4PbBMBmOendZRHVwbVc4Qk0/view?usp=sharing
http://www.cs.bath.ac.uk/~jjb/ftp/Bryson-Slaves-Book09.html
https://link.springer.com/article/10.1007/s10506-017-9214-9
https://arxiv.org/abs/2001.05046
http://www.werobot2015.org/wp-content/uploads/2015/04/Darling_Whos_Johnny_WeRobot_2015.pdf
http://www.werobot2015.org/wp-content/uploads/2015/04/Darling_Whos_Johnny_WeRobot_2015.pdf
http://gunkelweb.com/coms647/texts/darling_robot_rights.pdf
https://digitalcommons.odu.edu/sociotechnicalcritique/vol1/iss1/5/
https://arxiv.org/abs/1803.02852
https://medium.com/@eripsa/sophia-and-her-critics-5bd22d859b9c
http://gunkelweb.com/coms647/texts/darling_robot_rights.pdf
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