
 

STS 351 Minds and Machines 
 
Instructor: Dr. Daniel Estrada ​ ​ Office: Cullimore 419 
E-mail: estrada@njit.edu​ ​ ​ Office Hours: T 1-2pm and by appt.  
Zoom Meeting Link​ ​ ​ ​ Discord: discord.gg/NxFvdH7  
 
Class Meeting: F 8:30-11:30 KUPF 107 
 
Course Description: This course introduces a variety of key concepts, themes, and historical 
debates in the philosophy of minds and machines. The course is particularly concerned with the 
proposal that the mind is a computing machine, and the sociotechnical and ethical 
consequences of such views. In Unit 1 we will cover the history of computing machinery and 
intelligence, including classical logic and computation, and current machine learning techniques. 
In Unit 2 we will look at specific issues in the philosophy of AI, including perception, autonomy, 
and understanding.   
 
Prerequisites: STS 201 and STS 210, each with a grade of C or better. 
 
Course objectives: 

●​ Develop an understanding of key issues in historical and contemporary debates in the 
philosophy of AI. 

●​ Understand various arguments for and against a computational theory of mind, and the 
historical, scientific, and technological context in which they arise. 

●​ Engage in peer-led debate and discussion on critical issues like agency, consciousness, 
and machine learning. 

●​ Conduct scholarly research through short peer reviewed essays 
●​ Prepare group presentations and conversations exploring the central themes of the 

course. 

Lesson Plan  
Unit 1: Thinking machines 
​ Lesson 1: History of AI and computation 
​ Lesson 2: Logic and Computation 
​ Lesson 3: Turing Machines & GOFAI 

Lesson 4: Neural networks and machine learning 
Lesson 5: Turing and Lovelace 

Unit 2: Mechanisms of mind 
Lesson 6: Mechanism and organization 
Lesson 7: Life and mind 
Lesson 8: Sentience and consciousness 
Lesson 9: Understanding 

Unit 3: AI Ethics 

mailto:estrada@njit.edu
https://njit-edu.zoom.us/j/4630698215?pwd=VVhrUjNJOVhZZEYvYmFUbE9WdW9sQT09
http://discord.gg/NxFvdH7


 

​ Lesson 10: Algorithmic bias 
Lesson 11: Autonomous weapons and vehicles 
Lesson 12: Creativity and copyright 
Lesson 13: Robot rights 
Lesson 14: Ethical Treatment of Robots 
Lesson 15: Course wrap up 

Assignments and expectations 
●​ Attendance: Regular classroom attendance is required. (19%) 
●​ Presentation: One 10-15 min presentation with slides on readings given in class 

Schedule your presentation on Canvas. (10%) 
●​ Reading notes: 300+ words of “reading notes” due for each lesson reflecting on reading 

assignments. Must be submitted before class for full credit. (28%) 
●​ Podcasts: Students are required to participate in a 1 hour recorded group conversation 

at the end of Unit 1, 2, and 3. (22.5%) 
●​ Encyclopedia Entry: Students are asked to complete one 3-5 page discussing one 

important concept in the philosophy of mind and AI. This assignment will require some 
scholarly research and analysis. (5%) 

●​ Final Paper: Students are required to complete one 7-10 page essay on a topic of their 
choosing. Preparation will involve a drafting round and a meeting with the instructor. 
(15%) 

Grade break down 

●​ Attendance and Participation = 13 x 15pts = 195 (19.5%) 
●​ Presentation = 100 (10%) 
●​ Notes 14 x 20pts = 280 (28%) 
●​ Podcasts 3 x 75 pts = 225 (22.5%) 
●​ Encyclopedia Entry = 50 pts (5%) 
●​ Final paper = 150 pts (15%) 

○​ Final paper = 75 
○​ Final paper proposal = 5 
○​ Final paper draft = 20 
○​ Final paper meeting = 50 

Total = 1000 pts 

Grade Scale 
Final grades are calculated on the following scale:  

A: 900+​
B+: 850+​



 

B: 800+​
C+: 750+​
C: 650+​
D: 500+​
F: < 500 

There is a 5 point tolerance for bumping a grade to the next letter when calculating final grades.  

Assignment Schedule 

Reading notes are due before class starts according to the schedule below. All assignments 
must be submitted to the appropriate place on Canvas. See the syllabus for details on 
assignments and class expectations.  

Unit 1: Thinking machines​
Lesson 1: History of AI and computation​
F 1/24 Introductions ​
         ​ Presentation Schedule Due​
         ​ L1 Notes 

Lesson 2: Logic and Computation​
F 1/31 L2 Notes 

Lesson 3: Turing Machines & GOFAI​
F 2/7 L3 Notes 

Lesson 4: Neural networks and machine learning​
F 2/14 L4 Notes 

Lesson 5: Turing and Lovelace​
F 2/21 L5 Notes​
         ​ U1 Plagiarism Check 

Unit 2: Mechanisms of mind​
 Lesson 6: Mechanism and organization​
F 2/28 L6 Notes​
F 2/28 Unit 1 Podcast due​
         ​ Encyclopedia Entry Proposals due​
 

Lesson 7: Life and mind​
F 3/7 L7 Notes 



 

Lesson 8: Sentience and consciousness​
F 3/14 L8 Notes​
         ​ Encyclopedia Entry due 

SPRING BREAK  

Lesson 9: Understanding​
F 3/28 L9 Notes​
           ​U2 Plagiarism check​
 

Unit 3: AI Ethics​
Lesson 10: Algorithmic bias​
F 4/4 L10 Notes​
       ​ U2 Podcast Due 

Lesson 11: Autonomous weapons and vehicles​
M 4/7 LAST DAY TO WITHDRAW​
 F 4/11 L11 Notes 

Lesson 12: Creativity and copyright​
F 4/18 L12 Notes​
         ​ Final Paper proposal 

Lesson 13: Robot rights​
F 4/25 L13 Notes​
          ​ Final paper meeting 

Lesson 14: Ethical treatment of robots​
F 5/2 L14 Notes​
          ​ Final paper meeting 

Lesson 15: Course wrap up​
W 5/7 Final Paper peer review in class​
F 5/9  U3 Podcast due​
        ​ U3 Plagiarism Check 

W 5/14 Final Paper Due 

Su 5/18 Grades Due 

  



 

Assignment Details 
Attendance: Regular class attendance is required, and earns up to 100 points of credit for the 
semester. Students can miss up to three class sessions before an impact on attendance grade. 
There are 28 total days of class, so 25 attendance days earn full credit. On time attendance 
counts for one day. Attendance is considered late if registered more than 5 minutes after class 
begins and earns 80% credit. Attendance is taken on the class Discord server. Please do not 
register attendance on Discord until you are actually in your seat in class. Students registering 
attendance without being in class will lose all attendance credit for the semester. Note that 
attendance for some classes also earns participation credit! See more info below. 
 
Participation: Participation credit is earned by participating in some classroom activities. This 
includes the Introduction thread at the start of the semester, see instructions on Canvas. 
Classroom attendance and participation in these activities will earn participation credit. If you 
cannot attend class on these days, let me know and I will offer an alternative assignment to 
make up this participation credit.  
 
Presentations: Students must prepare a 10-15  minute presentation on one of the readings in 
class. Slides are encouraged but not required. The presentation should offer a close reading of 
the text, summarizing and explaining (in the student’s own words) the main conclusions, 
concepts, and perspectives discussed in the article. Students are encouraged to develop a 
critical reading of the text by (for instance) drawing out associations with other class readings 
and discussions, contributing independent research on the same topic, or offering their own 
critical analysis and insights on the paper and topic. However, the primary focus of the 
presentation should be on elucidating the readings for class discussion. Students can work 
individually or in groups. Presentations must engage the primary readings, but they can also 
engage with supplemental readings and independent research. Basically, your presentation is 
your primary opportunity to lead the classroom discussion through the reading list. Take 
advantage of it! 
 
Reading Notes: Students are expected to complete 300+ words of reading notes each week, 
posted on Canvas in the appropriate discussion thread. Reading notes document student 
engagement with the weekly readings. Notes can engage either required or supplemental 
readings. Notes don’t need to be structured as a formal essay. Scattered thoughts and 
reactions, bullet points, sketches of ideas, etc are fine. However, notes should be primarily in 
your own words. Notes should not consist mostly of quotes or paraphrasing from the source 
material. You can include quotes you find important or interesting in your notes, but you should 
also explicitly explain and react to the quote in your own words. The quote itself doesn’t 
contribute to your notes word count. Notes will be scrutinized for plagiarism, so please be 
careful to write your notes in your own words! Notes submitted before class Wednesday earn up 
to 20/20 points. Notes submitted by Friday earn up to 15/20 points. Notes submitted after one 
week late earn a maximum of 10/20 points.  
 



 

Papers are scholarly essays substantively engaging with the debates and ideas found in the 
readings and lectures for each unit of the course. Papers should demonstrate a clear 
understanding of the issues presented in the readings and careful critical analysis of the 
scholarly texts. Papers can be argumentative and defend a particular position or controversial 
thesis in the debate. Papers can also be clarificatory, seeking to elucidate some complex issue 
or concept through additional research and reflection. Papers will be developed over several 
activities at the end of the semester, during which proposals and drafts will be made available 
for peer review and feedback. Detailed instructions and schedules are on Canvas.  
 
Honors Requirements: Students registered for the honors section of the course are required to 
complete all regular assignments, with the following additions: 

●​ Regular attendance is required for honors students 
●​ 16 Reading notes required (up from 12) 
●​ Honors students must prepare 2 presentations (up from 1).  
●​ Honors students must schedule a meeting with the instructor to discuss the U1 paper 
●​ Honors students must complete one of the following: 

○​ Either write a short (3-5 page) U2 paper (Can be an Encyclopedia write up) 
○​ Or write 2 additional reviews to U1 papers 
○​ Or U3 paper must be 10-15 pages (up from 5-7) 

 
Accessibility policy: I want all students to succeed in this class, and I will gladly accommodate 
the special circumstances and needs of all students to make sure that happens. I understand 
that life doesn’t happen on the semester schedule, and that school work can’t always be a top 
priority. In pandemic conditions we all need to be more flexible with scheduling and difficult work 
conditions; I understand how medical issues or disability can complicate these challenges.  If 
there is any issue impacting your performance in class, please come talk to me in office hours or 
send me a message by email or on Canvas! Even if you’re behind on assignments, drop me a 
message letting me know what’s up, I’m sure we can figure something out =)  
 
Late policy: Assignments earn a small late penalty for material submitted after the assignment 
due dates posted on Canvas. I’ll allow a short (~30 min) grace period for assignments due at 
midnight; assignments received at 12:01am will not be marked as late, but assignments 
received at 2am will. Late assignments are accepted until the end of the Unit.  
 
Excused Absences: If you have a legitimate excuse that you know about in advance (an 
academic conference, athletic event, National Guard duty, expected delivery date, etc.), please 
make arrangements with me in advance. Extensions for anticipated issues must be arranged at 
least 48 hours before a deadline to avoid a late penalty. Unexpected emergencies (medical 
emergencies, deaths in the family, etc.) should be brought to the attention of the Dean of 
Students with the Student Concern Reporting Form. The Dean’s office is equipped to verify your 
situation confidentially and provide the administrative support you need. The Dean’s office can 
also coordinate with all your instructors for any issues that arise. After an emergency and when 
you are able to return to school work, let me know what’s up (a short note will do). I’ll 

https://cm.maxient.com/reportingform.php?NJInstofTech&layout_id=3


 

recommend you contact the Dean with the form linked above if you haven’t already, and we can 
discuss a plan for completing your missing work, and go from there.  
 

Plagiarism Policy 
Plagiarism Slides 

Plagiarism means using work that you did not produce, but presenting it as if it is your own work 
in assignments. If you did not write the words yourself, you must clearly distinguish that work 
from your own with quotes and citations. When I am scanning for plagiarism I am looking for 
long blocks of text that are clearly taken from other sources (possibly with minor modifications) 
without proper attribution and without distinguishing it from the students own work. Passing off 
the work of another for credit is plagiarism, and it will not be tolerated in an ethics course. 

Copying and pasting from the web is a form of plagiarism. Changing a few words in an 
extensively quoted passage is a form of plagiarism. Using AI text generators like 
chatGPT is a form of plagiarism. Failing to provide adequate citations is a form of 
plagiarism. Copying from your own work (including work from previous semesters) 
without acknowledgement counts as plagiarism. In general, you should never copy large 
blocks of text from any other source and present it in your own essay as if it were your own 
words. That includes copying text from online text generators or language translators. Check 
this link for a detailed explanation of legitimate paraphrase and illegitimate plagiarism. Any work 
you use should be given adequate citation so your readers can find and review your sources. 
Just as in mathematics, you need to show your work! If you use any source in your research, 
(including dictionaries, Wikipedia and other encyclopedias, and translation tools) even if you 
don’t quote it directly, provide a citation.  

To avoid plagiarism, you must clearly distinguish your work from the work of others. Any 
work taken from others must be identified with “quotation marks” and explicit citation. 
Changing a few words in a quote does not make it your work. If you use online text 
generators (like chatGPT, Grammarly, or other text sources), you must explicitly identify that text 
as not being your own work. You must also cite the explicit generator used, including the version 
and dates it was used. If you use AI text generators at all, you must also supply the full prompt 
history generating that text as an appendix to your assignment. If you wrote the essay in 
another language and then used a translator, you should provide the original text in the original 
language with your submission. If you read a script in any presentation, you must include the 
text of that script to the plagiarism detection software on Canvas. If you translate your essay 
from another language, you must include the original untranslated text for comparison. Failure 
to do so will not earn credit. 

https://docs.google.com/presentation/d/1RqEOiSiGVNQHPPU4k0LOqT9m_7LgEXQ3uOzlXC9iGYQ/edit#slide=id.p
https://drive.google.com/file/d/11DAC0oSS4uCr9a8hBHHgvubyPRVLfx9N/view?usp=sharing
https://drive.google.com/file/d/11DAC0oSS4uCr9a8hBHHgvubyPRVLfx9N/view?usp=sharing


 

Suspected cases of plagiarism will be given zero credit for the assignment with a 
warning about the plagiarism policy. Students found plagiarizing will also forfeit all extra 
credit opportunities for the semester. Repeated or extreme instances of plagiarism will be 
reported directly to the Dean of Students as a violation of the Student Code of Academic 
Integrity Note: the research project is a honeypot for cheaters, and typically results in multiple 
instances of plagiarism in each section. I won’t hesitate to fail students who cheat in my ethics 
course. Consider this your first warning. 

I have substantially reorganized my class around group discussions and presentations to 
discourage the use of AI text generators. None of the writing assignments in class are “busy 
work”. They all ask you to demonstrate direct engagement with the readings and with the ideas 
and perspectives of your fellow students. Please take this opportunity to engage your peers in 
discussions on ethics seriously!  

See these Plagiarism Slides with detailed information on the NJIT and course policies on 
plagiarism, including examples of legitimate and illegitimate paraphrase, to help you understand 
the plagiarism policy. 

NJIT Plagiarism Policy 

“Academic Integrity is the cornerstone of higher education and is central to the ideals of this 
course and the university. Cheating is strictly prohibited and devalues the degree that you are 
working on. As a member of the NJIT community, it is your responsibility to protect your 
educational investment by knowing and following the academic code of integrity policy that is 
found at: 

http://www5.njit.edu/policies/sites/policies/files/academic-integrity-code.pdf 

Please note that it is my professional obligation and responsibility to report any academic 
misconduct to the Dean of Students Office. Any student found in violation of the code by 
cheating, plagiarizing or using any online software inappropriately will result in 
disciplinary action. This may include a failing grade of F, and/or suspension or dismissal 
from the university. If you have any questions about the code of Academic Integrity, please 
contact the Dean of Students Office at dos@njit.edu” 

 
 
 
 
 
 
 

http://www5.njit.edu/doss/code-student-conduct-article-11-university-policy-academic-integrity/
http://www5.njit.edu/doss/code-student-conduct-article-11-university-policy-academic-integrity/
https://docs.google.com/presentation/d/1RqEOiSiGVNQHPPU4k0LOqT9m_7LgEXQ3uOzlXC9iGYQ/edit#slide=id.p
http://www5.njit.edu/policies/sites/policies/files/academic-integrity-code.pdf


 

Readings 

Check Canvas for an updated reading list 
 
Unit 1: Thinking Machines​
Lesson 1: History of Automation 

Estrada (2023) History of AI audio lecture and slides 

●​ Mullaney et al (2021) Your Computer on Fire (Intro, Ch 1, 2, 6, 7, 8, 9) 
●​ Benjamin (2019) Race after technology Intro, Ch 2, Ch 3 
●​ BobbyBroccoli (2022, YouTube) The image you can’t submit to journals anymore 

Lesson 2: Logic and Computation 

Estrada slides: Arguments, logic, and computation​
Logic 

●​ Schotch (2006) Introduction to logic and its philosophy 
●​ Shapiro and Kissel (2022 SEP) Classical logic 
●​ Parsons (2017, SEP) The traditional square of opposition 
●​ Crash Course (2016, YouTube) Philosophical Reasoning 

Computation 

●​ Aaronson (2011) Why philosophers should care about computational complexity 
●​ Chalmers (1994) On implementing a computation 
●​ Piccinini (2021, SEP) Computation in physical systems 
●​ Horst (1999) Symbols and computation 
●​ Haugeland (1981) Semantic Engines: Introduction to Mind Design 

Lesson 3: Turing Machines & GOFAI 

Estrada slides: The day computers took over the world 

Good Old Fashioned AI (GOFAI) 

●​ Haugeland (1981) Semantic Engines: Introduction to Mind Design 
○​ Turing (1947) Lecture on the Automatic Computing Engine 
○​ Turing (1950) Computing Machinery and Intelligence 
○​ Saygin (2000) Turing’s test, 50 years later 
○​ Searle (1980) Minds Brains and Programs 

Computational Theory of Mind (CTM) 

●​ van Rooij et al (2023) Reclaiming AI as a theoretical tool for cognitive science 

https://njit.hosted.panopto.com/Panopto/Pages/Viewer.aspx?id=823828e4-891e-4811-a069-b0c20172bd93
https://docs.google.com/presentation/d/1H0hAU30Iow_2XQkF8EAJgNhp5GnJnxEbb344pzSeuMQ/edit?usp=sharing
https://drive.google.com/file/d/1v_sKrutqE2DBmunuQWdq6oK8zxPY8Ydi/view?usp=sharing
https://drive.google.com/file/d/1ORw4M4TNOlO8AEzG2jfNSexLk5u5EP6s/view?usp=sharing
https://www.youtube.com/watch?v=yCdwm2vo09I
https://docs.google.com/presentation/d/10kAu9IluVHkxU9bLrDJcTkhs_7F74WEK2pFglHmY-7Q/edit?usp=sharing
https://drive.google.com/file/d/1L12CudiwMnKP5tMUZwyM0w1pm5AkKhnE/view?usp=sharing
https://plato.stanford.edu/entries/logic-classical/
https://plato.stanford.edu/Entries/square/
https://youtu.be/NKEhdsnKKHs?si=LTFp1r2YxHWlOSls
https://arxiv.org/abs/1108.1791
https://drive.google.com/file/d/1lW4V4UL0hDkoNB4VqJvNMGh9D_1Zqx4Y/view?usp=sharing
https://plato.stanford.edu/entries/computation-physicalsystems/
https://drive.google.com/file/d/1THnvzC5WpJdV3tE46lUXdbktRJH8Tzxc/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOZDh3NU5NZE9vOEE/view?usp=sharing
https://docs.google.com/presentation/d/1y_EANTrGHPQ-Lch1TDSK0P2M_AC4gZgOUm2N0eYilSo/edit?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOZDh3NU5NZE9vOEE/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOOUJrRVdNOU4xVEU/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOQ1V1SDFaQUxWbEU/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOZ2lFSXlHT0xheHc/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmORm9pZXFOUGZkTU0/view?usp=sharing
https://psyarxiv.com/4cbuv


 

○​ Haugeland (1994) On the nature and plausibility of cognitivism 
○​ Piccinini (2010) Mind as neural software? 
○​ Chalmers (2012) Computational foundations of cognitive science 
○​ Gallistel (2017) The neurobiological bases for the computational theory of mind 
○​ Rescorla (2020, SEP) Computational theory of mind 

Lesson 4: Neural networks and machine learning 

Estrada slides: Machine learning and baby computers​
Artificial neural networks 

●​ Bender et al (2021) On the dangers of stochastic parrots 
○​ Hinton (2007) The next generation of neural networks 
○​ LeCun, Bengio, & Hinton (2015) Deep Learning 
○​ Vaswani et al (2017) Attention is all you need 
○​ Marcus (2018) Deep Learning: A critical appraisal 
○​ Kriegeskorte & Golan (2019) Neural Network Models and Deep Learning 

Explainers and demos 

●​ Art of the Problem (2023): How neural networks learned to talk, 
○​ How NNs learn 
○​ How NNs learn concepts 

●​ Tensorflow Playground (demo) 
●​ Tensorflow Embedding Projector (demo) 
●​ 3blue1brown: Neural Networks. video series (S3 E1-4) 
●​ Computerphile: Neural Networks video series 

○​ How AI image generators work 
○​ Stable Diffusion in code 
○​ How GPT3 works 
○​ AI Language models and transformers 

Lesson 5: Turing and Lovelace 

●​ Turing (1950) Computing Machinery and Intelligence 
○​ Saygin (2000) Turing’s test, 50 years later 
○​ Searle (1980) Minds Brains and Programs 

●​ Natale and Hendrickson (2022) The Lovelace effect: Perceptions of creativity in 
machines 

○​ Bringsjord (2000) Creativity, the Turing Test, and the (Better) Lovelace Test 
○​ Abramson (2008) Turing's responses to two objections 
○​ Whittaker (2023) Plantations, Computers, and Industrial Control 

L6: Mechanisms, organization, and autonomy 

Mechanical philosophy 

https://drive.google.com/file/d/10SApBrPd-d6gf6ThIA06QPBW2Cmr-UiU/view?usp=sharing
https://drive.google.com/file/d/1g0-XYxa4A0AtgwYBReBqsbD01UquST5S/view?usp=sharing
https://drive.google.com/file/d/1IrEcc4_7J_5ybHZ8nX9hk0Zj0R7lnE1y/view?usp=sharing
https://drive.google.com/file/d/1r3Jr3OZ6ICR-0N2ofGZX3PhWyx3ZZlXQ/view?usp=sharing
https://plato.stanford.edu/entries/computational-mind/
https://docs.google.com/presentation/d/1V1SrE16EgH4C46-Vk_6lD0J53xR1HtaJROWwNITdeE4/edit?usp=sharing
https://drive.google.com/file/d/13YehVJmHCTZEKrEzQcYfqik39OSuGbrV/view?usp=sharing
https://www.youtube.com/watch?v=AyzOUbkUf3M
https://drive.google.com/file/d/1Amlb5iZVPMUI35sx_fOt_pi9AeNqWWyL/view?usp=sharing
https://papers.nips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://arxiv.org/ftp/arxiv/papers/1801/1801.00631.pdf
https://www.sciencedirect.com/science/article/pii/S0960982219302040#section-cited-by
https://youtu.be/OFS90-FX6pg?si=Wk51HaDcC22bN2ar
https://www.youtube.com/watch?v=r1U6fenGTrU
https://www.youtube.com/watch?v=e5xKayCBOeU
http://playground.tensorflow.org/
https://projector.tensorflow.org/
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
https://www.youtube.com/watch?v=py5byOOHZM8&list=PLzH6n4zXuckoezZuZPnXXbvN-9jMFV0qh
https://www.youtube.com/watch?v=1CIpzeNxIhU
https://www.youtube.com/watch?v=-lz30by8-sU
https://www.youtube.com/watch?v=_8yVOC4ciXc
https://www.youtube.com/watch?v=rURRYI66E54
https://drive.google.com/file/d/0B4me4PbBMBmOQ1V1SDFaQUxWbEU/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOZ2lFSXlHT0xheHc/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmORm9pZXFOUGZkTU0/view?usp=sharing
https://drive.google.com/file/d/1PdEKEmSaXDZ-h7mCfRWWkxC1KgJSnpVg/view?usp=sharing
https://drive.google.com/file/d/1PdEKEmSaXDZ-h7mCfRWWkxC1KgJSnpVg/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOTDJhaHRPeTAzM0E/view?usp=sharing&resourcekey=0-TEB3iUkooAKz20GfH5GQkA
https://drive.google.com/file/d/1gZ2n7r0elPDtSH5JiiY2Rlx0lvrK2S34/view?usp=sharing
https://drive.google.com/file/d/1v35FFNopMfZtLzL4n7pAjnICB8yFmwbu/view?usp=sharing


 

●​ Craver (2015, SEP) Mechanisms in Science 
●​ Mitchell (2009)Complexity, A guided tour 

○​ Keller (2008) Organisms, Machines, and Thunderstorms: A history of 
self-organization Part One, Part Two 

●​ Levy and Bechtel (2013) Abstraction and the organization of mechanisms 
○​ Bechtel (2013) Thinking Dynamically about Biological Mechanisms 
○​ Bechtel, (2012) Why do Biologists use So Many Diagrams? 

Agency and Autonomy 

●​ Bechtel (2007) Biological Mechanisms: Organized to Maintain Autonomy 
○​ Bechtel and Abrahamsen, Mental mechanisms, autonomous systems, and moral 

agency 
●​ Villalobos and Dewhurst (2018) Enactive autonomy in computational systems 
●​ Estrada (2018) Conscious enactive computation 
●​ Bandarian et al (2009): Defining Agency 
●​ Moreno and Mossio (2015) Biological Autonomy 
●​ Fischer et al., Four views on Free Will 
●​ Frankfurt, Freedom of the Will and the Concept of a Person 

Lesson 7: Life and mind 

●​ Thompson (2007) Mind in life  (precis) 
●​ Mayr (2005) What makes biology unique? 
●​ Godfrey-Smith (2016) Other Minds The Octopus, The Sea, and the Deep Origins of 

Consciousness 
●​ Godfrey-Smith (2020) Metazoa Animal Life and the Birth of the Mind 
●​ Godfrey-Smith (2023, Youtube) Whitehead lectures: Limits of sentience, Boundaries of 

consideration 
●​ Smith (2015) New Theories on the Origin of Life 
●​ Dennett (1996) Kinds of minds 
●​ Brooks (1991) Intelligence without representation 
●​ Cruse and Shilling (2015) From walking to consciousness 
●​ Webb (2019) Insects as a cognitive edge case 

Lesson 8: Sentience and Consciousness 

●​ Nagel (1974) What is it like to be a bat? 
●​ Schwitzgebel (2015) If materialism is true the united states is probably conscious 
●​ Cruse and Shilling (2015) From walking to consciousness 
●​ Graziano (2013) Consciousness and the social brain 
●​ Godfrey-Smith (2016) Other Minds The Octopus, The Sea, and the Deep Origins of 

Consciousness 
●​ Godfrey-Smith (2020) Metazoa Animal Life and the Birth of the Mind 

https://plato.stanford.edu/entries/science-mechanisms/
https://drive.google.com/file/d/0B4me4PbBMBmOa2VpUHdUYWZWdXM/view?usp=sharing&resourcekey=0-Y9seNW-9pB6kvTV1xKL2AA
https://drive.google.com/file/d/0B4me4PbBMBmOMURnMXBWd2hCOWs/view
https://drive.google.com/file/d/0B4me4PbBMBmOMURnMXBWd2hCOWs/view
https://drive.google.com/file/d/0B4me4PbBMBmOUjBYRmtJdkNjZ2c/view
https://drive.google.com/file/d/0B4wR7F7Si7hsNUotQkFtdFU1QlU/view?usp=sharing&resourcekey=0-vZuDgPgw_hTnNHQ-ARDCeg
http://mechanism.ucsd.edu/research/Thinking%20Dynamically%20About%20Biological.for%20Foundations%20of%20Science.pdf
https://core.ac.uk/download/pdf/11923375.pdf
http://mechanism.ucsd.edu/~bill/research/bechtel.biologicalmechanismsorganization.pdf
http://mechanism.ucsd.edu/research/moral%20agency.pdf
http://mechanism.ucsd.edu/research/moral%20agency.pdf
https://link.springer.com/article/10.1007/s11229-017-1386-z
https://arxiv.org/abs/1812.02578
https://drive.google.com/file/d/0B4me4PbBMBmOMWQxXzV6ZzFTeDQ/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOcXBqZXZEaDgtdW8/view?resourcekey=0-DA2TGbrTSIp4GkS_nmH5XA
https://drive.google.com/file/d/0B4me4PbBMBmOV0daWS1tc0JLbVU/view?usp=sharing&resourcekey=0-CjMGaX54g8WzQ3PbMyo_nw
http://www.sci.brooklyn.cuny.edu/~schopra/Persons/Frankfurt.pdf
https://drive.google.com/file/d/1qZa5mKL1CfQibkKZSTuwVJYANowJI9cd/view?usp=sharing
https://drive.google.com/file/d/1db6vD1NT30sUVN_3_9nIOHm-D7Z5IHYb/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmOeGpnTlc3b3VwTkk/view?resourcekey=0-UAyJTudwH90wz55JneQq-Q
https://drive.google.com/file/d/1zDm4GoQj4recJoZl-xqSdi4_sBzNZtDg/view?usp=sharing
https://drive.google.com/file/d/1zDm4GoQj4recJoZl-xqSdi4_sBzNZtDg/view?usp=sharing
https://drive.google.com/file/d/1cmEK88tSER2FzCGj_oxkgxuGuNL7pU8t/view?usp=sharing
https://www.youtube.com/watch?v=pO6-iOfFerw
https://youtu.be/DbQl9tzXLx0?si=an2oVtFaYI0D6G0n
https://youtu.be/DbQl9tzXLx0?si=an2oVtFaYI0D6G0n
https://www.youtube.com/watch?v=0cwvj0XBKlE
https://drive.google.com/file/d/1jOHLP1WsofcR-UFrEwkVoyhlRT_bQWTl/view?usp=sharing
https://drive.google.com/file/d/1_LkQEnjhBesT3u_Se8vsewnGhbyGJyZ4/view?usp=sharing
https://drive.google.com/file/d/1J5XoAudbE_D2fIes4yBIW1jOqD_HmtGO/view?usp=sharing%20
https://www.youtube.com/watch?v=5qwc9vAkiMQ
https://drive.google.com/file/d/1CBaB9jIsn1OgVF8km_fJvqdWneriQ-Hf/view?usp=sharing
https://drive.google.com/file/d/1jo6BPq2qETp0OqHNdnWiqE9F8ICO06_1/view?usp=sharing
https://drive.google.com/file/d/1J5XoAudbE_D2fIes4yBIW1jOqD_HmtGO/view?usp=sharing%20
https://drive.google.com/file/d/0B4me4PbBMBmORmd5QlktNWlycnc/view?usp=sharing&resourcekey=0-zYVxJDOBzBvK9KhLAdf6vg
https://drive.google.com/file/d/1zDm4GoQj4recJoZl-xqSdi4_sBzNZtDg/view?usp=sharing
https://drive.google.com/file/d/1zDm4GoQj4recJoZl-xqSdi4_sBzNZtDg/view?usp=sharing
https://drive.google.com/file/d/1cmEK88tSER2FzCGj_oxkgxuGuNL7pU8t/view?usp=sharing


 

●​ Godfrey-Smith (2023, Youtube) Whitehead lectures: Limits of sentience, Boundaries of 
consideration 

●​ Estrada (2023) The AIdeal: sentience and ideology 

Lesson 9: Understanding 

●​ Mitchell & Krakauer (2022) The Debate Over Understanding in AI's Large Language 
Models 

●​ Bender et al (2021) On the dangers of stochastic parrots 
●​ Bender and Koller (2020) Climbing towards NLU 
●​ Searle (1980) Minds Brains and Programs 
●​ Baria and Cross (2021) The brain is a computer is a brain 
●​ Hayles (2019) Can computers create meanings? 
●​ Messeri & Crockett (2024) Artificial Intelligence and illusions of understanding in 

scientific research 
●​ Grimm et al (2017) Explaining Understanding  (esp Ch 1: "What is understanding?") 
●​ Grimm (2021, SEP) Understanding 
●​ Otsuka (2023, YouTube) What machine learning tells us about the mathematical 

structures of concepts 
●​ Estrada (2024) Can a robot hand grasp? 

Lesson 10: Algorithmic bias 

Intro to AI Ethics: 

●​ Bender (2022) Resisting dehumanization in the age of AI  
●​ Asaro (2006) What should we want from a robot ethic? 
●​ Mullaney et al (2021) Your Computer on Fire (Intro, Ch 1, 2, 6, 7, 8, 9) 
●​ Crawford (2021) The atlas of AI (Intro, Ch 2, 3, 4) 
●​ Whittaker (2021) The steep cost of capture 

Algorithmic Bias 

●​ Coded Bias (2020) documentary 
●​ Buolamwini and Gebru (2018) Gender Shades 
●​ Angwin et al (2016) Machine bias in sentencing 
●​ Virginia Eubanks (2018) Automating Inequality (Intro, Ch 1, 2, 5) 
●​ Benjamin (2019) Race after technology (Intro, Ch 1, 3) 
●​ Noble (2018) Algorithms of Oppression Intro, Ch 1 
●​ Cave & Dihal (2020). The whiteness of AI 
●​ AI Now (2024): AI Nationalisms 

Lesson 11: Autonomous weapons and vehicles 

Estrada Lecture Slides​
Autonomous weapons 

https://www.youtube.com/watch?v=pO6-iOfFerw
https://youtu.be/DbQl9tzXLx0?si=an2oVtFaYI0D6G0n
https://youtu.be/DbQl9tzXLx0?si=an2oVtFaYI0D6G0n
https://ieeexplore.ieee.org/document/10412092
https://arxiv.org/abs/2210.13966
https://arxiv.org/abs/2210.13966
https://drive.google.com/file/d/13YehVJmHCTZEKrEzQcYfqik39OSuGbrV/view?usp=sharing
https://drive.google.com/file/d/1HyWHvl5FeLgvgijdSG5J6FR4-PeMlBSs/view?usp=sharing
https://drive.google.com/file/d/0B4me4PbBMBmORm9pZXFOUGZkTU0/view?usp=sharing
https://arxiv.org/ftp/arxiv/papers/2107/2107.14042.pdf
https://drive.google.com/file/d/1rlm1w5nZoXxezNFJ89U7IF4A3FZV0aGq/view
https://www.nature.com/articles/s41586-024-07146-0
https://www.nature.com/articles/s41586-024-07146-0
https://drive.google.com/file/d/1sE80YreEi-MttT4v_o-iBirbq01uguQ7/view?usp=sharing
https://plato.stanford.edu/entries/understanding/
https://youtu.be/Lqt7TgYk8rU?si=vUduaolIEg3zHQfM
https://youtu.be/Lqt7TgYk8rU?si=vUduaolIEg3zHQfM
https://drive.google.com/file/d/1CgSSW9fU2B1oWDe6tZQ3pd3vGCcyhbJI/view?usp=drive_link
https://bit.ly/3ZKewPm
https://drive.google.com/file/d/0B4me4PbBMBmOWjdPeWVmbkxuRFk/view?usp=sharing&resourcekey=0-MMi5xvsRunD0FZYj3-mrVA
https://drive.google.com/file/d/1v_sKrutqE2DBmunuQWdq6oK8zxPY8Ydi/view?usp=sharing
https://drive.google.com/file/d/1hfkswbJZq7ttuhuLxfHh3Jfd7ROmfDJn/view?usp=sharing
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4135581
https://bit.ly/3kppbyM
https://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://drive.google.com/file/d/1Efv3A7rNl5yyMBjbf4nHJEPh1yBU5ddk/view?usp=sharing
https://drive.google.com/file/d/1ORw4M4TNOlO8AEzG2jfNSexLk5u5EP6s/view?usp=sharing
https://drive.google.com/file/d/1Ic-A4-EEicadWfq1toqpiMOgcLADXRH6/view?usp=sharing
https://link.springer.com/article/10.1007/s13347-020-00415-6
https://ainowinstitute.org/wp-content/uploads/2024/03/AI-Nationalisms-Global-Industrial-Policy-Approaches-to-AI-March-2024.pdf
https://docs.google.com/presentation/d/1umtacO4V3UrU5C1tdZmx1sMzWZQ33MOk38-EA20DX_g/edit?usp=sharing


 

●​ Roff and Moyes (2016) Meaningful Human Control, Artificial Intelligence, and 
Autonomous Weapons 

●​ Amoroso & Tamburrini (2020) AWS and Meaningful Human Control 
●​ Sharkey (2018) AWS, Killer Robots, and Human Dignity 
●​ Asaro (2016) Autonomous weapons 

Autonomous vehicles 

●​ Benn Jordan (2024, Youtube) Sorry, your car will never drive itself 
●​ Lin (2016) Why Ethics Matters for Autonomous Cars 
●​ Koopman and Wagner (2017) Autonomous Vehicle Safety 
●​ MIT: Moral Machine (2017 Publication) 

○​ Jacques (2019) Why The Moral Machine is a Monster 
●​ NHTSA Topic Overview: AV Safety 

Lesson 12: Creativity and copyright 

●​ Jaing et al (2023) AI Art and its Impact on Artists 
●​ Natale and Hendrickson (2022) The Lovelace effect: Perceptions of creativity in 

machines 
●​ Coeckelbergh and Gunkel (2023) ChatGPT: deconstructing the debate and moving it 

forward 
●​ Gunkel (2021) Computational Creativity 
●​ Ward (2020) Victorian fictions of computational creativity 
●​ Samuelson (2023) Generative AI meets copyright 
●​ Fenwick and Jurcys (2023) Originality and the future of copyright in an age of generative 

AI 
●​ Franceschelli and Musolesi (2022) Copyright in generative deep learning 

Lesson 13: Can or should robots have rights? 

●​ Universal Declaraction of Human Rights 
●​ US Bill of Rights 
●​ Danaher (2017) Should Robots have Rights? Four perspectives 
●​ Danaher (2020) Welcoming robots into the moral circle: a defense of ethical behaviorism 
●​ Gunkel (2016) Can and should robots have rights? 
●​ Gunkel (2018) Robot Rights 
●​ Gunkel (2023) Person, Thing, Robot 
●​ Bryson (2017) Of by and for the people: the legal lacuna of synthetic persons 
●​ Birhane et al (2024) Debunking robot rights metaphysically, ethically, and legally 
●​ Estrada (2017) Robot rights: cheap, yo! 

Lesson 14: Ethical treatment of robots 

●​ Darling (2015) “Who's Johnny?“ Anthropomorphic framing in human-robot interaction, 
integration, and policy 

https://drive.google.com/file/d/1v0Ok4Nk4rhSs_sjoJsXnBLf9B3kUaKNL/view?usp=sharing
https://drive.google.com/file/d/1v0Ok4Nk4rhSs_sjoJsXnBLf9B3kUaKNL/view?usp=sharing
https://drive.google.com/file/d/1kU9R3dNYFsepCjPwJ21xcb4AqdK0mjEz/view?usp=sharing
https://drive.google.com/file/d/1J3b8PSC1zwQlnmzLSIQuhBp687GS5u5w/view?usp=sharing
https://bit.ly/3CP9303
https://youtu.be/2DOd4RLNeT4?si=87VoBDYmILy5F91s
https://drive.google.com/file/d/1itEt8HnugEJsyJz_ZJUO2j6IcS0_XXTc/view
https://drive.google.com/file/d/1Do27XASQdpsYw6IbCZDq_D1zcCsLiLsJ/view?usp=sharing
https://www.moralmachine.net/
https://drive.google.com/file/d/1cpoA2nYSs-lZ3UwSCU7rhX2eUbzjlx77/view?usp=sharing
https://robots.law.miami.edu/2019/wp-content/uploads/2019/03/MoralMachineMonster.pdf
https://www.nhtsa.gov/technology-innovation/automated-vehicles-safety
https://dl.acm.org/doi/pdf/10.1145/3600211.3604681
https://drive.google.com/file/d/1PdEKEmSaXDZ-h7mCfRWWkxC1KgJSnpVg/view?usp=sharing
https://drive.google.com/file/d/1PdEKEmSaXDZ-h7mCfRWWkxC1KgJSnpVg/view?usp=sharing
https://link.springer.com/article/10.1007/s00146-023-01710-4
https://link.springer.com/article/10.1007/s00146-023-01710-4
https://drive.google.com/file/d/1xRvPxwsjGcNQ7WHYvjQh66LqKb9eS09o/view?usp=sharing
https://drive.google.com/file/d/1TQPi39__P2a0l0zS_LCE9ko_wy0SEroe/view?usp=sharing
https://www.science.org/doi/pdf/10.1126/science.adi0656?casa_token=OXUe9rYlG7YAAAAA:grlgtLKMrjXpA-MUgNTPoXdCRsl20eXT4nOM8GNLIrl6w54GJxqEgi6uX_GMnaRPSfzn_j47aect-9g
https://www.sciencedirect.com/science/article/pii/S0267364923001024
https://www.sciencedirect.com/science/article/pii/S0267364923001024
https://www.cambridge.org/core/journals/data-and-policy/article/copyright-in-generative-deep-learning/C401539FDF79A6AC6CEE8C5256508B5E
https://www.un.org/en/about-us/universal-declaration-of-human-rights
https://www.archives.gov/founding-docs/bill-of-rights-transcript
http://philosophicaldisquisitions.blogspot.com/2017/10/should-robots-have-rights-four.html
https://link.springer.com/article/10.1007/s11948-019-00119-x
https://link.springer.com/article/10.1007/s10676-017-9442-4
https://drive.google.com/file/d/1b-uz_itMNWHfPFMy1mZBfEzJ8mcnvkPW/view?usp=sharing
https://drive.google.com/file/d/1OHG5fJ7dJqUIfrP1Hv36sicbopKfzfqj/view?usp=sharing
https://link.springer.com/article/10.1007/s10506-017-9214-9
https://firstmonday.org/ojs/index.php/fm/article/view/13628/11597
https://www.youtube.com/watch?v=TUMIxBnVsGc
http://www.werobot2015.org/wp-content/uploads/2015/04/Darling_Whos_Johnny_WeRobot_2015.pdf
http://www.werobot2015.org/wp-content/uploads/2015/04/Darling_Whos_Johnny_WeRobot_2015.pdf


 

●​ Darling (2016) Extending legal protection to social robots 
●​ Bryson (2010) Robots should be slaves 
●​ Salvini (2016) How safe are robots in urban environments? Bullying a service robot 
●​ Estrada (2020) Human supremacy as posthuman risk 
●​ Estrada (2017) Alignment, fair play, and the rights of service robots 
●​ Estrada (2018) Sophia and her critics 

  

 

http://gunkelweb.com/coms647/texts/darling_robot_rights.pdf
http://www.cs.bath.ac.uk/~jjb/ftp/Bryson-Slaves-Book09.html
https://drive.google.com/file/d/0B4me4PbBMBmOendZRHVwbVc4Qk0/view?usp=sharing
https://digitalcommons.odu.edu/sociotechnicalcritique/vol1/iss1/5/
https://arxiv.org/abs/1803.02852
https://medium.com/@eripsa/sophia-and-her-critics-5bd22d859b9c
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