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ABSTRACT<br>PHOTONIC MONITORING OF ATMOSPHERIC FAUNA<br>by<br>Adrien P. Genoud

Insects play a quintessential role in the Earth's ecosystems and their recent decline in abundance and diversity is alarming. Monitoring their population is paramount to understand the causes of their decline, as well as to guide and evaluate the efficiency of conservation policies. Monitoring populations of flying insects is generally done using physical traps, but this method requires long and expensive laboratory analysis where each insect must be identified by qualified personnel. Lack of reliable data on insect populations is now considered a significant issue in the field of entomology, often referred to as a "data crisis" in the field. This doctoral work explores the potential of entomological photonic sensors to unlock some of the limitations of traditional methods. This work focuses on the development of optical instruments similar in essence to lidar systems, with the goal of counting and identifying flying insects from a distance in their natural habitat. Those systems rely on the interactions between the near-infrared laser light and insects flying through the laser beam. Each insect is characterized by retrieving its optical and morphological properties, such as wingbeat frequency, optical cross sections, or depolarization ratios. This project ran in parallel a series of laboratory and field experiments. In the laboratory, prototypes were tested and used to create a database of insects' properties. The data were used to train machine learning classifiers aiming at identifying insects from optical signals. In the case of mosquitoes, the sex and species of an unknown specimen was predicted with a $99 \%$ and $80 \%$ accuracy respectively. It also showed that the presence of eggs within the abdomen of a female mosquito could be detected from several meters away with $87 \%$ accuracy. In the field, instruments were deployed in real-world conditions for a
total of 520 days over three years. More than a million insects were observed, allowing to continuously monitor their aerial density over months with a temporal resolution down to the minute. While this approach remains very new, this work demonstrated that photonic sensors could become a powerful tool to tackle the current lack of data in the field of entomology.
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1.12 Polar representation of a phase function. The red line indicates the amount of light scattered in function of the direction, $0^{\circ}$ being the forward direction, i.e., initial direction of the incident light. The phase function presented here is the result of the simulation of the scattering from a 400 nm radius sphere of melanin, for a wavelength of 940 nm . Results were obtained from the Mie Simulator: Virtual Photonics Technology Initiative of the Beckman Laser Institute, University of California Irvine, CA.23

2.1 Optical layout of the laboratory ESOS system.
2.2 Example of an insect signal as it transits through the laser beams of the three channels ESOS system. The presented signals, in volts, are equal to the backscattered intensity $I$ after subtraction of the baseline contribution $I_{B}$. (A), (B) and (C) respectively shows the signal recorded by the second, third and first channels. (D) shows all three signals simultaneously
2.3 Optical layout of the laboratory eBoss
2.4 Example of an insect signal as it transits through the laser beam of the eBoss. The presented signal in $V$ is equal to the transmitted intensity $I .34$
2.5 Illustration of the concept of measured cross section. In light blue is the surface occupied by the theoretical laser beam. In orange is the surface representing the theoretical insect and in red is the intersection of the two. For the entomological photonic system point of view the true cross section of the insect (orange) is inaccessible and only the measured cross section (red) can be evaluated.
2.6 Results of the simulation (blue dots) and the best fit using Hill-Langmuir equation (orange line). This represents the value of the average (over 1,000 iteration) measured cross section divided by the true cross section of the insect $\frac{\sigma_{m}}{\sigma_{I}}$ in function of the ratio of the true cross section by the cross section of the laser beam $\frac{\sigma_{I}}{\pi \cdot\left(r_{L}\right)^{2}}$.
2.7 Evolution of the ratio of the averaged measured cross section by the insect cross section in function of the size of the insect. Three scenarios are being considered, where the radius of the laser beam is 5 mm (blue), 25 mm (orange) and 50 mm (yellow).
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2.8 (A) shows 400 s of raw data, as recorded by the acquisition system with a sampling frequency of $30,517 \mathrm{~Hz}$. A magnification of one of the identified insect events is displayed as illustration. (B) shows the same data after application of a digital bandpass filter [10 900 Hz] and averaging. The red line indicates the detection threshold. Any part of the filtered signal that crosses the threshold is identified as a region of interest and the corresponding raw signal is then extracted for further
analysis.
2.9 Example of two types of signals and their corresponding frequency spectrums. (A) is an example of signal caused by an insect showing clear periodic amplitude modulation. (C) shows its associated Fast Fourier Transform, from which the insect wingbeat frequency can be determined. On the contrary, (B) is an example of a signal from a non-insect target crossing the laser beam, which does not have any periodic amplitude modulation, as can be seem on its Fast Fourier Transform (D). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.10 (A) shows the raw frequency spectrum of an insect event. (B) shows the same frequency spectrum after pre-processing. The red line indicates the position of the fundamental peak, selected by the harmonicity algorithm. For (A), black lines indicate the position of the detected harmonics. For (B), black lines indicate the position of the other peaks that have been considered as potential fundamental. If the difference between two peaks is close enough to an integer multiplier of the fundamental then a harmonic of the fundamental is found. As such, the peak at 116 Hz has two harmonics and all other peaks have no harmonics.
2.11 (A) shows the raw frequency spectrum of an insect event. (B) shows the same frequency spectrum after pre-processing. The red line indicates the position of the fundamental peak, selected by the harmonicity algorithm. For (A), black lines indicate the position of the detected harmonics. For (B), black lines indicate the position of the other peaks that have been considered as potential fundamental. If the difference between two peaks is close enough to an integer multiplier of the fundamental then a harmonic of the fundamental is found. As such, the peak at 158 Hz has three harmonics, the one at 323 Hz has one and all other peaks have no harmonics
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2.12 Simplified illustration of the method used to calculate the Mel Frequency Cepstral Coefficient, using the default Mel Filter Bank of the Matlab mfcc function. The input signal, which in this example is a signal from the eBoss, is windowed (in this application a single window including the entire event is used) then its FFT is calculated, the filter bank is applied. After summation and a nonlinear rectification, the discrete
cosine transform is taken.

53
2.13 Examples of periodic amplitude modulation of the signal originating from different insect specimens. Each example is a magnification of the periodically repeated pattern within the wing contribution. Each figure presents three full wingbeat cycles. The difference in the shape of the repeated pattern can potentially provide information on the sex or species of the specimen through MFCC analysis.
2.14 Illustration of the Scheimpflug lidar system. The plane of the CCD receiver is tilted. Therefore, the position where the light focuses is function of the target distance $z$. As such, every pixel of the CCD receiver corresponds to a given range of distance (i.e., pixel footprint), starting with the minimal observable distance $z_{0}$ up to infinity $z_{\infty}$. .
2.15 Signal due to an opaque chrome steel sphere of known size falling through the laser beam of the eBoss. The black arrow indicates the amplitude of the signal decrease that is due to the sphere. $I_{B}$ is the value of the baseline and $I_{D}$ is the value taken by the signal when the sphere is completely in the center of the laser beam.
2.16 Example of wing and body discrimination. The raw data (black) are used in combination with the estimated wingbeat frequency to find local minimum. The interpolation of local minimums (magenta) is subtracted from the raw data to obtain the wing contribution (orange). The wing contribution and mean background value are then subtracted from the raw data to obtain the body contribution (red). The dashed green and red line represent the estimated beginning and end of the insect event respectively.
2.17 Ratios of the intensity measured by each of the three channels of the laboratory ESOS. Ratios are plotted in function of the distance $d$, which is the distance between the collection optics and the near Lambertian gold target.64
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2.18 Least square fit based on Equation (2.17). This fit allows for the determination of the calibration constant $G$ between channel $I_{1320, \perp}$ and $I_{1320 . / /}$ and the depolarization ratio of the gold target used during calibration, $\delta$.
2.19 Illustration of the probed volume within the field of view (FOV) of an entomological photonic sensor. $R_{0}$ is the initial radius, $L$ is the maximal range at which the sensor can detect a specimen and $\theta$ is the divergence of the laser beam.
2.20 Illustration of the stochastic displacement of a single simulated specimen within a total cubic spatial domain of edges of 4 m . Blue lines are the linear displacement of the specimen between each position $P_{j}$ represented by red dots. This figure shows a total of 1000 iterations with a time step $d t=0.5 \mathrm{~s}$ and an average flight speed $\bar{v}=0.245 \mathrm{~m} \cdot \mathrm{~s}^{-1} .72$
2.21 Histograms of the retrieved aerial density for 1000 repetitions. Simulation for $\Delta V=15 \mathrm{~m}^{3}, \rho_{s}=1 \mathrm{~m}^{-3}, T=5 \min (A), 20 \min (B)$. Dotted lines represent the standard deviation. These two histograms are examples of the results used to plot the relative standard uncertainty in function of the time resolution (C).
2.22 Illustration of Gaussian Naïve Bayes (NB) for a two classes, one dimension, classification problem. The red and blue lines represent the probability density functions (i.e., distributions) of a given variable from two distinct classes. For the observed value x, as indicated in the figure, the probability of belonging to class A and B are calculated, respectively $p(x \mid A)$ and $p(x \mid B)$. The class with the highest probability, class A in this example, will then be the predicted by the NB classifier as the most likely class.
2.23 Illustration of k-Nearest Neighbor (KNN) for a two classes, two-dimension, classification problem. The red and green colors represent the class that each point belongs to. The purple arrow points towards the instance that is being considered for prediction. Both circles represent different values of $k$, which is the number of considered neighbor by the algorithm. The smaller circle is for $k=3$ and the bigger circle for $k=5$. In this example the distance from the neighbor to the considered instance are illustrated by straight black lines. For $k=3$ two neighbors are from the red class and one from the green class, in the case of an unweighted KNN the predicted class would be red. For $k=5$ two neighbors are red and three are green, in the case of an unweighted KNN the predicted class would be green.
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2.24 Illustration of a Decision Tree (DT) for a multiclass, multi dimension, classification problem. Each decision node represents a condition that separates events into different branches, represented by black arrow. Leaf node are terminal node that are not separated and correspond to
a prediction of the model, i.e., equivalent to a class label.
2.25 Illustration of a Linear Discriminant Analysis (LDA) for a two classes, two-dimension, classification problem. The red and blue colors represent the two classes. $m 1$ and $m 2$ correspond to the mean values of the blue and red class respectively. The bold blue and red lines illustrate the within class-covariance $\left(S_{w}\right)$. The bold green line illustrates the between class-covariance $\left(S_{b}\right)$. The projected LDA space is chosen in order to maximize $S_{b}$ while minimizing $S_{w}$. Once the best projection has been found, classes are separated by a boundary that here would be the green line perpendicular to the projected LDA space. Every event that falls left of this boundary would be predicted as blue and any event that falls to the right would be predicted as red
2.26 Illustration of a Support Vector Machine (SVM) of a two classes, twodimension, classification problem. Green and red crosses represent the two classes. The SVM finds the extreme points, called support vectors and creates the positive and negative hyperplane. The maximum margin hyperplane is the boundary between the two classes. In this example any points below the boundary would be classified as red class and any points above as green class.87
3.1 Microscope picture of two Aedes albopictus mosquitoes, after desiccation. The antennae of the male show a great number of fibrils while the female displays only a limited amount. This simple criterion has been used to visually discriminates males from females.90
3.2 Histogram of the measured wingbeat frequencies for all females and males (A), all species and both sexes (B) and their respective probability density function (C). Every bar has a width of 5 Hz and its value is the number of events measured within this frequency window.95
3.3 Normalized histogram for the depolarization ratio of the body (A) and the wingbeat frequency (B) for the gravid and non-gravid female of the Culex genus. Scatter plot for both aforementioned predictor variables and the same classes (C).109
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3.4 Wingbeat frequency distribution retrieved in laboratory conditions by the laboratory eBoss. The count is normalized so that every histogram may be clearly visible. Images, illustrating the morphology of each and every species, were added to help in visualizing the numerous species and sex groups. An arrow, of the same color as the bar plots, was added to indicate which species and sex group each picture corresponds to.
3.5 Scatter plot of the wing extinction cross section vs the body extinction cross section. Retrieved in laboratory conditions by the laboratory eBoss. Images were added to help in visualizing the different species and sex groups. The mosquito species are bundled together since the overlap is too great to clearly see each one of them separately.
3.6 (A) and (B) display the result of the fit of Equation (2.29) for the wet and dry mass respectively. Error bars represent the standard deviation. (C) and (D) displays the results of the estimated mass (respectfully wet and dry) using the results of the previous fit and Equations (3.8) and (3.9), in function of the actual mass measured with a 0.1 mg precision scale. Blue diamonds represent the estimation for each of the five insect groups and the orange dotted line is the line of perfect estimation, for which the estimated mass is equal to the actual mass
3.7 Wingbeat frequency distribution for male Aedes aegypti (blue) and male Culex quinquefasciatus (orange). The count is normalized so that the total area of both histogram is equal to one.
3.8 Distributions of the first 12 MFCCs for male Aedes aegypti (blue) and male Culex quinquefasciatus (orange).
3.9 Wingbeat frequency distribution for male Osmia lignaria (blue) and undetermined sex of Vespula maculifrons (orange). The count is normalized so that the total area of both histogram is equal to one.
3.10 Image illustrating the mosquito model. The presented frame represents the mosquito model when observed with a Yaw angle of $47^{\circ}$ and a polar angle of $0^{\circ}$.124
3.11 Theoretical periodic pattern of the wing contribution for different angles of observation, as predicted by the mosquito simulation. Every square contains two full wingbeat cycles.125
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4.1 Aerial view of the field location $\left(40^{\circ} 47^{\prime} 09.8^{\prime \prime} N 74^{\circ} 03^{\prime} 28.1^{\prime \prime} W\right)$. Both green tents, used to protect the equipment from rain, are visible. The optical path of the laser beams, of both eBoss, is indicated by the orange arrow starting from the emitters and pointed toward the receivers. The optical path of the ESOS is indicated by the red double arrow following along the southern tree line. The weather station is located on top of a metal container located directly south of the field and is indicated by a blue circle.
4.2 Optical layout of the field entomological stand-off optical sensor (ESOS). Divergence of the backscattered light has been exaggerated for ease of representation.
4.3 Experimental layout of the field Entomological Bistatic Optical Sensor System (eBoss). (A) illustrates the first design, using optical lenses for the beam expansion. (B) illustrates the second design, using mirrors for the beam expansion. Angles and divergence have been exaggerated for ease of representation.
4.4 Aerial view of the experiment location ( $40^{\circ} 47^{\prime} 09.8^{\prime \prime} N 74^{\circ} 03^{\prime} 28.1^{\prime \prime} W$ ) and its surroundings, the U.S. Northeast megalopolis (Manhattan Island top right corner). The field location and the co-located weather station are symbolized by a black marker. The positions of the New Jersey light traps are indicated by a red marker.
4.5 Relative aerial density per bin of temperature and wingbeat frequency (A) along with the wingbeat frequency distribution for two ranges of temperature, 22 to $26^{\circ} \mathrm{C}$ (B) and 8 to $12^{\circ} \mathrm{C}$ (C). On (A) the aerial density was rescaled from 0 to 1 , for each temperature bin, by normalizing with the maximal value in order to emphasize local maximums. Black lines represent the linear fit of local maximal for each of the four insects cluster, illustrating the drift of the wingbeat frequency with the temperature
4.6 Distribution of the wingbeat frequency corrected in temperature (A) with four Gaussian fits corresponding to each insect cluster, and the total reconstructed Gaussian fit (dashed black line). Average transit time in function of the wingbeat frequency (B), the different cluster range are displayed, and their mean transit time indicated. Aerial density per bin of wing to body ratio and wingbeat frequency (C), the boundaries of the four insect clusters C1 to C4 are indicted by white lines. Distribution of the wing to body ratio separated per cluster (D).
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4.7 Typical circadian rhythm for cluster $\mathrm{C} 1, \mathrm{C} 2, \mathrm{C} 3$ and C 4 (respectively A , $\mathrm{B}, \mathrm{C}$ and D$)$. The dotted line displays the UV radiation measured on the field which relates to the sun activity (day/night cycle). The average aerial density is the one hour sliding average over 14 consecutive days of measurements.
4.8 Illustration of the definition of a peak of activity. Orange star is the location of the detected peak of activity around sunset while the purple diamond illustrated the one around sunrise. The blue plus sign shows the actual sunset time while the yellow disk illustrates the actual sunrise time.
4.9 Peaks of mosquito activity (Cluster C4) near sunset (orange stars) and sunrise (purple diamonds) in relation with the actual sunset (blue plus) and sunrise (yellow disks) time.144
4.10 Evolution of the weekly rolling average of the daily aerial density for clusters C1, C2, C3 and C4, respectively (A), (B), (C) and (D) over the 80 days of the measurement campaign. (D) also displays the normalized trap count (red dashed line) of nearby traps for comparison purposes.
4.11 Wingbeat frequency distribution for the 2021 field campaign. (A), (B) and (C) display the wingbeat frequency distribution for the ESOS, eBoss1 and eBoss2 respectively. (D) shows the outline of the three distributions together. The considered time period is the entire period of operation of each system
4.12 Wingbeat frequency distribution for the 2021 field campaign. (A), (B) and (C) display the wingbeat frequency distribution for the ESOS, eBoss1 and eBoss2 respectively. (D) shows the outline of the three distributions together. The considered time period is limited to events that occurred between September $6^{t h}$ and December $7^{t h}$ which is the only period of time where all three systems were active simultaneously.
4.13 Evolution of the weekly rolling average of the daily aerial density for all three systems. Any missing days of recording are replaced by a null value and ignored by the rolling average.
4.14 Wingbeat frequency distribution for ESOS and eBoss1. The considered time period is from July $14^{\text {th }}$ to August $1^{\text {st }}$ where the difference between the estimated aerial density between the two systems is the greatest.
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4.15 Wingbeat frequency distribution for ESOS and eBoss1. The considered time period is from August $15^{\text {th }}$ to September $6^{\text {th }}$. Which is a period during which both systems are in good agreement in terms of total aerial density.
4.16 Color plots of aerial density per bin of wingbeat frequency and wing extinction cross section (A) or body extinction cross section (B). Results are obtained from the field data of the eBoss1. On (A), black ellipses illustrate the probable location of four distinct insects clusters.
4.17 Weekly rolling average of the daily aerial density for the three considered group of insects, over the entire recording period of the eBoss1. The dashed orange line shows the evolution of the weekly rolling average of the ambient temperature.
4.18 One hour rolling average of the one-minute resolution aerial density for the three insect groups. Those results illustrate a typical day during the month of August 2021.
4.19 The blue solid line in (A) represents the weekly rolling average of the flying insect biomass density per meter cube of air. The biomass density, expressed in $m g \cdot m^{-3}$ is the dry biomass of insect retrieved from eBoss1. (B) shows the evolution of the daily average temperature (red) along with the daily precipitation (blue).
4.20 Dry biomass density estimation, with a one-minute resolution, in function of the time-of-day. Presented results are over the entire measurement campaign of the eBoss. Maximal values of density were artificially capped at $1.6 \mathrm{mg} \cdot \mathrm{m}^{-3}$ in order to improve the color plot contrast. The vertical white lines indicate periods during which the system was offline. The semi-transparent lines indicate the civil sunrise and sunset time at the field location.
4.21 Dry biomass density over 24 h . Blue and red line represent the average daily variation of the dry biomass density for the month of August and October respectively. The presented results are the 60 minutes rolling average of the biomass density, averaged over the entire month.

## CHAPTER 1

## INTRODUCTION

Insects are everywhere, from the hottest deserts to the cold snows of Antarctica. Their diversity is astonishing with millions of identified species and even more yet to be discovered [1]. Insects are the most diverse group of animals [2] and represent one of the largest biomasses of terrestrial animals [3]. They play a quintessential part of terrestrial ecosystems due to their large number and variety of functions $[4,5]$. For all of these reasons, the monitoring of insect is paramount. However, the monitoring of insects' activity faces serious challenges, resulting in little quantitative data about their population dynamics. Monitoring change in insect distribution, diversity and abundance poses a formidable challenge to entomologists. Long-term estimates of population trends among insect species are difficult to implement, they require qualified personnel to collect and identify insects captured in traps, often for years. The diversity, number, and size of insects are added difficulties making such endeavors both labor and capital intensive. As a result, studies reporting observations of actual changes in population remain rare $[6,7,8,9,10,11]$. While immensely valuable, such studies are geographically limited and specific to just a few species of insects compared to the millions of discovered species. Furthermore, insects' spatial distribution and abundance can rapidly vary with global climate change $[12,13,14,15]$. As a result, estimating trends in population of specific insect groups, both on a local or global scale, greatly suffers from our inability to collect entomological data. New and innovative optical methods have known recent improvements in the field of entomology [16], aiming for a better understanding of insect population dynamics without the need to capture or disturb the natural behavior of the studied specimens. The photonic monitoring of atmospheric fauna,
such as flying insects, could potentially unlock some of the current limitations and challenges faced by entomologists.

### 1.1 Impact of Insects on Ecosystems

Insects are a vital part of most, if not all, ecosystems on Earth. They provide ecological services that may often go unnoticed but are nonetheless fundamental. In their absence, many crops would go unpollinated, causing famine. Food chain would be greatly disturbed causing catastrophic loss of biodiversity. However, some species of insect also have negative impacts on human society. Pests, such as locust, can damage crops causing famine and forced migration. Disease vectors, such as mosquitoes, can spread many infectious diseases, malaria alone being responsible for over 600,000 death in 2020 [17]. For all these reasons, monitoring insect populations is paramount.

### 1.1.1 Pollination

Pollination is, in simple terms, the process of transferring pollen from the stamen of a plant to the stigma [18]. It is the process that later enables fertilization of the plant and allows for the production of seeds. As such, this process is fundamental for human societies to produce many of its crops. While several types of abiotic pollination exist, such as wind [19] or rain pollination [20], they only represent $20 \%$ of all flowering plant pollination [21]. Which means that $80 \%$ of angiosperm pollination is biotic, requiring the action of another organism, the pollinator. Biotic pollination can be conducted by several animal groups of which insects are dominant [22].


Figure 1.1 Illustration of biotic pollination by a bee.
Image credit: Raj Stevens.

Flying insects, and in particular bees, are the most important when it comes to crop pollination [23]. The economic value of pollination is estimated around 153 billion euros worldwide, which represents around $9.5 \%$ of the value of the world agricultural production [24]. This explains why the monitoring of flying insects, and in particular pollinators, is of grave importance when it comes to ensuring reliable food source for the growing human population. In the past decades, the decline of some key pollinator species has been concerning [25, 26, 27]. The now well-known colony collapse disorder has even been the focus of public interest [28]. A decline in pollinator abundance and diversity could be the cause for a severe economic crisis, food shortages and loss of plant diversity [29]. Yet the precise causes and consequences of such decline are difficult to rigorously identify and some authors are calling for additional monitoring campaigns and study [30, 31].


Figure 1.2 Insectivorous bird preying upon a flying insect. Image credit: Rajukhan Pathan.

### 1.1.2 Food Source

Insects are an integral part of the food chain. They play a key role in the flow of nutrient from plants to larger animals that prey upon them. Therefore, insects are an important food source for several larger animals such as birds [32], bats [33], amphibians [34] and to a lesser extent humans [35]. In order to ensure the proper flow of nutrients through the ecosystems, it is necessary to protect the prey-predator relationship of insects with birds, bats and amphibians. Human activity and infrastructure, such as light pollution [36] or intensive agriculture [37] are known to negatively impact insect abundance, which can ripple through the food chain modifying the entire ecosystem dynamic. The disruption of the natural food source provided by insects, due to either their population decline, abrupt relocation, change in behavior or loss of diversity should consequently be well understood and closely monitored.


Figure 1.3 Group of Lycorma delicatula on an Ailanthus altissima tree. The dark liquid is tree sap pouring out of the wound caused by the pest feeding process.
Image credit: Lawrence Barringer.

### 1.1.3 Pests

Insect pests are responsible for important damage in both agriculture and forests. It is estimated that around $20 \%$ of crop production is destroyed by insect pests worldwide [38]. Some food crops reach up to $40 \%$ loss despite an annual spending of 30,000 million of USD\$ on insecticides [39]. Many crops require human intervention, such as insecticide [40] or physical barriers [41]. It is estimated that without protection from pests, the global potential loss of wheat and cotton, to name but a few important crops, would be respectively $50 \%$ and $80 \%$ annually [42].

Like food crops, trees are susceptible to insect pests. As an example, the spread of the spotted lanternfly (Lycorma delicatula) in the USA has put severe stress on several of its host plants. Lycorma delicatula damages trees by directly feeding upon them, leading to honey dew and sooty mold deposits [43, 44], which endangers the host tree.


Figure 1.4 Aedes albopictus female during the blood feeding process. This process can be responsible for spreading viruses, such as chikungunya or dengue, to the host. Image credit: Anuj Prajith.

### 1.1.4 Disease Vectors

Approximately $85 \%$ of disease-causing organisms are arthropods, with insects being of particular medical importance [45]. Through bite, sting or tissue infestation, insects can spread diseases and are a current health concern worldwide. Among the several species that can be disease vectors, such as midges or black flies, mosquitoes are by far the most concerning. Mosquito-borne diseases, that include malaria, dengue, yellow fever, chikungunya, Zika and West Nile still constitute a major health issue. In particular, considering that malaria is still impacting more than 200 million people per year and that Zika, chikungunya and dengue are causing international concern in view of their re-emergence [46, 47, 48, 49].

Several organizations and governmental agencies such as the World Health Organization (WHO) and the Centers for Disease Control and Prevention (CDC, USA) have called for improved surveillance with respect to mosquito-borne diseases such as malaria or dengue fever $[50,51]$. Vector control strategies can be used to mitigate the impact of mosquito borne disease on human and cattle populations. To be efficient, vector control strategies require accurate data on the fine-scale spatial
distribution of the relevant mosquito species. As stressed by Eisen et al. 2017 [30], lack of reliable data on the spatial distribution of key vectors has become a major limitation in the development of spatial epidemiologic and eco-epidemiologic models. Furthermore, the National Health Security Strategy and Implementation Plan 2015-2018 [52] has underlined that, with climate change, tropical and sub-tropical species can potentially reach new habitats and severely change the current distribution of disease vectors.

### 1.2 Insect Monitoring Techniques

Monitoring insect populations is paramount and has been evolving for many years. As such there exist multiple methods of study. The most common methods are centered around capturing, collecting and then studying wild insect specimens. While such methods allow for an extensive study of the captured specimens, they are often time consuming and thus expensive due to labor cost and microscopy or genetic laboratory analysis by trained professionals. Generally speaking, such approaches only provide results on long time scale, days to weeks, which may be insufficient for the proper understanding of short scale population dynamics, such as predatorprey interaction or light activated behavior. In order to complement those methods, and provide additional information, new remote sensing approaches were developed. Based on the indirect study of insects through the sounds that they emit or their interaction with light, those new methods can operate on a shorter time scale to capture important details of the insects' behavior. While such methods allow for the study of a considerable number of insects, even on short time scale, they suffer from the difficulty of remotely identifying the insect species that enter their sensing range. Therefore, more study and new techniques needs to be developed for such approaches to reach a more prominent status in the field of entomology.


Figure 1.5 Net sweeping process during wild specimen collection in Secaucus, NJ.

### 1.2.1 Sweep Net

Sweep netting is an insect sampling method that relies on capturing specimens with a net. This method is often used for its simplicity. The required equipment is lightweight, inexpensive and easy to use with little training. However, this method can be biased towards heavier and more active insects [53] which are more easily captured. Despite the simplicity of the process, rigorous and scientifically relevant procedures can be conducted. As an example, counting the number of captured insects after sweeping continuously over a predefined transect of a field for a specific amount of time can be used to estimate the relative insect abundance.

This process can be repeated multiple times over an entire monitoring campaign in order to study the change of insects' population. Although, due to the timeconsuming process of manually capturing insects, abundance estimation is often done through alternative methods such as traps. Yet it can be useful as a screening process
to identify which species are present at the field location in order to decide which traps are most likely to be efficient or in order to capture live specimens for laboratory study.

### 1.2.2 Trap

Traps are the most widely used method for the study of insects. Unlike sweep-netting, they provide the advantage of continuously capturing insects without the need of direct human intervention. Many different designs of traps exist but they can be put into two main categories, non-attractant and baited. The first relies on the natural behavior of insects to trap them. The second uses bait such as light, pheromones, food, or $\mathrm{CO}_{2}$ to attract nearby specimens into the trap $[54,55,56,57,58,59]$. The nonattractant traps, such as the widely used malaise trap [60, 61], tend to capture fewer specimens than the baited traps but have the advantage of mitigating any bias that a bait may introduce. Indeed, baits used to attract insects are not evenly effective across species, age, and sex groups, resulting in systematic sampling imbalance between species present near the traps [62, 63, 64, 65]. Yet, in some cases, oversampling a specific species or sex group may be desirable. For example, capturing exclusively female mosquitoes is useful when investigating the risk of mosquito-borne disease transmission.

While traps provide a high accuracy for the identification of the family, genus, species and sex of the captured insects through expert identification or DNA barcoding [66], they do present some disadvantages. First and foremost, they require long and expensive laboratory analysis where each insect must be identified by qualified personnel. Traps also provide poor estimates of actual population size because the attractive range of the traps, and therefore the trap efficiency, is generally unknown and changes with weather conditions [67, 68, 69, 70]. Without an accurate estimate of population size, it is difficult to determine action thresholds or evaluate the effect of pollinator conservation strategies. Finally, traps suffer from poor time


Figure 1.6 Non-attractant malaise trap in the Marloth Nature Reserve, Western Cape Province.
Image credit: Frank Koch.
resolution: due to the time required to identify captured insects, traps are often used sporadically, e.g., one day per week in the six-year campaign reported in Kampen et al. 2017 [71]. Even while they operate, the time at which each insect has been captured is generally unknown, although physical traps with bottle rotator systems provide some information about the time of capture [72], the temporal resolution remains low. Despite recent improvements aiming toward automating some of the analysis tasks, such as smart traps [73, 74] or automated insect DNA barcoding [75], entomologists still face a lack of large scale and long term data on insect abundance.

### 1.2.3 Sound

Traditional methods of insect study that rely on the capture of specimen causes some limitations. The number of specimens sampled through those approaches are usually limited to a small subset of the total insect population. This limit emerges not solely due to the limited number of trapped insects but mostly from constraints due to the cost and man hours required for their formal identification. Hence, new alternative methods of insect sampling have been considered, including acoustic sensors. The
analysis of insect sound can be distinguished in two main categories. The first being the sounds deliberately emitted, such as the song of the cicadas. The second being the sounds involuntarily emitted, such as the characteristic buzzing sound of mosquitoes emitted as a byproduct of their flight. The biggest limitation in using sound to study insect is the range of detection, as sound intensity, which is relatively low to begin with, decreases with the square of the distance. Identifying insect sounds, outside of laboratory conditions, from a distance is thus made difficult by environmental noise, such as wind.

Acoustic study of insects has the potential to increase the availability of entomological data by automating part of the identification process. Identifying insects from their sounds has been made possible by the development of effective sound feature extraction and machine learning algorithms [76, 77, 78, 79]. A significant advantage of sound analysis is the availability of inexpensive acoustic sensors. This allows for the deployment of an array of acoustic sensors that can cover a significant area. In the specific case of mosquitoes, a recent initiative has shown that acoustic detection and classification of mosquitoes can harness the strength of citizen scientists using only low-cost smartphones that are widely available and used globally [80].

### 1.2.4 Radar

Radar technology has been used to monitor flying objects, and then later atmospheric conditions, for almost a hundred years. Briefly, radar technology consists of a transmitter that emits a radio wave and a receiver. As a target crosses the path of the emitted wave, some of it is scattered toward the receiver. Analysis of the scattered wave provides information about the target such as its position, heading, shape and cross section. Entomological radars [81, 82] have achieved significant results in the study of insects, in particular for high altitude migrations [83, 84, 85]. They benefit from observing large area and being able to operate over long periods of time


Figure 1.7 Shown beside Professor Jason Chapman is the entomological verticallooking radar (VLR) device on the roof of the Plant and Invertebrate Ecology Division building at Rothamsted.
Image credit: Ian Woiwod.
with limited supervision, making them capable of observing extremely large number of insects, close to two million in the study by Hu et al. 2016 [86]. In addition, entomological radars have the ability to extract information about the observed insects. They can retrieve the insect trajectory, radar cross section, shape and in some cases even the wingbeat frequency [ $87,88,89]$.

However, large radar reflections from vegetation and ground features (clutter) prevent the radar methodology from operating at close proximity to the ground. Despite this limitation due to clutter, some studies of insect flight behavior at medium altitude have been achieved, as low as 15 m [90]. Alternative methods allow entomological radar to operate closer to the ground, in particular the harmonic scanning radar [91], but it requires the use of a transponder attached to the studied specimen and as such, is of particular use for the study of flight behavior but limited
for the study of insect abundance in their natural habitat. Moreover, the relatively large wavelength of radars make them ill-suited for the study of smaller insects such as mosquitoes, which are of significant importance for human health.

### 1.2.5 Lidar

Lidar methodology [92, 93], using laser beams instead of radio waves, has shown encouraging results. This remote sensing methodology is widely used for studying atmospheric processes, such as aerosol concentrations and formation $[94,95,96,97$, 98, 99, 100], measurements of spatio-temporal distributions of trace gases such as, $\mathrm{CO}_{2}$ [101], $\mathrm{CH}_{4}[102,103], \mathrm{O}_{3}[104], \mathrm{H}_{2} \mathrm{O}$ [105, 106], and also of volatile organic compounds [107].


Figure 1.8 Picture of an entomological Scheimpflug lidar system. Image credit: Samuel Jansson.

In the past few decades, a new and innovative usage of lidar technology has been emerging: the entomological lidar, directed toward the study of insects that cross its laser beam. This new approach aims at complementing traditional trapping methods
and to study insects that the radar technology still has difficulty studying. Indeed, the wavelength of lidar is by far small enough for the study of targets such as insects, even the smaller ones. Furthermore, lidars can operate near the ground without any issues from ground clutter. Infrared lidars in particular have gained significant traction in the field of entomology [108, 109, 110, 111, 112, 113]. With wavelengths usually between 800 and 1500 nm and up to hundreds of meters of range, they are particularly well equipped to study small, near-ground dwelling insects.

From studying the interaction between light and insects, entomological lidars can extract some of the specimen characteristics. It can evaluate the specimen wingbeat frequency [114], optical cross section [111] or velocity [113]. By evaluating the number of interactions between the instrument and insects, entomological lidars can also extract information about trends in insect populations. Using the time stamp of every interaction, they can also evaluate the period of insect activity, providing information on insect's circadian rhythms, with a much shorter time resolution than traps.

### 1.3 Interaction between Light and Biological Matter

Interaction between light and biological matter is at the heart of this manuscript. Unlike more traditionally studied light-matter interactions, the matter studied in this manuscript concerns targets that are a living, moving animal with all the complexity that this entails. It is therefore paramount to first understand light and several of its interactions with matter.

### 1.3.1 Description of Light

Light has been widely studied throughout history, since Democritus in the 5th century BCE to today. It is a complex phenomenon that can be interpreted and described in different ways.

One interpretation is to consider light as a collection of elementary particles: photons. Photons are a discrete quantum of the electromagnetic field. They have no charge nor mass. They are stable particles that travels at the speed of light in a vacuum, $c=299792458 \mathrm{~m} \cdot \mathrm{~s}^{-1}$. In this interpretation, photons have an energy $E$ which is function of the Planck constant $h$, the speed of light in a vacuum $c$ and their wavelength $\lambda$, as described by Equation (1.1). The photon interpretation of light is particularly helpful when considering phenomenon such as absorption or Compton scattering.

$$
\begin{equation*}
E=\frac{h \cdot c}{\lambda} \tag{1.1}
\end{equation*}
$$

Another interpretation is to consider light as an electromagnetic wave. As developed by Huygens in the "Treatise on Light", considering light as a wave allows for a better understanding of the phenomenon of reflection and refraction, as latter put into mathematical equations by Fresnel. It also allows for the description of the phenomenon of interference as illustrated by the famous "double-slit experiment" designed by Young. A light wave can be described as a function $U(r, t)$ that is solution of the wave equation, see Equation (1.2), that can be derived from Maxwells' equations. Electromagnetic waves consist of the propagation of an oscillating electric and magnetic field, as illustrated by Figure 1.9.

$$
\begin{equation*}
\frac{1}{c^{2}} \cdot \frac{\partial^{2} U}{\partial t^{2}}-\nabla^{2} U=0 \tag{1.2}
\end{equation*}
$$

A simple, yet useful, solution of the wave equation is the monochromatic plane wave, as described by Equation (1.3). Plane waves can be used to derive properties of general waves as they often have an identical behavior while being mathematically simpler.

$$
\begin{equation*}
U(r, t)=U_{0} \cdot e^{-i(\vec{k} \cdot \bar{r}-\omega \cdot t)} \tag{1.3}
\end{equation*}
$$

Where $U_{0}$ is the wave magnitude, $\vec{k}$ the wave vector, $\bar{r}$ the direction of propagation, $\omega$ the angular frequency and $t$ the time.


Figure 1.9 Illustration of the propagation of a linearly polarized transverse electromagnetic wave.

For both interpretations, the light, considered monochromatic throughout this manuscript as the presented work utilizes quasi-monochromatic laser sources, is characterized by a frequency, or a wavelength. Depending on the wavelength, the light interactions with an object change, which is of particular importance for this work. Table 1.1 briefly illustrates the different regions of the electromagnetic spectrum.

Table 1.1 Electromagnetic Spectrum

| Type | Wavelength $(\mathrm{m})$ |
| :--- | :--- |
| Gamma rays | $10^{-12}$ |
|  | $10^{-11}$ |
| X rays | $10^{-10}$ |
| Ultra violet | $10^{-9}$ |
| Visible | $10^{-8}$ |
| Infrared | $10^{-6}$ |
|  | $10^{-5}$ |
| Radio wave | $10^{-4}$ |
| Microwave | $10^{-3}$ |
| R | $10^{-2}$ |
|  | $10^{-1}$ |

### 1.3.2 Polarization

One of the fundamental properties of transverse light waves is the polarization. In transverse waves, which are waves for which the coupled electric and magnetic fields are perpendicular to the direction of propagation, the direction of the polarization is defined as the orientation of the electric field oscillation. The polarization state of a light wave can be described by a set of four parameters $(S 0, S 1, S 2, S 3)$ which, when combined, form the Stokes vector $\vec{S}$. As defined by Equation (1.4) and the Poincare sphere Figure 1.10.

$$
\vec{S}=\left(\begin{array}{c}
S_{0}  \tag{1.4}\\
S_{1} \\
S_{2} \\
S_{3}
\end{array}\right)=\left(\begin{array}{c}
I \\
I \cdot P \cdot \cos (2 \Psi) \cdot \cos (2 x) \\
I \cdot P \cdot \sin (2 \Psi) \cdot \cos (2 x) \\
I \cdot P \cdot \sin (2 x)
\end{array}\right)
$$

Where, $I$ is the intensity of the wave, $P$ the degree of polarization, $x$ the ellipticity angle and $\Psi$ the azimuthal angle, as detailed in Figure 1.10.

Light can be elliptically, circularly or linearly polarized. In this manuscript a special interest will be given to linearly polarized light as it has been used to study some of the properties of insects. In linearly polarized light, the oscillation of the electric field is bound to one dimension only. Light-matter interactions can change depending on the light polarization. Linear polarizers will transmit light with a polarization direction along their main axis and absorb all other directions. Polarization beam splitters will reflect s-polarized light, which is the light that has a polarization perpendicular to the plane of incidence, while transmitting p-polarized light, which is the light that has a polarization parallel to the plane of incidence.

Through interaction with a target, the polarization state of the light wave may be modified. Most commonly, some of the light will change its polarization, through multiple scattering, to become unpolarized, which is a state where the direction of


Figure 1.10 Poincare sphere that represents the instantaneous polarization state of an electromagnetic wave.
the electric field oscillation has no preferred direction. When considering the change in linear polarization for light-matter interactions, two directions of importance are to be considered. The initial direction of polarization, before the interaction, which is called the parallel polarization and the direction perpendicular to it, called the cross or perpendicular polarization.

An important target's property, for insects in particular, is the depolarization ratio, $\delta$. This ratio describes how the interaction with a given target modifies the polarization of the incident light. As described by Equation (1.5), $\delta$ is defined as the ratio between the intensity of the light with a perpendicular polarization, $I_{\perp}$, by the intensity of the light with a parallel polarization, $I_{/ /}$.

$$
\begin{equation*}
\delta=\frac{I_{\perp}}{I_{/ /}} \tag{1.5}
\end{equation*}
$$

### 1.3.3 Refraction

When crossing the interface between two mediums of different refractive indices, light undergoes the phenomenon of refraction. Its initial direction of propagation is modified at the interface between the two mediums, see Figure 1.11. According to Snell-Descartes law, Equation (1.7), the angle of refraction $\theta_{t}$ is function of the angle of incidence $\theta_{i}$ and the refractive indices of both medium $n_{1}$ and $n_{2}$. The refractive index of a medium $n$ is given by the ratio of the speed of light in the vacuum $c$ by the speed of light in the medium $v$, as displayed on Equation (1.6).

$$
\begin{equation*}
n=\frac{c}{v} \tag{1.6}
\end{equation*}
$$

$$
\begin{equation*}
n_{1} \cdot \sin \left(\theta_{i}\right)=n_{2} \cdot \sin \left(\theta_{t}\right) \tag{1.7}
\end{equation*}
$$



Figure 1.11 Refraction and reflection of light. An incident ray of light travels through a first medium of refractive index $n_{1}$ and reaches an interface with a second medium of refractive index $n_{2}$, with an angle of incidence $\theta_{i}$. At the interface, part of the light is reflected with an angle of reflection $\theta_{r}=\theta_{i}$ and some is transmitted with an angle of transmission of $\theta_{t}$. The amount that is reflected and transmitted is governed by Fresnel equations and depends on the polarization of the incident light.

This phenomenon is at the foundation of the construction of optical lenses. Lenses have been used in this contribution to collect and focus the light onto a detector and to expand and collimate a laser beam.

At the interface between two mediums, and in the absence of absorption, light either undergoes specular reflection or is transmitted. As described by the Fresnel equations, see Equations (1.8) and (1.9), the amount of reflected and transmitted light depends on the refraction index of the two mediums, the angle of incidence but also the polarization of the light. In those equations the index $p$ corresponds to the p-polarized light and the index $s$ corresponds to the s-polarized light. Coefficient $R$ and $T$ are respectively the reflection and transmission coefficient that describes the amount of reflected and transmitted light.

$$
\begin{align*}
R_{p} & =\left|\frac{n_{1} \cdot \cos \left(\theta_{t}\right)-n_{2} \cdot \cos \left(\theta_{i}\right)}{n_{1} \cdot \cos \left(\theta_{t}\right)+n_{2} \cdot \cos \left(\theta_{i}\right)}\right|^{2}, T_{p}=1-R_{p}  \tag{1.8}\\
R_{s} & =\left|\frac{n_{1} \cdot \cos \left(\theta_{i}\right)-n_{2} \cdot \cos \left(\theta_{t}\right)}{n_{1} \cdot \cos \left(\theta_{i}\right)+n_{2} \cdot \cos \left(\theta_{t}\right)}\right|^{2}, T_{s}=1-R_{s} \tag{1.9}
\end{align*}
$$

### 1.3.4 Scattering

As light encounters an object such as a particle, an aerosol or a rain drop, some of the light may undergo a phenomenon of scattering in which its direction of propagation is modified. Unlike specular reflection, where the reflected light propagates in a single new direction, the scattered light may be propagating in any new directions. Hence, the scattering phenomenon is often defined by a phase function that described the amount of light reflected in each direction, as illustrated in Figure 1.12. The theoretical form of this phase function varies in function of the light wavelength and the object properties.

Three main domains can be considered. If the wavelength is significantly smaller than the size of the object then Rayleigh scattering best describes the phase function. If the wavelength and object are of the same order of magnitude Mie scattering is used. Finally, if the wavelength is significantly larger than the object, we enter the domain of geometrical optics.


Figure 1.12 Polar representation of a phase function. The red line indicates the amount of light scattered in function of the direction, $0^{\circ}$ being the forward direction, i.e., initial direction of the incident light. The phase function presented here is the result of the simulation of the scattering from a 400 nm radius sphere of melanin, for a wavelength of 940 nm . Results were obtained from the Mie Simulator: Virtual Photonics Technology Initiative of the Beckman Laser Institute, University of California Irvine, CA.

### 1.3.5 Absorption

Absorption is a phenomenon in which, as light propagates through a medium, some of the light energy is absorbed by matter and converted to another form. Using the wave interpretation of light, the optical absorption can be described by Equation (1.10). In an absorptive medium the wave number is complex, $\tilde{k}=k+i \cdot \alpha$. In this case, the monochromatic plane wave equation, Equation (1.3), can be rewritten to explicitly include the absorption coefficient which can also be defined from the complex refractive index of the medium through the Kramers-Kronig relations.

$$
\begin{equation*}
U(z, t)=U_{0} \cdot e^{-\alpha \cdot z} \cdot e^{-i(k \cdot z-\omega \cdot t)} \tag{1.10}
\end{equation*}
$$

Where $\alpha$ is the absorption coefficient, expressed in $m^{-1}, z$ the distance travelled through the medium, expressed in $m$, and all other terms have been previously defined.

The photon interpretation of light is particularly useful to describe absorption. When the energy of the photon is equal to the energy of the transition between two electron states there is a non-zero probability of it being absorbed. As such the phenomenon of absorption heavily depends on the wavelength. This is of particular interest for this work as depending on the chosen wavelength the absorption due to the light interaction with an insect will change. In some cases, such as the backscattered configuration, see subsection 2.1.1, it may be beneficial to choose a wavelength that is not absorbed by the insect body, therefore increasing the amount of light being backscattered, increasing the signal to noise ratio (SNR). On the other hand, in the extinction configuration, subsection 2.1.2, it may be better to select a wavelength that is absorbed by the insect's wings in order to maximize their signal attenuation, also improving the SNR.

### 1.3.6 Backscattering and Extinction

Backscattering and extinction are special cases of general scattering and absorption. These two phenomena require special consideration as they are at the basis of the two types of entomological photonic sensor (EPS) used to study atmospheric fauna, see section 2.1.

As opposed to forward scattering, backscattering is the scattering of a light wave in the opposite direction of its initial (forward) direction of propagation. In Figure 1.12, the backscattering is indicated by the $180^{\circ}$ direction. For an EPS in backscatter configuration, detailed in subsection 2.1.1 of this manuscript, the backscattered light is collected and studied to extract characteristics of the target. One of them being the backscatter cross section $\sigma_{b c k}$, expressed in $m m^{2}$. The backscatter cross section is defined as the product of the target apparent geometrical cross section $\sigma_{G}$ with the reflectance of the target $R$, see Equation (1.11). $\sigma_{G}$ is defined as the surface equal to the intersection between the target and the laser beam which, in the case where the target is entirely within the laser beam, is equal to the projected area of the target in the photodetector plane of observation. The backscatter cross section can be understood as the cross-sectional area that a white Lambertian target would need to have in order to backscatter the same intensity as the considered target.

$$
\begin{equation*}
\sigma_{b c k}=R \cdot \sigma_{G} \tag{1.11}
\end{equation*}
$$

As light propagates through a medium or interacts with an object, some of it is absorbed and some is scattered away from the forward direction. The combination of these two effects is called optical extinction or attenuation. A simple description of this phenomenon is shown in Equation (1.12), which is the Beer-Lambert equation.

$$
\begin{equation*}
I=I_{0} \cdot e^{-\mu_{a} \cdot l} \tag{1.12}
\end{equation*}
$$

Where $I$ is the intensity of the light (proportional to the squared amplitude of the electric field) that decreases as the wave propagates through the medium. $I_{0}$ is the initial intensity of the light, as it enters the medium, $\mu_{a}$ the attenuation coefficient of the medium and $l$ the distance travelled through the medium.

The attenuation coefficient includes the effect due to both absorption and scattering. Consequently, it can be defined as the sum of the absorption coefficient $\alpha$ and the scattering coefficient $\mu_{s}$, as sown in Equation (1.13).

$$
\begin{equation*}
\mu_{a}=\alpha+\mu_{s} \tag{1.13}
\end{equation*}
$$

When considering the extinction due to a solid target, an insect in this contribution, the amount of reduction of the light intensity is function of the target geometrical cross section as well as the optical attenuation coefficient of the target. In extinction configuration, one of the key characteristics of the target is its extinction cross section $\sigma_{\text {ext }}$, expressed in $m m^{2}$. The extinction cross section is function of the target apparent geometrical cross section $\sigma_{G}$ and the quasi-ballistic transmittance of the target $T_{q b}$, see Equation (1.14). Quasi-ballistic photons are the photons that are transmitted through the target and reach the active area of the photodetector. Those photons are the ones that are not absorbed, and that undergo a sufficiently small amount of scattering or diffraction so that their direction of propagation remains within the solid angle of detection of the photodetector.

$$
\begin{equation*}
\sigma_{e x t}=\left(1-T_{q b}\right) \cdot \sigma_{G} \tag{1.14}
\end{equation*}
$$

For an EPS in the extinction configuration, detailed later in subsection 2.1.2 of this manuscript, the extinction cross section can be understood as the cross-sectional
area that an opaque (near 100\% extinction) target would need to have, in order to induce an attenuation of the intensity equivalent to the one induced by the target.

## CHAPTER 2

## METHODS

### 2.1 Entomological Photonic Sensor (EPS)

As discussed earlier, there is a need for improved methods to collect entomological data. Optical sensors and lidars [92, 93, 94] using near-infrared light have the potential to observe a much larger portion of insect population in real-time with high accuracy and precision. Recent studies have made use of optical sensors for entomological research $[108,115,116,117,118,119]$. The following subsections present the different optical systems used in laboratory conditions during the course of this project. It includes two main configurations, the backscatter and extinction configuration.

### 2.1.1 Entomological Stand-off Optical Sensor (ESOS)

The first type of system used to remotely study insects is the Entomological Stand-off Optical Sensor, referred to as ESOS throughout the manuscript. This system is based on the study of the light backscattered by the target. This system is similar to the well-known lidar system but without range resolution. The layout of the laboratory ESOS is presented in Figure 2.1.

The laboratory ESOS simultaneously records three different channels, from two continuous wave (CW) laser diodes in the short-wave infrared (SWIR) and near-infrared (NIR). The backscattering efficiency in the SWIR spectral range is rather unaffected by water and melanin, which is the most common chromophore in insect wings and body, while NIR backscattering efficiency will vary with the degree of melanization [118]. Thus, the two wavelengths were chosen in the NIR and SWIR spectral ranges in order to maximize the contrast between their respective backscattering intensities. Additionally, the 1320 nm and 940 nm wavelengths of the lasers have been chosen in order to ensure a measurable backscattered intensity


Figure 2.1 Optical layout of the laboratory ESOS system.
from the target while remaining outside of the visual perception of mosquitoes, which are the insect family of focus in this manuscript. Indeed, different wavelengths are known to influence $C x$. quinquefasciatus mosquitoes [120]. The electro-retinogram of the female $A e$. aegypti mosquito showed no response for wavelength above 700 $n m$ [121]. The wavelength dependency for the absorbance of An. gambiae and $A n$. arabiensis was measured in Mayagaya et al. 2009 [122]. This study allows for an educated guess on the range of wavelengths at which a non-negligible backscattering of the laser beam by the mosquitoes can be expected.

The first channel records the intensity of the light wave backscattered by insects from a 940 nm CW laser diode (L4-9891510-100M, Lumentum, Milpitas, CA, USA), denoted $I_{940}$. The second and third channels collect the backscattered light from a 1320 nm CW laser diode (4PN-116, SemiNex, Peabody, MA, USA). The 1320 nm wavelength is resolved in polarization. A quarter-wave plate is used to convert the elliptical polarization of the laser diode ( $3.6^{\circ}$ of ellipticity) into a linear polarization. The direction of the linear polarization is then rotated by
a half-wave plate to coincide with the axis of the polarization beam splitter of the detection system. Finally, a linear polarizer is used to further enhance the linearity of the polarization. A polarizing beam-splitter cube separates parallel (//) and cross-polarized $(\perp)$ backscattered signals, with respect to the laser polarization plane, resulting in channels $I_{1320, / / /}$ and $I_{1320, \perp}$, which are respectively the second and third channels. As such, the system is rather similar to dual-wavelength polarization sensitive lidars commonly used to monitor and study atmospheric aerosols [98, 99]. Both laser diodes are operating with a maximal optical power of 10 W . For both laser diodes, laser beams are superimposed, using a dichroic mirror, to follow the same optical path and expanded to reach 2.54 cm full-width half-maximum diameter to increase the likeliness of an insect transiting through the laser beams while decreasing the beam divergence, which is kept below 1 mrad. The backscattered intensity on all three channels is measured by Indium Gallium Arsenide amplified photodetectors (InGaAs PDA20CS, Thorlabs, Newton, NJ, USA) with a 67 kHz bandwidth at 50 dB gain and recorded with a 16 bit $250 \mathrm{MS} / \mathrm{s}, 125 \mathrm{MHz}$ bandwidth digitizer (M4i4420-x8, Spectrum, Stamford, CT, USA), data were pre-averaged and acquired at a sampling rate of $30,517 \mathrm{~Hz}$ by the acquisition software.

As the insect flies freely through the laser beam the intensity $I$ of the backscattered light is recorded by the detector, as shown in Equation (2.1). This equation can be applied independently to any of the three channels of the laboratory ESOS.

$$
\begin{equation*}
I=\frac{K}{d^{2}} \cdot I_{0} \cdot \sigma_{b c k}+I_{B} \tag{2.1}
\end{equation*}
$$

Where $\sigma_{b c k}$ is the backscatter cross section of the target expressed in $m m^{2}$, describing the interaction between light and the insect. $d$ is the distance between the insect and the collection optics. $K$ is a constant taking into account the size of the
off-axis parabolic mirror, quantum efficiency of the detector, and optical transmission or reflection coefficients of the transmitting and collecting optics. $I_{0}$ is the initial intensity of the laser beam while $I_{B}$ is the unwanted light intensity measured by the detector from either scattering on the borosilicate glass, from gas molecules, particles in the probed volume of air, or from the beam stopper terminating the optical path. The optical transmission of the air is considered to be negligible over such distance. The contribution of $I_{B}$ to the recorded signal $I$ can be treated as constant, especially over a short period of time, the average transit time of a specimen through the laser beam being in the order a 100 ms . Therefore, this contribution can be removed by subtracting the average value of the background from the raw data.

Figure 2.2 shows an example of the backscattered signals from an insect transiting through the laser beams of the three channels ESOS. In the absence of a target in the laser beam, the recorded signal is a constant voltage equal to $I_{B}$. This baseline value can slowly vary from drift in the laser output power or change in optical backscattering from the air. Howbeit, such slow variations are essentially constant when considered over the short time scale of an insect flying through the laser beam. When an insect enters the laser beam, the recorded intensity increases as the target backscatters some light.

The signal displays an overall Gaussian envelope due in part from the insect progressively entering then exiting the beam and from the spatial profile of the laser beam, which is itself Gaussian. Moreover, sharp intensity peaks in the backscattered signals are visible due to the rapid movement of insects' wings causing the backscatter cross section of the insect to change. The backscatter cross section of the insect's wings periodically alternates between a maximum when the wing plane is normal to the laser optical axis, and a minimum when the wing plane is parallel to the laser optical axis.


Figure 2.2 Example of an insect signal as it transits through the laser beams of the three channels ESOS system. The presented signals, in volts, are equal to the backscattered intensity $I$ after subtraction of the baseline contribution $I_{B}$. (A), (B) and (C) respectively shows the signal recorded by the second, third and first channels. (D) shows all three signals simultaneously.

### 2.1.2 Entomological Bistatic Optical Sensor System (eBoss)

The second type of system used in this contribution is the Entomological Bistatic Optical Sensor System, referred to as eBoss throughout the manuscript. This system is based on the study of the light absorbed and scattered away from the detector by the target.

The eBoss relies on a low intensity continuous laser diode source (CPS980, Thorlabs, Newton, NJ, USA) with a peak optical power of 5 mW , operating at 980 $n m$. As shown in Figure 2.3, the laser beam emitted by the laser diode is expanded using a combination of converging lenses, leading to a beam diameter of 4.5 cm full width half maximum. The laser beam is transmitted through a Plexiglas tube ( 35 cm long, 12.5 cm diameter) located 50 cm away from the output lens. The laser beam enters the tube through a borosilicate glass tilted $5^{\circ}$ downward at one end of the tube, and exits at other end of the tube through another borosilicate glass. In the laboratory, studied specimens are introduced in the tube through small apertures in
the tube, covered in mesh to prevent escapes. At the end of the optical path, the light is collected by a converging lens, goes through a bandpass filter and is then focused onto the active area of an amplified, switchable-gain, silicon detector (PDA36A2; Thorlabs, Newton, NJ, USA). The optical signal is recorded at a sampling frequency of $30,517 \mathrm{~Hz}$ by a 16 -bit digitizer (M4i4420-x8; Spectrum, Stamford, CT, USA).


Figure 2.3 Optical layout of the laboratory eBoss.

As the insect flies freely through the laser beam the intensity $I$ of the transmitted light is recorded by the detector, as shown in Equation (2.2).

$$
\begin{equation*}
I=I_{0} \cdot K \cdot\left(1-\frac{\sigma_{e x t}}{\pi \cdot r^{2}}\right)+I_{B} \tag{2.2}
\end{equation*}
$$

Where $\sigma_{\text {ext }}$ is the extinction cross section of the insect, expressed $m m^{2}$. Extinction cross sections describe how the incident light is absorbed and scattered by a given target. $K$ is a constant taking into account the size of the collecting lens, quantum efficiency of the detector, and optical transmission or reflection coefficients of the transmitting and collecting optics. $r$ is the radius of the laser beam. $I_{0}$ is the initial intensity of the laser beam and $I_{B}$ the intensity of the light from unwanted sources. The contribution of $I_{B}$ to the recorded signal $I$ can be treated as constant since there is little to no change in background infrared radiation over a measurement period. Consequently, this contribution can be removed to extract only the information related to the insect target.

Figure 2.4 shows an example of an extinction signal from an insect transiting through the laser beam of an eBoss. In the absence of any target in the laser beam, the recorded signal is a constant voltage corresponding to the constant flux of photons
received by the detector. This baseline value can change by a few $\%$ over the course of a few hours due to variation in unwanted light exposure, change in optical extinction of the probed air or small drift in laser power. Whenever an insect flies through the laser beam, the signal decreases as the target attenuates the optical intensity through scattering and absorption. Unlike the slow baseline variation mentioned above, these variations are happening on much shorter time scale, in the order of 20 ms to 1 s and can therefore be discriminated. For similar reasons as the ESOS signal described previously, the signal from an eBoss displays a Gaussian shape and sharp peaks.


Figure 2.4 Example of an insect signal as it transits through the laser beam of the eBoss. The presented signal in $V$ is equal to the transmitted intensity $I$.

### 2.1.3 Selection of the Laser Beam Radius

One of the most important parameters in designing an EPS is the cross section of its laser beam. This parameter will define the range of observable insects as well as the
size of the optics. As such, it is important to determine some objective criteria in order to select the most appropriate laser cross section.

So far, the detection efficiency has been implicitly considered as perfect, meaning that any insects crossing the laser beam would be detected and their characteristics estimated without any bias. In practice, the detection of insects is function of the insect size and laser beam cross section, respectively described by their radius $r_{I}$ and $r_{L}$ (in the simplifying assumption that both can be described by a disk in a two-dimensional representation). If the insect is too small compared to the laser cross section $\left(r_{I} \ll r_{L}\right)$, its extinction cross section (or backscatter cross section) may be too low to be detectable by the eBoss (or ESOS, respectively), as the signal to noise ratio (SNR) goes below 1. Hence, specimens of this size would not be detected. A smaller laser cross section may allow for its detection as the energy density of the laser will be greater. On the other hand, if the insect size is comparable or larger than the laser beam cross section $\left(r_{I} \geq r_{L}\right)$, it may be undetected or improperly characterized. In this case, the measured extinction or backscatter cross section of the insect may be underestimated as only a portion of the insect is fully within the laser beam. The signal could even be discarded entirely as a non-insect event due to the absence of amplitude modulation if the wings are not in the laser beam. As illustrated by Figure 2.5, the measured cross section of the insect $\sigma_{m}$ may be different that its true cross section $\sigma_{I}$. This will happen if, while crossing the laser beam, the insect does not fully enters it, as shown in Figure 2.5, where only a portion of the insect is within the laser beam. In this case, the measured cross section is an underestimation of the true cross section of the specimen. Evidently, the laser cross section must be chosen so that it maximizes SNR while also allowing for the detection of large insects.

In total there are three cases to consider. First is the trivial case where the insect is completely outside of the laser beam. In this case, the insect is simply not
detectable by the system and its measured cross section is null, $\sigma_{m}=0$. The second case is when the insect is completely within the laser beam. In this case, the measured cross section will be equal to the true cross section of the insect, $\sigma_{m}=\sigma_{I}$. The third case, which is the most subtle, is when the insect is only partially within the laser beam. In this case, the measured cross section will be smaller than the true cross section of the insect, $\sigma_{m}<\sigma_{I}$.


Figure 2.5 Illustration of the concept of measured cross section. In light blue is the surface occupied by the theoretical laser beam. In orange is the surface representing the theoretical insect and in red is the intersection of the two. For the entomological photonic system point of view the true cross section of the insect (orange) is inaccessible and only the measured cross section (red) can be evaluated.

The minimal detectable cross section, $\sigma_{\text {min }}$, is the cross section for which the SNR is equal to 1 . Thus, $\sigma_{\min }$ is function of the noise of measured signal, $N_{S}$ and the cross section of the laser beam, $\pi \cdot\left(r_{L}\right)^{2}$.

The measured cross section, $\sigma_{m}$, can be defined in general terms that applies to both ESOS and eBoss system, as shown in Equation (2.3).

$$
\begin{equation*}
\sigma_{m}=\frac{\Delta I}{I_{\max }} \cdot \sigma_{\max } \tag{2.3}
\end{equation*}
$$

Where $\sigma_{\max }$ is the maximal measurable cross section, which is equal to the cross section of the laser beam, $\sigma_{\max }=\pi \cdot\left(r_{L}\right)^{2}$, since an EPS system cannot measure a cross section that is larger than that of the laser beam. $\Delta I$ is the absolute variation of intensity due to the target of cross section $\sigma_{m} . I_{\max }$ is the maximal value of intensity that can be measured. In the case of the eBoss $\Delta I=I_{\max }$ if the target absorbs and scatters away all of the energy of the laser beam. In the case of the ESOS $\Delta I=I_{\max }$ if the target backscatters the entire laser beam back into the detector. Those are both extreme cases that, in practice, are very unlikely when observing insects.

The noise level, $N_{S}$, of the recorded signal can be evaluated by the standard deviation of the signal over a period with no target within the laser beam. Therefore, the minimum detectable cross section $\sigma_{\min }(\mathrm{SNR}=1)$ can be defined by Equation (2.4), which is function of the noise of the system and radius of the laser beam.

$$
\begin{equation*}
\sigma_{\min }=\frac{N_{S}}{I_{\max }} \cdot \pi \cdot\left(r_{L}\right)^{2} \tag{2.4}
\end{equation*}
$$

From Equation (2.4), it is apparent that reducing the noise will lower the minimum detectable cross section. Using a detector with as little noise as possible, a laser with stable power output and reducing the source of parasitic noise should thus be encouraged. Once every and all improvements have been done on these parameters the only remaining degree of freedom is to reduce the size of the laser beam, effectively increasing the energy density, which reduces $\sigma_{\text {min }}$. Yet, reducing the size of the laser beam also has some detrimental effects. As discussed earlier,
if the size of the insects greatly exceeds the size of the laser beam, then any signal from the specimen is likely to be discarded as a non-insect event by the harmonicity algorithm, defined in subsection 2.2.2. Moreover, any insects larger than the laser beam, even if their signal is properly detected by the harmonicity algorithm, will inevitably see their cross section being underestimated since part of their body or wings will be outside of the laser beam.

Even for insects smaller than the laser beam, the probability of underestimation of their cross section is non zero, as an insect may fly on the edges of the laser beam. The likeliness of being partially within the laser beam is function of the ratio between the true cross section and the laser beam cross section, as shown in Figure 2.6. Consequently, there is a trade-off between a laser beam small enough to detect small insects and a laser beam large enough to reduce the likeliness of underestimation.

In order to formally evaluate the appropriate laser beam radius, a numerical simulation has been designed. In this simulation a laser beam of radius $r_{L}$ and an insect of radius $r_{I}$ were simulated, as in Figure 2.5. The position of the insect is randomly and uniformly chosen, with the condition that the center of the insect is within a distance of $r_{L}+r_{I}$ from the center of the laser beam. Meaning that if the center of the insect is exactly at this distance, the insect would be completely outside of the laser beam. In any other cases the insect will be either partially within the beam, i.e., underestimated, or completely within the laser, i.e., not underestimated. This process is repeated 1,000 times for several insect and laser beam sizes. For each repetition, the main simulation output is the value of the measured cross section, defined as the intersection between the laser beam and the insect. The final output of 1,000 values is then averaged to obtain the ratio between the average measured cross section and the true cross section $\frac{\sigma_{m}}{\sigma_{I}}$. If the insect is never underestimated, then this ratio will be equal to 1 . On the contrary, the more the measured cross section is
underestimated (i.e., the more the insect is likely to be only partially within the laser beam) the lower the ratio.

A fit of the simulation results was conducted and the best fit is presented in Figure 2.6. Interestingly, the evolution of $\frac{\sigma_{m}}{\sigma_{I}}$ in function of $\frac{\sigma_{I}}{\pi \cdot\left(r_{L}\right)^{2}}$ follows an evolution efficiently described by an equation of the Hill-Langmuir form, as defined by Equation (2.5).

$$
\begin{equation*}
\frac{\sigma_{m}}{\sigma_{I}}=\left[1+\left(\frac{\sigma_{I}}{l \cdot \pi \cdot\left(r_{L}\right)^{2}}\right)^{n}\right]^{-1} \tag{2.5}
\end{equation*}
$$

Where $l$ and $n$ are parameters determined from a nonlinear least square analysis. The best fit is obtained for $l=0.46$ and $n=0.74$ with an $R^{2}=0.99$, and is displayed in Figure 2.6.


Figure 2.6 Results of the simulation (blue dots) and the best fit using Hill-Langmuir equation (orange line). This represents the value of the average (over 1,000 iteration) measured cross section divided by the true cross section of the insect $\frac{\sigma_{m}}{\sigma_{I}}$ in function of the ratio of the true cross section by the cross section of the laser beam $\frac{\sigma_{I}}{\pi \cdot\left(r_{L}\right)^{2}}$.

This shows that, the greater the insect size, the greater the underestimation of its cross section. Although, before this simulation result can be used to select the proper laser beam radius another consideration must be formalized. While the results of the fit of the Hill-Langmuir equation efficiently describes the limitation due to the underestimation of the cross section, it does not properly describe the limitation due to low SNR and the fundamental limit imposed by $\sigma_{\text {min }}$, see Equation (2.4). As such, another function, $H_{\sigma_{m i n}}$, is needed to describe the lower bound limit due to $\sigma_{m i n}$. $H_{\sigma_{m i n}}$ can be simply described by an Heaviside step function translated by a value of $\sigma_{\min }$ as defined by Equation (2.6). Which means that the measured cross section is 0 if the insect is below the minimum detectable cross section, which is a realistic description.

$$
H_{\sigma_{m i n}}\left(\sigma_{i}\right)= \begin{cases}1, & \text { if } \sigma_{I}>\sigma_{\min }  \tag{2.6}\\ 0, & \text { if } \sigma_{I} \leq \sigma_{\min }\end{cases}
$$

Combining the two functions together will provide an effective way to choose the laser beam size best suited for the type of insect that needs to be studied. Figure 2.7 presents three possible scenarios that differs only by the size of their laser beams. The noise level, used to estimate $\sigma_{\text {min }}$, is considered identical regardless of the size of the laser beam. Briefly, it is considered that the exact same laser source in used in all three cases but with different beam expanders that do not contribute to the noise. As for the value of the noise level, it was chosen to be equal to the noise level observed for the eBoss in laboratory conditions.


Figure 2.7 Evolution of the ratio of the averaged measured cross section by the insect cross section in function of the size of the insect. Three scenarios are being considered, where the radius of the laser beam is 5 mm (blue), 25 mm (orange) and 50 mm (yellow).

In the first case, $r_{L}=5 \mathrm{~mm}$, the laser beam is chosen as relatively small. This radius would allow for the study of the smallest insects, as small as $0.3 \mathrm{~mm}^{2}$. Although, with such laser a beam, insects that are larger than $35 \mathrm{~mm}^{2}$ would have their cross section underestimated by more than $50 \%$, on average. As such, this size of laser beam would be suited if the study was limited to the smallest insects, such as mosquitoes, but would otherwise miss many other insect families.

In the second case, $r_{L}=25 \mathrm{~mm}$. With such radius, the minimal detectable cross section is a little below $0.8 \mathrm{~mm}^{2}$. Thus, it is capable of detecting most smaller insects. In this configuration, insects with a size of up to $200 \mathrm{~mm}^{2}$ can be studied with less than $25 \%$ of average underestimation and $50 \%$ average underestimation for insects up to $900 \mathrm{~mm}^{2}$. For these reasons, this size of laser beam is well suited for the study of many of the most abundant insect species.

In the third case, $r_{L}=50 \mathrm{~mm}$, the laser beam is chosen as relatively large. In this case, only insects larger than $3.1 \mathrm{~mm}^{2}$ can be detected. While this a minimal value is smaller than the cross section of many insects, including many mosquito species, theoretically allowing for their study, there is another limitation to consider.

In order for an insect event to be detected, the signal modulation due to the wing needs to be observable. Consequently, even if an insect may be large enough for its cross section to be above $3.1 \mathrm{~mm}^{2}$, a small insect may not have a wing cross section sufficiently large for their influence on the signal to be properly detected, i.e., low SNR in the frequency spectrum, leading to higher probability of non-detection. On the other hand, this system allows for the study of much larger insects, which in some cases may be desirable. Insects with cross section of $3600 \mathrm{~mm}^{2}$ can be studied with $50 \%$ of average underestimation, which includes most insects species.

While an average underestimation of $50 \%$ may seems as a significant bias, it is important to consider other sources of variation in insects' cross sections. The cross section of an insect can change depending on the insect orientation within the laser beam. Unlike in this simplified simulation, where insects are considered as a sphere in the 3 D space and a disk in the 2 D space, insects have complex morphological characteristics which have different true cross sections depending on the angle of observation, which will contribute to the uncertainty, or variability, of the measured cross section.

### 2.2 Signal Processing

In order to extract insect signals, also referred to as events, some analysis of the raw data is required. Regardless of the configuration, backscatter or extinction, insect events represent only a fraction of the total signal being recorded. Most of the time there is no insect flying through the laser beam, in which case the recorded signal is relatively constant. Thus, there is a need for the identification of the period of time during which an insect is interacting with the instruments, also called detection of insect signals. For both the ESOS and eBoss, the methodology of event detection is fairly identical. Unless explicitly mentioned otherwise, every step described in the rest of the manuscript applies to both systems.

### 2.2.1 Event Detection

Figure 2.8 displays an example of $400 s$ of raw data recorded by the eBoss, showing the noise and baseline variations. Figure 2.8 also shows a magnification of one of the insect events in the raw time series. Events are characterized by a sudden drop (or increase for ESOS) in signal that last a few milliseconds, followed by a sudden increase (or decrease for ESOS) returning the signal to its baseline value. Events from insects are automatically identified by a two-steps process, the first step consists in identifying a region of interest where an object is likely to have crossed the laser beam, while the second step is used to identify the amplitude modulation typical of an insect. The first step is based on a threshold detection algorithm. First, the signal is filtered by a $10-900 \mathrm{~Hz}$ digital band-pass filter that removes the contributions of slow baseline drift with a period above 100 ms and high frequency noise above 900 Hz. This also ensures that events identified by the threshold detection algorithm have frequency components in the frequency range matching those of flying insects. The threshold value is determined by a combination of the sliding average of the signal and the sliding standard variation as defined by the set of Equations (2.7), (2.8) and (2.9). Whenever the recorded signal crosses the threshold, the signal is detected and extracted for further analysis.

$$
\begin{equation*}
T_{r}(k)=m_{0} \cdot S_{a v g}(k)+s_{0} \cdot S_{s t d}(k) \tag{2.7}
\end{equation*}
$$

Where $T_{r}(k)$ is the value of the threshold at point $k . S_{\text {avg }}(k)$ is the sliding average centered around point $k$ and $S_{s t d}(k)$ the sliding standard deviation centered around point $k$, respectively defined by Equations (2.8) and (2.9). $m_{0}$ and $s_{0}$ are respectively the weight of the sliding average and of the sliding standard deviation.

$$
\begin{equation*}
S_{\text {avg }}(k)=\frac{1}{N} \cdot \sum_{i=1+k-\frac{N}{2}}^{k+\frac{N}{2}} I(i) \tag{2.8}
\end{equation*}
$$

$$
\begin{equation*}
S_{s t d}(k)=\sqrt{\frac{1}{N-1} \cdot \sum_{i=1+k-\frac{N}{2}}^{k+\frac{N}{2}}\left(I(i)-S_{\text {avg }}(k)\right)^{2}} \tag{2.9}
\end{equation*}
$$

$I(i)$ the signal intensity at point $i$ and $N$ is the number of points in the considered sliding window.

The threshold is fine-tuned by modifying the coefficients $m_{0}, s_{0}$ and $N$. Evaluating the efficiency of the threshold value was done manually by applying different combinations of the aforementioned coefficients until satisfactory results were achieved. The goal being to detect every true insect signal while including as few false insect signals as possible. For both systems, $m_{0}$ is usually chosen as equal, or close to one as the threshold should hover around the mean value of the recorded signal. For ESOS, $s_{0}$ is chosen positive in order to have the threshold slightly above the mean value. For the eBoss, $s_{0}$ is chosen negative so that the threshold will be slightly below the mean value. In both cases $N$ is chosen large enough so that the threshold does not follow every short time variation of the noise but also small enough so that it does follow slower large scale baseline variations.

The first step of the event selection process is purposefully chosen to be permissive, meaning that it is designed not to miss any true events even if it means including false events in the process. A non-negligible number of false events (i.e., not caused by a flying insects) are expected to be extracted from the threshold detection algorithm. However, most of those false events will be discarded through a second step in the analysis procedure. This second step focuses on identifying periodic components in the $10-900 \mathrm{~Hz}$ range that correspond to the rapid movement of the insect's wings, more details is given in subsection 2.2.2.

In most cases, only a portion, local extremum, of the signal will cross the threshold. Hence, before being extracted for further analysis, the actual beginning and end of the event must be determined. This allows for the extraction of only the


Figure 2.8 (A) shows $400 s$ of raw data, as recorded by the acquisition system with a sampling frequency of $30,517 \mathrm{~Hz}$. A magnification of one of the identified insect events is displayed as illustration. (B) shows the same data after application of a digital bandpass filter [ 10900 Hz ] and averaging. The red line indicates the detection threshold. Any part of the filtered signal that crosses the threshold is identified as a region of interest and the corresponding raw signal is then extracted for further analysis.
relevant part of the signal and for the determination of the duration of the event, also referred to as transit time, which is the time it took for the target to crosses the laser beam. To find the beginning and end of an event, another threshold is defined with different $m_{0}, s_{0}$ and $N$ parameters. Simply put, this transit time threshold is constructed so that it hovers very closely below (above for ESOS) the normal noise of the signal. As soon as the signal decreases (increases for ESOS) above the noise and crosses this threshold, the event beginning is found. The end of the event is found on identical consideration, when the signal return to noise levels. Beginning and end of an insect event are illustrated by the green and red dashed lines of Figure 2.16.

Every event that crosses the detection threshold have their beginning and end formally identified, defining their transit time, usually in the order of 100 ms . The raw data corresponding to the event, not filtered or averaged, are then saved in a separate individual file with a unique identifying number. Along with the raw data, some meta-data information about the event are saved. Those meta-data are the defining characteristics of the event, such as the transit time or time of observation, to name a few.

### 2.2.2 Wingbeat Frequency

Once a possible event has been detected by the previously defined event detection threshold algorithm, its frequency components can be studied. This process serves two purposes. First it allows for the removal of non-insect signals. Second it gives access to the wingbeat frequency of the insect specimen, which is one of the fundamental characteristics of atmospheric fauna.

To extract information on the frequency component, the possible insect signal is converted from the time domain to the frequency domain. This process is conducted by applying a Fast Fourier Transform (FFT). The FFT algorithm efficiently computes the discrete Fourier transform of the signal from which insect and non-insect
events can be discriminated. Indeed, well-defined periodic modulations of the signal amplitude are typical of signals originating from flying insects and not simply from a leaf, pollen or large aerosols passing through the laser beam. Although pollen or leaves are unlikely to cross the laser beam in laboratory conditions, this process has been designed with the future real-world experiment in mind. Figure 2.9 presents an example of two recorded events showing one from an insect with its typical periodic amplitude modulations [Figure 2.9 (A) and (C)] and one from a non-insect object [Figure 2.9 (B) and (D)].


Figure 2.9 Example of two types of signals and their corresponding frequency spectrums. (A) is an example of signal caused by an insect showing clear periodic amplitude modulation. (C) shows its associated Fast Fourier Transform, from which the insect wingbeat frequency can be determined. On the contrary, (B) is an example of a signal from a non-insect target crossing the laser beam, which does not have any periodic amplitude modulation, as can be seem on its Fast Fourier Transform (D).

In order to discriminate insect and non-insect event, an analysis of the frequency spectrum is necessary. Insect events are characterized by the presence of a fundamental frequency along with one or more harmonics. Identifying the fundamental frequency from the frequency domain is not trivial. An algorithm was designed to determine the presence or absence of frequency components and to identify the fundamental, i.e., the wingbeat frequency. Referred to as the harmonicity algorithm, this process consists of three main steps. First, the frequency spectrum is pre-processed by applying a sliding average which reduces the noise while preserving the frequency resolution. As shown in Figures 2.10 and 2.11, this process greatly reduces the noise, allowing for an easier detection of the fundamental and harmonics. Second, the pre-processed frequency domain is scanned for peaks that exceed a user define predominance (i.e., identifying local maxima with sufficiently high values). From the local maxima, the central frequency of each peak is determined. Third, each of those peaks are temporarily considered as the potential fundamental and their possible harmonics are searched among every other selected peak(s) of greater frequency. Searching for harmonics is done by looking if any other selected peak is equal to an integer multiplier of the considered fundamental, within a reasonable error margin. This consists of finding if any other peak satisfies the harmonic condition, as defined by Equation (2.10).

$$
\begin{equation*}
f-f_{0}=z \cdot f_{0} \pm \epsilon \tag{2.10}
\end{equation*}
$$

Where $f_{0}$ is the frequency of the peak being considered, $f$ the frequency of the eventual harmonic it is being compared with, $z$ is a positive integer and $\epsilon$ is a small positive value equal to a few percent of $f_{0}$.

If no peaks exceed the user defined predominance value, or if none of the peaks that pass this condition have harmonics, then the event is rejected as a
non-insect event. Otherwise, the peak that has the most harmonics is selected as the fundamental. The harmonicity algorithm is robust in the presence of outliers, as shown in Figure 2.10. It is also performing well even for low SNR event, as shown in Figure 2.11.

The harmonicity algorithm is capable of determining the appropriate fundamental frequency even if the frequency spectrum is polluted by an outlier, such as the 71 Hz peak shown in Figure 2.10 (A). In the example presented in Figure 2.10 (B), the 116 Hz peaks has two harmonics while the other peaks have none. Consequently, the event associated with this FFT will be classified as an insect of wingbeat frequency of 116 Hz . Despite the presence of a large peak at 71 Hz , the harmonicity algorithm still converges towards the appropriate fundamental. While the source of this 71 Hz peak has not been formally determined, it is likely originating from an unwanted source of infrared radiation in the vicinity of the instrument.

Insect events with low SNR are to be expected, in particular in real-world field experiments, and as such the harmonicity algorithm needs to be able to handle such cases. As shown in Figure 2.11 even when the SNR of the frequency spectrum is relatively low, the harmonicity algorithm still converges towards the correct fundamental frequency of 158 Hz . In this example, the peak at 158 Hz has three harmonics, the one at 323 Hz has one and every other has none. As the peak with the most detected harmonics, the peak at 158 Hz is selected as the fundamental.


Figure 2.10 (A) shows the raw frequency spectrum of an insect event. (B) shows the same frequency spectrum after pre-processing. The red line indicates the position of the fundamental peak, selected by the harmonicity algorithm. For (A), black lines indicate the position of the detected harmonics. For (B), black lines indicate the position of the other peaks that have been considered as potential fundamental. If the difference between two peaks is close enough to an integer multiplier of the fundamental then a harmonic of the fundamental is found. As such, the peak at 116 Hz has two harmonics and all other peaks have no harmonics.


Figure 2.11 (A) shows the raw frequency spectrum of an insect event. (B) shows the same frequency spectrum after pre-processing. The red line indicates the position of the fundamental peak, selected by the harmonicity algorithm. For (A), black lines indicate the position of the detected harmonics. For (B), black lines indicate the position of the other peaks that have been considered as potential fundamental. If the difference between two peaks is close enough to an integer multiplier of the fundamental then a harmonic of the fundamental is found. As such, the peak at 158 Hz has three harmonics, the one at 323 Hz has one and all other peaks have no harmonics.

### 2.2.3 Mel Frequency Cepstral Coefficient (MFCC)

Mel frequency cepstral coefficients (MFCCs) are features that can be extracted from a signal and that describe its harmonic content. Originally intended for the analysis of sound signals, the MFCC methodology can be extended to optical signals such as the ones recorded by an EPS. The recorded intensity of a sound does not fundamentally differ from the recorded optical intensity from a photodetector. MFCC are commonly used in speech and voice recognition $[123,124]$ and are considered as particularly powerful. They can represent the frequency spectrum in a compact, low-dimension form (a few coefficients only).

Briefly, those coefficients are obtained from the discrete cosine transform of the $\log$ power spectrum from the nonlinear Mel scale, as illustrated by Figure 2.12. One of the significant advantages of the MFCC is that their wide spread use makes them particularly simple to implement, both Matlab and Python have dedicated script for the calculation of those coefficients.

While calculating MFCC, different bank filters could be considered. In this contribution the defaults bank, as shown in Figure 2.12, of the Matlab 'mfcc' function was chosen. In this bank, the first 10 triangular filters (10 with lowest frequency) are linearly spaced and the others are logarithmically spaced.

The fundamental idea in extracting the MFCCs of an insect signal is to find an efficient way to study the frequency spectrum. While the fundamental frequency (i.e., wingbeat frequency of the specimen) is an example of analysis of the frequency spectrum, it does not encapsulate every possible information contained within the spectrum. More information than the fundamental remains hidden within the complex frequency spectrum.

As an example, the A440 Hz (music note) played from a guitar and from a piano have the exact same fundamental frequency. Yet, it is clear for a human ear that the two sounds are different. It is because they have different timbre, which


Figure 2.12 Simplified illustration of the method used to calculate the Mel Frequency Cepstral Coefficient, using the default Mel Filter Bank of the Matlab mfcc function. The input signal, which in this example is a signal from the eBoss, is windowed (in this application a single window including the entire event is used) then its FFT is calculated, the filter bank is applied. After summation and a nonlinear rectification, the discrete cosine transform is taken.
is a musician's way of naming a difference in the frequency spectrum of the two sounds. The relative strength of the different harmonics, in the frequency domain, can vary and the repeated pattern, in the time domain, can be different. MFCC are a condensed way to evaluate such differences with a reasonable number of parameters so that it can be used in machine learning algorithms.

As an insect flies through the laser beam, of either of the two presented EPS, the optical signal will display a periodic amplitude modulation that has been described in detail in subsections 2.1.1 and 2.1.2. The periodic modulation displays an overall peak-like shape, however this is but a simple description. When studied in more detail, the shape of the repeated pattern changes from one event to the next, as illustrated in Figure 2.13. Those differences induce changes in the frequency spectrum and can therefore be studied with the help of MFCC to retrieve information on the flying specimen.


Figure 2.13 Examples of periodic amplitude modulation of the signal originating from different insect specimens. Each example is a magnification of the periodically repeated pattern within the wing contribution. Each figure presents three full wingbeat cycles. The difference in the shape of the repeated pattern can potentially provide information on the sex or species of the specimen through MFCC analysis.

### 2.2.4 Cross Section

Wingbeat frequency is the first and most fundamental insect characteristic that can be extracted from optical signals. The second characteristic that comes to mind is the size of the specimen. Indeed, insects size varies across species and is an interesting feature to consider.

The ESOS system, in its current form, is unable to retrieve such information outside of very specific laboratory conditions. Due to its lack of range resolution, the magnitude of the recorded intensity cannot be directly converted into backscatter cross section. As presented in Equation (2.1), the intensity of the ESOS depends on both the distance and the backscatter cross section of the insect specimen. As such, without range information it is impossible to discriminate between a small target at short distance versus a larger target at a longer distance. Designing a small enclosure allows, in laboratory conditions, to consider the distance as a known constant and resolve this problem. On the other hand, such measurement would be impossible in real-world experiments, reducing the interest of designing such laboratory experiment.

An alternative system, using continuous wave and capable of range resolved measurements does exist, the Scheimpflug lidar system [113, 125]. The principle of this system is described in Figure 2.14 extracted from Brydegaard et al. 2014 [126]. However, in order to achieve a sufficiently fine range resolution, the detector (CCD) needs to be composed of several individual channels. This imposes a technical limitation that limits the maximal duration of any field experiment. Due to the high number of channels and the requirements in terms of sampling frequency, the amount of data recorded can be in the order of terabyte per day. As a result, using a Scheimpflug lidar for extended periods of time, i.e., months or years, is prohibitively expensive. Furthermore, the system complexity is greater than either ESOS or eBoss systems, making its maintenance and operation more complex. Yet such a system
has shown great results for short term studies of insects activity, such as the behavior of flying insects during a solar eclipse [108].


Figure 2.14 Illustration of the Scheimpflug lidar system. The plane of the CCD receiver is tilted. Therefore, the position where the light focuses is function of the target distance $z$. As such, every pixel of the CCD receiver corresponds to a given range of distance (i.e., pixel footprint), starting with the minimal observable distance $z_{0}$ up to infinity $z_{\infty}$.
Image credit: Brydegaard et al. 2014 [126].

Unlike the ESOS, the eBoss is not limited by its inability to resolve range. Indeed, the eBoss with its extinction configuration does allow, with reasonable approximations, to determine the insect extinction cross section (ECS), even outside of laboratory conditions. ECS of a target crossing the laser beam is denoted as $\sigma_{\text {ext }}$ and expressed in $\mathrm{mm}^{2}$. The ECS is derived from the drop in voltage of the signal by a simple calibration procedure. The calibration constant is determined from the known diameter of the laser beam and confirmed using opaque (near $100 \%$ extinction) chrome steel spheres of known sizes dropped through the laser beam, which allows for the estimation of the relationship between intensity and ECS, see Equation (2.11).

$$
\begin{equation*}
\sigma_{e x t}=E \cdot \frac{I_{B}-I_{D}}{I_{B}} \tag{2.11}
\end{equation*}
$$

As shown in Figure 2.15, $I_{B}$ is the intensity of the baseline, $I_{D}$ is the value of the maximal signal decrease while $\sigma_{e x t}$ is the ECS of the target and $E$ the aforementioned calibration constant (in $\mathrm{mm}^{2}$ ).


Figure 2.15 Signal due to an opaque chrome steel sphere of known size falling through the laser beam of the eBoss. The black arrow indicates the amplitude of the signal decrease that is due to the sphere. $I_{B}$ is the value of the baseline and $I_{D}$ is the value taken by the signal when the sphere is completely in the center of the laser beam.

### 2.2.5 Wing and Body Discrimination

As mentioned earlier, an insect signal is characterized by amplitude modulation due to the wing orientation rapidly changing overtime. In addition to providing an estimation of the wingbeat frequency, this feature can also be used to separate the contribution of the wings of the insect from the rest of the signal, referred to as body contribution. The term body contribution must be understood as every part of the
insect that does not move periodically (such as the wings) and not in the pure sense of the term, which would not include the insect legs or antennas.

For the ESOS, the total increase (or decrease for eBoss) in intensity due to the insect $I$ is equal to the sum of the intensity due to the wing $I_{w}$ and the intensity due to the body $I_{b}, I=I_{w}+I_{b}$. Indeed, the optical power measured by a detector can, within reasonable range of power (i.e., without any non-linear phenomenon), be considered additive. The following explanation applies to the ESOS, but an almost identical consideration can be done for the eBoss.

As detailed in Equation (2.1), the recorded intensity, after removal of the background contribution $I_{B}$, is proportional to the backscatter cross section of the insect, $\sigma_{b c k}$. But, this simplified static equation is only applicable to static targets completely within the laser beam. When considering dynamic phenomenon (i.e., insect flying through the laser beam) this equation needs to be modified to include non-static considerations, see Equation (2.12).

$$
\begin{equation*}
I(t)=\frac{K}{d^{2}} \cdot I_{0} \cdot\left[p_{w}(t) \cdot \sigma_{b c k, w}(t)+p_{b}(t) \cdot \sigma_{b c k, b}(t)\right] \tag{2.12}
\end{equation*}
$$

Where $K, d$ and $I_{0}$ have been previously defined. $I(t)$ is the recorded intensity in function of time $t . p$ is the position coefficient that varies with the position of the insect within the laser beam cross section, i.e., $p=0$ when the insect is outside the beam and $p=1$ when the insect is at the center of the beam (maximal energy density for a Gaussian spatial profile). $\sigma_{b c k}$ is the backscatter cross section of the insect as observed from the detector. Index $w$ and $b$ are respectively referring to the aforementioned wing and body contributions.

To separate the wing and body contributions, a few assumptions are required. First, it is assumed that the position coefficient is identical for the wing and the body at every moment (i.e., $\left.p_{w}(t)=p_{b}(t)=p(t)\right)$. It is considered that insects are
small enough for the distance between wing and body to be negligible. Second, it is assumed that the backscatter cross section of the body is independent of time (i.e., $\sigma_{b c k, b}(t)=\sigma_{b c k, b}=$ constant). Unlike the wings that move periodically and therefore change their backscatter cross section within the plane of the detector, it is assumed that the insect body does not change its orientation with time and that the body backscatter cross section within the plane of the detector does not vary. After taking into account those assumptions, Equation (2.12) can be simplified into Equation (2.13).

$$
\begin{equation*}
I(t)=\frac{K}{d^{2}} \cdot I_{0} \cdot p(t) \cdot\left[\sigma_{b c k, w}(t)+\sigma_{b c k, b}\right] \tag{2.13}
\end{equation*}
$$

The wing backscatter cross section is function of time due to the periodic change in orientation. As shown in Equation (1.11), the wing backscatter cross section is function of the wing projected area within the plane of the detector, as well as the wing backscattering efficiency that can be described by its reflectance. The wing reflectance is considered as independent from time. While deformation of the wing under constraints from muscle and air could modify its backscattering efficiency it is considered negligible when compared to the variation due to the projected area. As explained in subsection 2.1.1, the wing backscatter cross section varies between maximal and minimal value due to change in the projected area. When the wings are at their minimal projected area their contribution to the backscattered signal can be considered as negligible (i.e., $\sigma_{b c k, w}(t)=0$ ), as insects' wings can be as thin as only a few $\mu m$ wide. For such a point in time, referred to as local minimums, Equation (2.13) becomes independent from the wing contribution. Those local minimums can be interpolated through a polynomial fit to evaluate the contribution of the body, as illustrated by Figure 2.16. Then by subtracting the body contribution from the total signal, the wing contribution can also be separated.


Figure 2.16 Example of wing and body discrimination. The raw data (black) are used in combination with the estimated wingbeat frequency to find local minimum. The interpolation of local minimums (magenta) is subtracted from the raw data to obtain the wing contribution (orange). The wing contribution and mean background value are then subtracted from the raw data to obtain the body contribution (red). The dashed green and red line represent the estimated beginning and end of the insect event respectively.

The described methodology is derived for the ESOS methodology (backscatter configuration). Using identical consideration, it could be derived for the eBoss methodology as well, i.e., extinction configuration. Starting from Equation (2.2) instead of Equation (2.1), a perfectly analogous argumentation could be conducted. As such, both ESOS and eBoss methodologies allow for the discrimination of the wing and body contributions.

From the wing and body contributions, the wing and body optical cross sections can be extracted, following the methodology described in subsection 2.2.4. As shown in Equation (2.13), the wing and body contributions both vary with the position coefficient $p(t)$. Thus, the wing and body contributions can only be equal to the wing and body cross sections when the position coefficient is equal to 1 . While estimating the time $t$ at which the position coefficient is exactly equal to unity (i.e., when the insect is within the area of maximal energy density) cannot be resolved, it can be approximated. Indeed, while the current methodology cannot ascertain the exact
position of the specimen within the laser beam, it is possible to estimate the most likely time when the insect was the closest to $p(t)=1$. This corresponds to the moment when the contributions are at their highest (lowest for eBoss) values. In the simplifying assumption that the maximal (minimal for eBoss) values correspond to $p(t)=1$ and $\sigma_{w}(t)=\max \left\{\sigma_{w}(t)\right\}$ (for the wing), both the wing and body cross sections can be retrieved. In practice, using the single maximal value may lead to an overestimation of the cross sections, since it is possible for a statistically unlikely high (low for eBoss) point to be included. Hence, in order to mitigate the influence that a few statistically rare extreme values may introduce, it was chosen to estimate the cross sections from the top $10 \%$ of the highest (lowest for eBoss) values within the contribution (both for the wing and the body). This specific number of points was chosen after careful consideration and multiple tries as it was providing the more consistent estimate that would perform efficiently for most, if not all, type of signals, from low to high SNR.

Studying wing and body cross sections (or their ratio for ESOS), refines the analysis possibilities. As an example, two insects could have the same overall cross section but very different wing and body cross sections. A butterfly and a bumble bee can have the same overall cross section. However, a butterfly would have a greater wing cross section than a bumble bee but a smaller body cross section, due to their morphological differences.

### 2.2.6 Depolarization and Spectral Ratios

Unlike the eBoss, ESOS allows for dual-wavelength and polarization sensitive measurements. As such, it can provide additional information on the studied insects, in particular: depolarization and spectral ratios for both the wing and the body. As shown on Figure 2.1, the ESOS records three different channels simultaneously. The first channel, not resolved in polarization, records the signal from a 940 nm

CW laser beam (index 940). The second channel records the signal from the parallel polarization of a 1320 nm CW laser beam (index 1320,//). The third channel records the signal from the perpendicular polarization of a 1320 nm CW laser beam (index $1320, \perp)$. In addition, all of the three channels can be furthermore separated into the contributions of the wings (index $w$ ) and body (index $b$ ), resulting in six measured backscattered intensities: $I_{940, w} / I_{940, b} / I_{1320, / /, w} / I_{1320 . / /, b} / I_{1320, \perp, w} / I_{1320, \perp, b}$.

From those six values, several of the insect's optical characteristics can be retrieved. The most important ones being the depolarization and spectral ratios of both the body and the wings. As shown on Equation (2.1), the measured intensities are function of the distance at which the insect crosses the laser beams.

Since this system uses CW diode lasers, the evaluation of the distance through time-of-flight methods, as in most lidar studies, is inapplicable. Yet, by considering the ratio between signals, the influence of the distance can be removed. Using a near Lambertian gold target, each detection channel was aligned so that the signal ratio between channels is constant with range, as shown in Figure 2.17. For instance, $\frac{I_{1320, /(d)}}{I_{940}(d)}$ should be constant with the distance $d$ varying from 3.2 to 4.4 m , which corresponds to the position of the insect enclosure. The consistency of these ratios with distance was determined and the worst variation was found to be at maximum $1.6 \%$ over the entire range. This ensures that, within a reasonable error margin, signal ratios are independent from the actual distance at which the insect transits through the laser beams.


Figure 2.17 Ratios of the intensity measured by each of the three channels of the laboratory ESOS. Ratios are plotted in function of the distance $d$, which is the distance between the collection optics and the near Lambertian gold target.

In essence, signal ratios are dependent of the specificity of the optical setup, such as the gain on the detector, their quantum efficiency or the quality of the alignment. Therefore, in an effort to broaden the scope of this contribution, a calibration has been performed to retrieve backscatter cross section ratios (i.e., $\frac{\sigma_{940}}{\sigma_{1320 / / /}}$ ) from the signal ratios (i.e., $\frac{I_{940}}{I_{1320 / /}}$ ), which are intrinsic characteristics of the specimen and independent from the measurement system. Equations (2.14), (2.15) and (2.16) describe the calibration of the measured intensity ratios into backscatter cross section ratios.

$$
\begin{gather*}
\frac{\sigma_{940}}{\sigma_{1320, / /}}=G_{\frac{/ /}{940}} \cdot \frac{I_{940}}{I_{1320, / /}}  \tag{2.14}\\
\frac{\sigma_{940}}{\sigma_{1320, \perp}}=G_{\frac{\perp}{940}} \cdot \frac{I_{940}}{I_{1320, \perp}} \tag{2.15}
\end{gather*}
$$

$$
\begin{equation*}
\frac{\sigma_{1320, \perp}}{\sigma_{1320, / /}}=G \cdot \frac{I_{1320, \perp}}{I_{1320, / /}} \tag{2.16}
\end{equation*}
$$

The following paragraphs describe the calibration for depolarization ratios and the calibration between the two considered spectral ranges. The calibration for the ratio $\frac{\sigma_{1320, \perp}}{\sigma_{1320, /}}$ is a relatively usual situation in polarization sensitive lidar studies. A thorough and effective calibration method, described in Alvarez et al. 2006 [127], was used in this work. The advantages of this calibration method are that in addition to the retrieval of the calibration constant $(G)$ between the parallel channel and the perpendicular channel, it also provides the depolarization ratio of the target $(\delta)$ as well as information on the possible misalignment between the polarization beam splitter and the parallel polarization of the laser beam. To briefly resume the methodology described fully in Alvarez et al. 2006 [127], the orientation of the emitted polarization is manually rotated away from its original alignment by the use of a half-wave plate. For each rotated state, characterized by the angle $(\gamma)$, the ratio of the intensity of the channel $I_{1320, \perp}$ over channel $I_{1320, / /}$, noted $\delta^{*}$, is measured and fitted using Equation (2.17). Figure 2.18 presents the measurements as well as the fit obtained, which provides the best suited values of depolarization ratios $(\delta)$, calibration constant $(G)$ and reference angle $\left(\gamma_{0}\right)$.

$$
\begin{equation*}
\delta^{*}=G \cdot \frac{\delta+\tan \left(2 \cdot\left[\gamma-\gamma_{0}\right]\right)^{2}}{1+\delta \cdot \tan \left(2 \cdot\left[\gamma-\gamma_{0}\right]\right)^{2}} \tag{2.17}
\end{equation*}
$$



Figure 2.18 Least square fit based on Equation (2.17). This fit allows for the determination of the calibration constant $G$ between channel $I_{1320, \perp}$ and $I_{1320, / /}$ and the depolarization ratio of the gold target used during calibration, $\delta$.

The calibration constant between the 940 nm channel and both polarizations of the 1320 nm channel can be found by using the known reflectance of the gold target. In addition, the total backscatter cross section at 1320 nm is in turn equal to the sum of the backscatter cross section for the perpendicular and parallel polarization ( $\sigma_{1320, / /}$ and $\left.\sigma_{1320, \perp}\right)$. The calibration constants, presented in Equations (2.18) and (2.19), $G_{\frac{11}{940}}$ and $G_{\frac{1}{940}}$ can be found by measuring the intensity ratios between channels while knowing the depolarization ratio of the gold target $\left(\delta=\frac{\sigma_{1320, \perp}}{\sigma_{1320, / /}}\right)$. Additionally, in the considered range of wavelengths, the gold target has the required properties of scattering light with the same efficiency regardless of the wavelength (i.e., $\sigma_{940}=$ $\left.\sigma_{1320}\right)$.

$$
\begin{gather*}
G_{\frac{\|}{940}}=\frac{I_{1320, / /}}{I_{940}} \cdot \frac{\sigma_{940}}{\sigma_{1320, / /}}=\frac{I_{1320, / /}}{I_{940}} \cdot \frac{\sigma_{1320}}{\sigma_{1320, / /}}=\frac{I_{1320, / /}}{I_{940}} \cdot(1+\delta)  \tag{2.18}\\
G_{\frac{1}{940}}=\frac{I_{1320, \perp}}{I_{940}} \cdot \frac{\sigma_{940}}{\sigma_{1320, \perp}}=\frac{I_{1320, \perp}}{I_{940}} \cdot \frac{\sigma_{1320}}{\sigma_{1320, \perp}}=\frac{I_{1320, \perp}}{I_{940}} \cdot\left(1+\frac{1}{\delta}\right) \tag{2.19}
\end{gather*}
$$

### 2.2.7 Aerial Density

This section proposes a way to evaluate the aerial density of flying insects, expressed in number of flying insects per meter cube, from measurements obtained using any entomological photonic system (EPS). The term "entomological photonic sensor" is meant to represent any photonic device designed to monitor flying insects, generally using one or multiple electronic detectors to detect the electromagnetic radiations, from either an active or passive source, scattered or absorbed by flying insects in the device's field of view. This definition includes entomological lidars and radars as well as any sensors in either backscattered or extinction configurations using either an active light source, such as a laser or LED, or a passive light source, such as the sun. The sensor must meet only two requirements in order for this methodology to be applicable: 1) it needs to be resolved in time, i.e., the duration of the insect's transit $\Delta t$ through the field of view of the instrument can be retrieved from the data collected by the instrument, and 2) the approximate volume of air $\Delta V$ probed by the instrument must be known.

Let's assume that a single insect specimen is randomly flying within a given volume $V$. Then, let's consider an EPS that probes a volume of air $\Delta V$, such that $\Delta V \subset V$, for a total duration $T$. As the insect moves freely, it will randomly get in and out of the probed volume, these events are referred to as transits, and the duration of transit $i$ through $\Delta V$ is denoted $\Delta t_{i}$. Finally, let's denote $\Delta T$ the total time that this single insect spent within $\Delta V$, defined as the sum of its transit time $\Delta t_{i}$. Given that the initial position and movements of the insect within the considered volume $V$ are random, it can be argued that, for a sufficiently long period of observation $T \rightarrow+\infty$, the ratio of time spent by the insect in the probed volume over the total time will tend to be equal to the ratio of the probed volume over the total volume, see Equation (2.20).

$$
\begin{equation*}
\frac{\Delta V}{V}=\lim _{T \rightarrow \infty} \frac{\Delta T}{T} \tag{2.20}
\end{equation*}
$$

To illustrate this idea, one could imagine a situation where a single specimen is flying freely within a constraint volume $V$. If an EPS is probing $50 \%$ of this total volume (i.e., $\frac{\Delta V}{V}=0.5$ ) then, assuming random motion, the specimen would spend $50 \%$ of its time in the FOV of the instrument (i.e., $\frac{\Delta T}{T}=0.5$ ).

In the case where $N_{s}$ insects are present in the volume $V$, it is assumed that each insect will spend on average a total time $\Delta T$ within $\Delta V$. As a result, the sum of all transit times by all insects spent within $\Delta V$ will be equal to $N_{s}$ times $\Delta T$, as described by Equation (2.21). This is useful as in practice, the total number of insects $N_{s}$ remains unknown, while it is easy to sum the duration $\Delta t_{i}$ of all measured transits.

$$
\begin{equation*}
N_{s} \cdot \Delta T=\sum_{i} \Delta t_{i} \tag{2.21}
\end{equation*}
$$

The absolute population density of flying insects $\rho_{s}$ in the volume $V$ is defined by Equation (2.22).

$$
\begin{equation*}
\rho_{s}=\frac{N_{s}}{V} \tag{2.22}
\end{equation*}
$$

Finally, by combining Equations (2.20), (2.21) and (2.22), the retrieved aerial density of flying insects $\rho_{r}$ can be expressed as a function of the sum of all transit times $\sum_{i} \Delta t_{i}$, the probed volume $\Delta V$ and the total duration of observation $T$, as described by Equation (2.23).

$$
\begin{equation*}
\rho_{r}=\frac{\sum_{i} \Delta t_{i}}{T \cdot \Delta V} \tag{2.23}
\end{equation*}
$$

Depending on the type of instrument, $\Delta V$ can be described differently. Figure 2.19 presents the case where the probed volume $\Delta V$ is described as a truncated cone, which is a good approximation for most systems using an active light source, such as ESOS and eBoss. In this case, $\Delta V$ can be expressed as a function of the divergence $\theta$ of the laser beam, its initial radius $R_{0}$ and the maximal range of detection $L$.


Figure 2.19 Illustration of the probed volume within the field of view (FOV) of an entomological photonic sensor. $R_{0}$ is the initial radius, $L$ is the maximal range at which the sensor can detect a specimen and $\theta$ is the divergence of the laser beam.

As a result, the retrieved aerial density can be rewritten as presented in Equation (2.24), where all terms have been previously defined.

$$
\begin{equation*}
\rho_{r}=\frac{\sum_{i} \Delta t_{i}}{T \cdot \pi \cdot L \cdot\left[R_{0}^{2}+R_{0} \cdot L \cdot \tan \left(\frac{\theta}{2}\right)+\frac{1}{3} \cdot L^{2} \cdot \tan ^{2}\left(\frac{\theta}{2}\right)\right]} \tag{2.24}
\end{equation*}
$$

Theoretically, the retrieved aerial density derived from Equation (2.23) is an absolute value and is independent from the instrument or experiment characteristics. When using transit counts, which is the current norm, insects with high flying speed will result in greater transit counts than insects with lower flying speed independently of their actual population. Because it relies on the time of transit and not the number of transits, Equation (2.23) is independent of insect speed.

Due to the statistical nature of this methodology, Equation (2.23) only holds true for a sample of sufficiently large size, i.e., a large number of transits are observed
to be statistically relevant, upon which depends the uncertainty of the retrieved aerial density. The number of transits will increase with the number of insects $N_{s}$, the probed volume $\Delta V$, and the duration of observation $T$. In practice, the number of insects is generally out of control of the experiment and the probed volume is defined by the instrument itself, leaving only the duration of observation as a practical way to influence the uncertainty on the retrieved aerial density.

When studying the retrieved aerial density over time, the duration of observation $T$ becomes the minimum time required to retrieve the aerial density with a given uncertainty. In this case, $T$ can be seen as the temporal resolution of the retrieved aerial density and, for this reason, $T$ will be described as the duration of observation or the temporal resolution interchangeably throughout the rest of the manuscript. As with many experimental approaches, there is a trade-off between the temporal resolution and the uncertainty of the measurement: a better temporal resolution means a higher uncertainty, while more accurate measurements require the collection of data for longer period of time.

To test the veracity of Equation (2.23) a numerical simulation has been designed. This simulation is based on simulating random displacements of $N_{s}$ flying specimens within a 3-dimension spatial domain of volume $V$. The position of each specimen at every instant is then compared to a subsection of the total spatial domain which simulates the volume probed by an EPS, referred to as $\Delta V$. The model calculates the sum of all transit times and uses Equation (2.23) to evaluate the aerial density $\rho_{r}$, which is then compared to the true input of aerial density $\rho_{s}=\frac{N_{s}}{V}$.

One of the fundamental aspects of the simulation is to mimic the displacement of insects over time. Describing flying insect motion is not an easy task for several reasons. The motion of insects in 3D space can change depending on the insects goal (i.e., foraging, mating, exploration etc.... ) [128]. Different species may also present various types of flight patterns. Yet, a stochastic approach such as a simple random
walk, which assumes that the insect is randomly moving in its environment, has been shown to be statistically meaningful for the study of insects' population density [129]. The process used in this contribution is a Gaussian random walk that does not require any assumption that would be overly specific to any given species. It can therefore be used, in respect to the presented methodology, for any flying insect species as long as corrected for the insect mean flight speed.

In order to simulate the movement of a specimen, its motion is decomposed into discrete iterations. Each iteration corresponds to a constant time interval of $d t$ seconds during which the specimen is moving in a straight line from its previous position to its next. At a given iteration $j$, the position of the specimen is $P_{j}=\left(x_{j}, y_{j}, z_{j}\right)$. The position of the specimen at the next iteration, $P_{j+1}$, is defined as $P_{j+1}=P_{j}+\Delta P_{j}$ where $\Delta P_{j}=\left(\Delta x_{j}, \Delta y_{j}, \Delta z_{j}\right)$ is the displacement of the specimen at iteration $j$. The stochastic process describing the displacement of the specimens is performed in two steps. First, a direction is selected randomly with equal probabilities in all directions. This is done using the methodology described in Cook 1957 [130]. Briefly, this method randomly and uniformly selects a point on a sphere of unit radius. The associated unit vector, described by $\left(r_{x j}, r_{y j}, r_{z j}\right)$, is the direction toward which the next displacement will take place. The second part of the stochastic displacement process is to select the distance traveled in the aforementioned random direction. This distance, $D_{j}$, is determined by the product of the flight speed with the time interval $D_{j}=V_{j} \cdot d t$. At every step, the flight speed is randomly selected from a normal distribution of mean value $\bar{v}$ and standard deviation $\sigma^{\prime \prime}, V_{j}=\mathcal{N}\left(V \mid \bar{v}, \sigma^{\prime \prime 2}\right)$. Overall, the iterative process of displacement is given by Equation (2.25).

$$
\begin{equation*}
P_{j+1}=P_{j}+V_{j} \cdot d t \cdot\left(r_{x j}, r_{y j}, r_{z j}\right) \tag{2.25}
\end{equation*}
$$

The initial position $P_{0}$ of the specimen is randomly and uniformly selected within the considered spatial domain. An example of the displacement of a single specimen during this random walk process is illustrated by Figure 2.20.


Figure 2.20 Illustration of the stochastic displacement of a single simulated specimen within a total cubic spatial domain of edges of 4 m . Blue lines are the linear displacement of the specimen between each position $P_{j}$ represented by red dots. This figure shows a total of 1000 iterations with a time step $d t=0.5 \mathrm{~s}$ and an average flight speed $\bar{v}=0.245 \mathrm{~m} \cdot \mathrm{~s}^{-1}$.

Building up from the individual displacement, simulations are conducted for different numbers of specimens $N_{s}$. Each specimen trajectory is independent from the other. The trajectories are then used to calculate the total time that insects have been within the probed volume $\sum_{i} \Delta t_{i}$. The probed volume of the instruments is a truncated cone, described by a set of three parameters: $L, R_{0}$ and $\theta$. Any specimen transiting through this volume will induce an increase in the total transit time.

For practical reasons, the simulation was restricted to a finite spatial domain which is a cube of edge equal to $L$, i.e., $\frac{-L}{2} \leq(x, y, z) \leq \frac{L}{2}$. The motivation was a compromise between including the entire probed volume of the system, limiting
the influence of any potential boundary effects and reducing the computational cost. The larger the spatial domain, the more specimens must be modeled to achieve a given aerial density. The boundaries of the spatial domain are to be considered as an absolute limitation for the specimen's position. If a specimen is located near the boundary at $P_{j}$ then there is a possibility for $P_{j+1}$ to be outside of the spatial domain, for example $x_{j+1}>\frac{L}{2}$. In such cases, the specimen position will be stopped at the boundary, $x_{j+1}=\frac{L}{2}$. Thus, the insect flux through the boundary is null, as if the same number of specimens would enter and exit the spatial domain in the case of random walk. This stems from the assumption that the insect population is homogeneous, without static cluster or a swarm of insects.

The input aerial density of flying specimen $\rho_{s}$ within the model is known, as it is the ratio between the input values $N_{s}$ and $V$. Using Equation (2.23) and the total transit time evaluated by the simulation, the retrieved aerial density $\rho_{r}$ is calculated and its variability used to evaluate the relative standard uncertainty $\mu_{r}$. Intrinsically, this model revolves around a stochastic process of displacement within the spatial domain. Consequently, stochastic fluctuations in the retrieved density are to be expected even between simulations with identical parameters. Hence, the simulation is repeated several times with identical input parameters to obtain statistics on the retrieved aerial density: its value distribution, average value and standard deviation, all three are represented in Figure 2.21 (A) and (B), for $T=5 \mathrm{~min}$ and $T=20 \mathrm{~min}$ respectively. From the standard deviation of the retrieved aerial density $\sigma^{\prime \prime}\left(\rho_{r}\right)$, the relative standard uncertainty $\mu_{r}$ is calculated and expressed in percent. The latter describes the uncertainty on the retrieved aerial density in the following manner: $\rho_{r} \pm \mu_{r}(\%)$. The relative standard uncertainty is plotted in Figure 2.21 (C) as a function of $T$, showing that the retrieved aerial density does converge toward the input aerial density for sufficiently high values of $T$, which further confirms the validity of Equation (2.23). It is important to note that the presented methodology
only considers insects that are flying, as all the simulated specimens were flying at all times. This means that the retrieved aerial density is of flying insects and does not consider resting or sleeping insects.


Figure 2.21 Histograms of the retrieved aerial density for 1000 repetitions. Simulation for $\Delta V=15 \mathrm{~m}^{3}, \rho_{s}=1 \mathrm{~m}^{-3}, T=5 \min (A), 20 \min (B)$. Dotted lines represent the standard deviation. These two histograms are examples of the results used to plot the relative standard uncertainty in function of the time resolution (C).

### 2.2.8 Mass Estimation

Both in laboratory conditions and in real-world experiments, the eBoss allows for the retrieval of the extinction cross section of a specimen. Unlike the ESOS which can
only retrieve the backscatter cross section in limited laboratory conditions, that are inapplicable to the field conditions, due to the distance dependency as illustrated by Equation (2.1). This explains why the mass estimation, which uses cross sections, will only be discussed in the case of the eBoss.

When considering an insect $i$, the extinction cross section of its body $\sigma_{\text {ext }, b, i}$ is function of the geometrical cross section of the insect body $A_{b, i}$ and the quasiballistic transmittance of the specimen's body $T_{b, i}$ considered, in first approximation, as constant across insect species, see Equation (2.26).

$$
\begin{equation*}
\sigma_{e x t, b, i}=\left(1-T_{b, i}\right) \cdot A_{b, i} \tag{2.26}
\end{equation*}
$$

In "surface area-volume ratios in insects" [131], Küshel et al. 2017 proposes and tests a relationship to estimate the volume $V_{i}$ of an insect from its geometrical cross section $A_{b, i}$, without considering the wings sizes as they have a negligible contribution when considering the total mass of the insect. As shown in Equation (2.27), the volume is equal to the product of its geometrical cross section to the power $3 / 2$ and a constant $K_{i}$. As discussed in more details in Küshel et al. 2017 [131], the proportionality factor $K_{i}$ is estimated using beetles, flies, hymenopterans and butterflies and found to be in the $[0.027: 0.034]$ interval, which is a relatively constant values across species.

$$
\begin{equation*}
V_{i}=K_{i} \cdot\left(A_{b, i}\right)^{\frac{3}{2}} \tag{2.27}
\end{equation*}
$$

The mass of an insect $i$ is denoted $m_{i}$ and is equal to its volume $V_{i}$ times its volumetric mass density $\rho_{i}$, see Equation (2.28). The volumetric mass density of insects may vary from one species to the next. However, Küshel et al. 2017 [131] showed the relationship between an insect volume and its mass to be mainly linear,
$R^{2}=0.92$, across 113 insect species, indicating that considering the volumetric mass density of insect as constant across species is a reasonable approximation.

$$
\begin{equation*}
m_{i}=\rho_{i} \cdot V_{i} \tag{2.28}
\end{equation*}
$$

Equation (2.29) is derived by combining Equations (2.26), (2.27) and (2.28) and by applying the aforementioned approximations (where $T_{b, i}, K_{i}$ and $\rho_{i}$ are considered constant across all insect species).

$$
\begin{equation*}
m_{i}=\rho \cdot K \cdot\left(\frac{\sigma_{e x t, b, i}}{\left(1-T_{b}\right)}\right)^{\frac{3}{2}}=\eta \cdot\left(\sigma_{e x t, b, i}\right)^{\frac{3}{2}} \tag{2.29}
\end{equation*}
$$

The factor $\eta$ takes into account the difference between geometrical and extinction cross sections, the relationship between surface and volume and the volumetric mass density of insect. While $\eta$ is expressed in unit of mass per unit volume, it is important to note that it is not equal to the volumetric mass density of insects.

Using Equation (2.29), the mass of every flying insect that crosses the laser beam can be estimated. Combined with Equation (2.23), it allows for the determination of the mass of flying insects per unit of volume, referred to as biomass density throughout the manuscript, denoted $\rho_{b}$, which can be calculated for both wet and dry insect mass using Equation (2.30).

$$
\begin{equation*}
\rho_{b}=\frac{\sum_{i}^{N_{i}} \frac{\Delta t_{i}}{\Delta T} \cdot m_{i}}{\Delta V} \tag{2.30}
\end{equation*}
$$

This equation is derived from a statistical approach detailed in subsection 2.2.7, where the aerial density (insects. $m^{-3}$ ) is determined, but modified to be expressed in terms of biomass density instead. $N_{i}$ is the number of events observed during the time period $\Delta T$. The mass $m_{i}$ is retrieved using Equation (2.29), while the transit
time $\Delta t_{i}$ represents the duration during which the insect was within the laser beam of the eBoss. The biomass density $\rho_{b}$ is normalized by the volume of air probed by the instrument $\Delta V$ so that it is expressed in $m g . m^{-3}$.

The time resolution of the retrieved biomass density is defined by $\Delta T$, which can be set to days, weeks or months to observe the long-term evolution of the biomass density or set to minutes or hours to observe daily changes in biomass density. The number of observed events by the eBoss, and thus the retrieved biomass density, is subject to stochastic fluctuations. For this reason, there is a trade-off between time resolution and uncertainty: small time scale, in the hour or minute range, may present significant statistical fluctuations on the retrieved biomass density while longer time resolution may provide more robust results.

### 2.3 Machine Learning Classification

As detailed in section 2.2, ESOS and eBoss can retrieved several of the insect characteristics such as wingbeat frequency or cross section. In laboratory conditions, the species of every insect studied is known but in real-world experiments this would not be the case. Incidentally, being able to identify the insects from the aforementioned characteristics would be an invaluable addition to the capabilities of entomological photonic sensors.

### 2.3.1 Predictor Variables

Every insect event is uniquely identified by an ID number and all the retrieved characteristics are associated with it in the form of a meta-data vector. This vector contains properties that are intrinsic to the insect, such as its wingbeat frequency. Those properties vary depending on the insect species. For example, mosquitoes have a wingbeat frequency in the $300-800 \mathrm{~Hz}$ range, depending on the species and
sex, which is higher than most flying insects. As such, this specific property can be used to differentiate mosquitoes from other insect families.

In this context, the vector containing the retrieved insect characteristics can be seen as a vector of predictor variables. By combining all those vectors together, a database of insect characteristics can be constructed. In laboratory conditions, the insect species, sex or even gravidity is known. Each event can therefore be labelled with the appropriate information and used for training and testing machine learning algorithms. Each unique label, also referred to as a class, consists of the species, sex and gravidity of the specimen. The goal of a machine learning classifier is to predict the correct class of an unknown event from its vector of predictor variables.

### 2.3.2 Training and Evaluation of Machine Learning Algorithm

All machine learning algorithms are trained and tested using leave one out crossvalidation [132] as it is often the case when the training data are relatively scarce. In cross-validation the data are divided in training and testing sets. Events from each class are randomly separated into different subsets of equivalent sizes. All but one subset are used for training and the remaining subsets are used for testing. The process is repeated until every subset has been used as a testing set exactly once.

In some of the described classification tasks, see section 3.2, the number of samples in each class is imbalanced, sometimes by a 4:1 ratio between majority and minority classes. The imbalanced data set problem has been called out as a pervasive problem for the data mining community $[133,134]$. Due to the unequal number of samples for each class, a data-level method has been used to prevent any bias caused by the imbalanced data set.

Within data-level methods, different re-sampling methods exist such as under or over-sampling. Briefly, oversampling consists of creating new samples in the minority class and undersampling of removing samples from the majority class,
both in order to balance the data set. Both methods have advantages and disadvantages. Undersampling may lead to the loss of information by removing potentially meaningful data while oversampling can lead to overfitting. The approach applied throughout this manuscript was undersampling, as it has been shown to perform better than oversampling when the imbalance is not severe [135]. Furthermore, losing potentially useful information was preferred to the risk of overfitting. Within undersampling, different approaches of elimination can be considered. Some undersampling methods eliminate samples that are redundant or at the boundary with minority classes [136]. An elimination based on a set of fixed rules could systematically eliminate meaningful features. In practice, the chosen approach was random undersampling, which is the random elimination of events from the majority class. This undersampling approach was applied until the number of events in every class was identical, ensuring no imbalance between classes.

To evaluate and compare different machine learning algorithms, evaluation metrics must be introduced. The first and foremost metric used in this contribution is the accuracy. The accuracy is defined as the number of correct prediction $N_{+}$, regardless of class, in respect to the total number of predictions $N_{t o t}$, both correctly $N_{+}$and incorrectly $N_{-}$predicted, as shown by Equation (2.31).

$$
\begin{equation*}
\operatorname{Accuracy}(\%)=100 \cdot \frac{N_{+}}{N_{t o t}}=100 \cdot \frac{N_{+}}{N_{+}+N_{-}} \tag{2.31}
\end{equation*}
$$

The other metrics used in this manuscript are class level recall and precision [137]. The class level recall of class $C_{j}$ is defined as the number of events correctly predicted as class $C_{j}, N_{+, C_{j}}$, divided by the total number of events in class $C_{j}, N_{t o t, C_{j}}$, as defined by Equation (2.32). For simplicity the class level recall is often referred to as recall.

$$
\begin{equation*}
\operatorname{Recall}_{C_{j}}(\%)=100 \cdot \frac{N_{+, C_{j}}}{N_{t o t^{\prime}, C_{j}}} \tag{2.32}
\end{equation*}
$$

The class level precision of class $C_{j}$ is defined as the number of events correctly predicted as class $C_{j}, N_{+, C_{j}}$, divided by the total number of events predicted as class $C_{j}, N_{\text {pred, } C_{j}}$, as defined by Equation (2.33). For simplicity the class level precision is often referred to as precision.

$$
\begin{equation*}
\text { Precision }_{C_{j}}(\%)=100 \cdot \frac{N_{+, C_{j}}}{N_{\text {pred }, C_{j}}} \tag{2.33}
\end{equation*}
$$

Recall studies how likely an event from class $C_{j}$ is to be correctly predicted while the precision studies how likely an event predicted of class $C_{j}$ is to be from this class. Depending on the classification task, either the recall or the precision may be more important. In the case of disease detection, the recall should be maximized. For such classification tasks, not properly detecting a sick patient should be avoided. For a classification such as spam detection the precision should be maximized. In this classification task, predicting as spam an email that is not one should be prevented.

An extension of the recall and precision metrics can be found in their macro average [138]. The macro average recall/precision is defined as the unweighted average of all the class level recall/precision. Those metrics are used when the performance of the entire machine learning algorithm over all classes needs to be considered.

### 2.3.3 Considered Machine Learning Algorithms

For the identification of insects, several distinct machine learning algorithms can be used. Each algorithm has its own advantages and disadvantages. Depending on the classification tasks, different algorithms will perform differently. Therefore, it is important to explore multiple options in order to find the best suited machine learning algorithms for each of the desired classification tasks. During the course
of this project, five different machine learning algorithms have been considered and tested on a multitude of insects' classification problems.

Naïve Bayes (NB) Naïve Bayes is based on a probabilistic approach that relies on Bayes rule [139]. In such approach, performances are optimal when the predictor variables are independent. Although, even when the predictor variables are not independent, NB can still perform efficiently [140]. For every class, a probability density function is designed and used for prediction, as illustrated on Figure 2.22. Different distributions can be chosen and the one kept in this contribution is a Gaussian Kernel function. To make a prediction, the probability of each class is calculated for every predictor variable and the class with the higher score is chosen as the most likely. This approach was considered for its simplicity of implementation, which can be an advantage for practical use.


Figure 2.22 Illustration of Gaussian Naïve Bayes (NB) for a two classes, one dimension, classification problem. The red and blue lines represent the probability density functions (i.e., distributions) of a given variable from two distinct classes. For the observed value x , as indicated in the figure, the probability of belonging to class A and B are calculated, respectively $p(x \mid A)$ and $p(x \mid B)$. The class with the highest probability, class A in this example, will then be the predicted by the NB classifier as the most likely class.
Image credit: Prateek Majumder.

K-Nearest Neighbor (KNN) K-Nearest Neighbors is one of the most intuitive instance-based learning algorithms [141]. The KNN algorithm finds the k nearest instance of the unknown sample and predicts its class as the one that is the most frequent within the neighbors, as shown in Figure 2.23. The concept of proximity in this case can be defined by different distance metrics, such as Euclidean distance, as presented in Witten and Frank, 2005 [142]. To improve accuracy, weights on each neighbor can be added, such as a weight inversely proportional to the Euclidean distance, effectively giving a greater importance to neighbors that are closer. In this contribution, a squared inverse distance weight was chosen. This method was considered for its robustness against outliers which can be expected for entomological data.


Figure 2.23 Illustration of k-Nearest Neighbor (KNN) for a two classes, twodimension, classification problem. The red and green colors represent the class that each point belongs to. The purple arrow points towards the instance that is being considered for prediction. Both circles represent different values of $k$, which is the number of considered neighbor by the algorithm. The smaller circle is for $k=3$ and the bigger circle for $k=5$. In this example the distance from the neighbor to the considered instance are illustrated by straight black lines. For $k=3$ two neighbors are from the red class and one from the green class, in the case of an unweighted KNN the predicted class would be red. For $k=5$ two neighbors are red and three are green, in the case of an unweighted KNN the predicted class would be green.
Image credit: Eijaz Allibhai.

Decision Tree (DT) Decision Trees classifiers are based on nodes and branches to separate instances based on feature values [143]. Each node is a feature that is used to discriminate between instances and each branch is a value that a given node can take, as displayed in Figure 2.24. After going through a different number of nodes/branches the algorithm will attribute a class for an instance based on the class label of the terminal nodes also called leaf node. There is a multitude of methods to build decision trees such as CART, C4.5 or Id3. In the absence of a single best method [143], the chosen building algorithm was CART [144] since it has the advantages of being able to identify the most significant predictor and to eliminate unnecessary ones while handling outliers [145].


Figure 2.24 Illustration of a Decision Tree (DT) for a multiclass, multi dimension, classification problem. Each decision node represents a condition that separates events into different branches, represented by black arrow. Leaf node are terminal node that are not separated and correspond to a prediction of the model, i.e., equivalent to a class label.
Image credit: Onesmus Mbaabu.

Linear Discriminant Analysis (LDA) Linear Discriminant Analysis was first introduced for two classes taxonomic problems [146], also referred to as Fisher

Discriminant Analysis. The idea behind LDA is to find the linear combination of variables that maximizes the in-between class variance while minimizing the within class variance, as shown in Figure 2.25. LDA assumes Gaussian mixture model and, unlike its Quadratic version (QDA), similar covariance between classes. For the classification task that involves more than two classes the Fisher Linear Discriminant was extended to a multiple discriminant analysis [147]. LDA was selected as it performs well for some of the considered classification tasks, in particular gravidity identification, see subsection 3.2.4.


Figure 2.25 Illustration of a Linear Discriminant Analysis (LDA) for a two classes, two-dimension, classification problem. The red and blue colors represent the two classes. $m 1$ and $m 2$ correspond to the mean values of the blue and red class respectively. The bold blue and red lines illustrate the within class-covariance $\left(S_{w}\right)$. The bold green line illustrates the between class-covariance $\left(S_{b}\right)$. The projected LDA space is chosen in order to maximize $S_{b}$ while minimizing $S_{w}$. Once the best projection has been found, classes are separated by a boundary that here would be the green line perpendicular to the projected LDA space. Every event that falls left of this boundary would be predicted as blue and any event that falls to the right would be predicted as red.
Image credit: Prachi Singh.

Support Vector Machine (SVM) Support Vector Machine is a binary classification method that separates classes by construction of an hyperplane that optimizes the distance between them $[148,149]$. SVM will map the input space into a feature space of higher dimension where the hyperplane that maximizes the margin between the two classes can be found, as illustrated in Figure 2.26. In order to expand the linear SVM for a non-binary classification task, a one-vs-one majority vote was chosen [150]. This approach consists of creating all possible binary classifiers and predicting the class based on a majority vote. SVM has gained considerable traction within the past decades and has been tested for this reason.


Figure 2.26 Illustration of a Support Vector Machine (SVM) of a two classes, twodimension, classification problem. Green and red crosses represent the two classes. The SVM finds the extreme points, called support vectors and creates the positive and negative hyperplane. The maximum margin hyperplane is the boundary between the two classes. In this example any points below the boundary would be classified as red class and any points above as green class.
Image credit: Kushal Chakraborty.

## CHAPTER 3

## LABORATORY EXPERIMENTS AND RESULTS

The first step in the development of field ready Entomological Photonic Sensor (EPS) is to study insects in controlled environments where most environmental factors can be kept constant. In laboratory conditions the temperature, which is known to influence the wingbeat frequency [151], can be kept relatively constant and the exact nature (species, sex and gravidity) of every specimen is known.

### 3.1 Insect Rearing and Collection

In order to test the capabilities of EPS, whether they are in backscatter or extinction configuration, live insect specimens must be brought into the testing enclosure. Throughout this project several species of insects have been studied. Culicidae (mosquitoes) have been the object of a significant focus due in part to their important impact on human health. Among all the insect species studied, some have been reared by collaborators, brought from professional vendors or directly collected from the wild.

In total six species of mosquitoes have been studied in laboratory conditions:

- Aedes albopictus, also known as the Asian tiger mosquito, is an important epidemiological vector for infectious diseases such as yellow fever, dengue fever and chikungunya fever. It is originally found in tropical and sub-tropical areas of Southeast Asia, though this species has recently spread in Western countries.
- Aedes aegypti, largely known to be one of the main vectors of yellow fever, but also dengue fever, and Zika virus. This species originated in Africa but can now be found in tropical and sub-tropical regions. Ae. aegypti is responsible for the Zika virus outbreak in 2015-2016 in Brazil, and several regions of South and North America.
- Anopheles quadrimaculatus, one of the most important vectors of malaria. Medium size mosquito named after the four dark spots on its wings it is mostly present in the eastern United States.
- Culex quinquefasciatus, commonly known as the southern house mosquito, it can spread several arboviruses such as the West Nile or Zika virus. Most often found in tropical and subtropical regions, including America and Australia.
- Culex genus (mixed species of C. pipiens Linnaeus and C. restuans Theobald) from which several species are vectors of disease such as West Nile virus and multiple forms of encephalitis. Culex are widely geographically spread and one of the most encountered mosquito genera in North America. Those collected Culex mosquitoes were visually identified only to genus to avoid damage to the specimens.

Mosquitoes came from the Hudson Regional Health Commission, Mosquito and Vector Control. They were field collected as larvae from various locations around Hudson County, NJ, USA and reared in plastic trays (ca. 200 larvae/tray) in $1 L$ of deionized water with 0.3 g of brewer's yeast provided on alternate days. After eclosion, adults were housed in $30 \times 30 \times 30 \mathrm{~cm}$ aluminum screen cages at $26^{\circ} \mathrm{C}, 75 \%$ relative humidity, with a 16:8 h Light:Dark photoperiod and provided a $10 \%$ sucrose solution. Specimens were sexed by visual inspection of the number of fibrils on their antennae, as illustrated by Figure 3.1. All species were studied from after they hatched until they died generally 12 to 18 days later. Gravid Culex mosquitoes were collected from Secaucus, NJ, USA with a Center's for Disease Control gravid trap [152] (John W. Hock Co., Gainesville, FL, USA) baited with a hay infusion [153]. Gravidity was visually confirmed by viewing egg masses through the cuticle of the mosquitoes.


Figure 3.1 Microscope picture of two Aedes albopictus mosquitoes, after desiccation. The antennae of the male show a great number of fibrils while the female displays only a limited amount. This simple criterion has been used to visually discriminates males from females.

In addition to mosquitoes several other species of insect have been studied. Some have been obtained from professional vendors:

- Musca domestica, also known as house fly. It is one of the most common species of fly found in human habitations.
- Osmia lignaria, often named the orchard mason bee. This species is commonly used in Canada and in the USA for pollination.

The rest have been collected in Secaucus, NJ, through net-sweeping:

- Hylephila phyleus, or Fiery Skipper is a butterfly present in North and South America. It is not usually considered as a pest in its native range despite its larval state being known to damage Turfgrass.
- Vespula maculifrons, commonly referred to as the eastern yellow jacket is a wasp present in North America. They can be considered as pests when they nest in or near human buildings.
- Bombus bimaculatus, also known as the two-spotted bumble bee is present in the eastern half of the USA and some part of Canada. Both the queen and workers are known to play a part in the pollination of wild plants.

Once in the laboratory, and in compliance with the Arthropod Containment Level 1, all insects were stored in closed plastic containers. Those containers were placed inside a meshed cage and placed under a fume hood to prevent any unwanted escape. Specimens where carefully transferred between this enclosure and the EPS Plexiglas enclosure, see Figure 2.1 and 2.3, by using a meshed aspiration tube. All insects were fed daily with a $10 \%$ sucrose solution.

### 3.2 Insect Identification, Species, Sex and Gravidity

### 3.2.1 Mosquitoes Sex and Species Identification using One-Dimensional Naïve Bayes Classifier

As discussed earlier in this manuscript, EPS can extract some of the insect intrinsic characteristics and among them is the wingbeat frequency. The wingbeat frequency, which is the frequency at which an insect flaps its wings, is known to vary across flying insect species [73, 154]. In particular, male and female mosquitoes which, due to strong sexual dimorphism, have clearly distinct wingbeat frequencies $[155$, 156, 157, 158, 159, 160]. As shown in Table 3.1, Ae. albopictus, males have an average wingbeat frequency of 681 Hz while females have one of 456 Hz . Mosquitoes sometimes modulate their flight tone to communicate. For some species, male and female flight harmonics converge toward a common frequency while mating [161, 162]. However, the occurrence of such phenomenon is rather rare making wingbeat frequency a reliable means to differentiate male from female mosquitoes.

From transit signals, each insect event is characterized using a Naïve Bayes classifier. This classifier was chosen for its implementation simplicity and good performance with independent variables [163]. Two different scenarios were considered. First, the sex classification, aiming at discriminating male from female mosquitoes
regardless of their species, using the sole wingbeat frequency as a predictor variable. Then, a similar methodology using six classes is applied to identify the species and sex of mosquitoes, also referred to as the sex and species classification. As it is a laboratory study, mosquitoes' sex and species are known a-priori. Hence, the efficiency of the identification in both scenarios can be evaluated and discussed.

For this experiment the 1320 nm channel of the ESOS is used. Both polarizations, channels two and three, are merged together to form a single channel, not studied in polarization. By combining signals at both polarizations, the signal intensity will increase, improving the SNR.

The 1320 nm wavelength of the laser has been chosen in order to ensure a measurable backscattered intensity from the target while remaining outside of the visual perception of the mosquitoes, as discussed in subsection 2.1.1.

As detailed in subsection 2.2.2, for each mosquito event recorded, a wingbeat frequency $f_{w}$ can be determined. For every class separately, both a mean $\mu$ and standard deviation $\sigma_{S D}$ are calculated using Equations (3.1) and (3.2), respectively. Those two values are used to mathematically define the frequency distribution of the considered class.

$$
\begin{gather*}
\mu=\frac{\sum_{i=1}^{N_{m}} \frac{f_{w i}}{\sigma_{i}^{2}}}{\sum_{i=1}^{N_{m}} \frac{1}{\sigma_{i}^{2}}}  \tag{3.1}\\
\sigma_{S D}=\sqrt{\frac{1}{N_{m}-1} \cdot \sum_{i=1}^{N_{m}}\left(f_{w i}-\mu\right)^{2}} \tag{3.2}
\end{gather*}
$$

Where $N_{m}$ is the number of events in the evaluated class, $f_{w i}$ and $\sigma_{i}$ are respectively the retrieved wingbeat frequency and uncertainty of event $i$. The uncertainty $\sigma_{i}$ is defined as half the full width half maximum (FWHM) of the fundamental frequency peak in the frequency domain, obtained from the harmonicity
algorithm. For each class, the mean value of the wingbeat frequency $\mu$ is a weighted mean. This will give a greater strength to the more precise values while reducing the influence of the more uncertain ones. This was done in regards of experimental uncertainty that fluctuates from around $\pm 2 \mathrm{~Hz}$ up to $\pm 50 \mathrm{~Hz}$. This uncertainty is due to either a low signal to noise ratio or a change in the specimen wingbeat frequency during the time of transit, since mosquitoes can modulate their wingbeat frequency during flight $[161,162]$. The results of mean value and standard deviation are presented in Table 3.1. In this table, the presented uncertainty of the average wingbeat frequency, for every case, is defined as the $95 \%$ confidence interval, using standard error. Meaning that if the experiment were to be conducted again in an identical manner, the average wingbeat frequency would be within this interval $95 \%$ of the time. The standard deviation presented in this table corresponds to the width of the frequency distribution, presented in Figure 3.2, which is an estimate of the variability of the wingbeat frequency across different specimens of the same sex and species.

Table 3.1 Average Wingbeat Frequency of Mosquitoes

|  | Average wingbeat frequency | Standard deviation |  | Average wingbeat frequency | Standard deviation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Male | $617 \pm 6 \mathrm{~Hz}$ | 52 Hz | Ae. albopictus | $681 \pm 10 \mathrm{~Hz}$ | 59 Hz |
|  |  |  | Culex | $541 \pm 14 \mathrm{~Hz}$ | 34 Hz |
|  |  |  | Ae. aegypti | $628 \pm 12 \mathrm{~Hz}$ | 54 Hz |
| Female | $408 \pm 10 \mathrm{~Hz}$ | 64 Hz | Ae. albopictus | $456 \pm 12 \mathrm{~Hz}$ | 41 Hz |
|  |  |  | Culex | $344 \pm 6 \mathrm{~Hz}$ | 20 Hz |
|  |  |  | Ae. aegypti | $425 \pm 4 \mathrm{~Hz}$ | 24 Hz |

For each class, understood as species and/or sex, a probability density function is derived from $\mu$ and $\sigma_{S D}$. Those functions are then used to retrieve the likeliness that each measured wingbeat frequency has originated from a specific class. For each wingbeat frequency $f_{w i}$, the most likely class $C_{j}$ will be determined through a Bayesian classifier. The probability that a measurement $f_{w i}$ belong to the class $C_{j}$, $P\left(C_{j} \mid f_{w i}\right)$, is described by Equation (3.3).

$$
\begin{equation*}
P\left(C_{j} \mid f_{w i}\right)=\frac{P\left(C_{j}\right) \cdot P\left(f_{w i} \mid C_{j}\right)}{P\left(f_{w i}\right)} \tag{3.3}
\end{equation*}
$$

Where $P\left(C_{j}\right)$ is the prior probability of the class $C_{j}, P\left(f_{w i} \mid C_{j}\right)$ is the probability of obtaining the value $f_{w i}$ in the class $C_{j}$ and $P\left(f_{w i}\right)$ is the prior probability of the observed frequency $f_{w i}$. The prior probability, $P\left(C_{j}\right)$, will be chosen as equal for all classes, as it is often the case for field measurements, where it is difficult to know how likely one class is in comparison to another. Since $P\left(f_{w i}\right)$ is independent of class $C_{j}$, and that the prior probabilities of every class are chosen equal, the only parameter that varies from one class to the next is $P\left(f_{w i} \mid C_{j}\right)$.

The wingbeat frequency distribution of mosquitoes from the same species and sex is known to follow a Gaussian distribution [164, 160, 165]. Thus, $P\left(f_{w i} \mid C_{j}\right)$ can be evaluated by using a Gaussian probability function also called probability density function as defined by Equation (3.4) and shown on Figure 3.2.

$$
\begin{equation*}
P\left(f_{w i} \mid C_{j}\right)=\frac{1}{\sqrt{2 \pi} \cdot \sigma_{C_{j}}} \cdot e^{-\frac{\left(f_{w i}-\mu_{C_{j}}\right)^{2}}{2 \cdot\left(\sigma_{C_{j}}\right)^{2}}} \tag{3.4}
\end{equation*}
$$

Where $\sigma_{C_{j}}$ and $\mu_{C_{j}}$ are respectively the standard deviation and mean value of the class $C_{j}$.


Figure 3.2 Histogram of the measured wingbeat frequencies for all females and males (A), all species and both sexes (B) and their respective probability density function (C). Every bar has a width of 5 Hz and its value is the number of events measured within this frequency window.

For every class a score, $S_{C_{j}}\left(f_{w i}\right)$, defined by Equation (3.5) is attributed. This score can be considered as a normalized probability that $f_{w i}$ belong to the class $C_{j}$.

$$
\begin{equation*}
S_{C_{j}}\left(f_{w i}\right)=\frac{P\left(C_{j}\right) \cdot P\left(f_{w i} \mid C_{j}\right)}{\sum_{C_{k} \in C} P\left(C_{k}\right) \cdot P\left(f_{w i} \mid C_{k}\right)} \tag{3.5}
\end{equation*}
$$

The score is defined in a way that, for each frequency $f_{w i}$, the sum of the scores for all possible classes is equal to 1 . In this regard, the score can be seen as the relative probability of the class $C_{j}$ in comparison with all other possible classes. Likewise, the ratio of two scores allows for the evaluation of the relative likeliness of one class in comparison to the other. The attributed class (i.e., prediction) of any measurement $f_{w i}: A_{C_{j}}\left(f_{w i}\right)$ will be the class $C_{j}$ for which $S_{C_{j}}\left(f_{w i}\right)$ is the greatest, since it is statistically the most likely, but it is not necessarily the correct one.

The only feature used as a predictor variable in this section is the wingbeat frequency. Every class has a distinct average wing beat frequency, which supports
that the wingbeat frequency can be used as a discriminatory factor between classes. Considering the standard deviation of the laboratory gathered data, some overlap between classes is unavoidable and will be the restricting factor of the discrimination attempt. A one-dimension Bayesian classifier, solely based on the wingbeat frequency, was applied using the data regrouped in Table 3.1 and presented in Figure 3.2. When applied to the male vs female classification, also referred to as the sex classification, the score for the male class is equal to a third of the sum of the score for male $A e$. albopictus, male Culex and male Ae. aegypti classes. For the female class a perfectly identical consideration has been conducted. Once the Bayesian classification has been applied, the precision of the prediction for each class can be calculated. Data presented in this section are obtained in a controlled environment, thus the actual class of every measurement is known and the veracity of every class prediction can be easily evaluated. Table 3.2 shows the results of the class level precision using a Bayesian classifier, for both classification tasks.

Table 3.2 Precision in Function of the Classification Task

|  | Sex classification |  | Sex and species classification |
| :--- | :--- | :--- | :--- |
| Male | $95.8 \%$ | Ae. albopictus | $74.4 \%$ |
|  |  | Culex | $36.2 \%$ |
|  |  | Ae. aegypti | $45.5 \%$ |
| Female | $97.6 \%$ | Ae. albopictus | $45.2 \%$ |
|  |  | Culex | $88.6 \%$ |
|  |  | Ae. aegypti | $79.4 \%$ |

For the sex classification, the wingbeat frequency alone allows for a precision of $95.8 \%$ and $97.6 \%$ for the male and female class respectively and an accuracy of $96.5 \%$. Considering the relative simplicity of the classifier and the unicity of the discriminatory factor, this result demonstrates the effectiveness of the wingbeat
frequency for sex discrimination of the studied species. This is a promising result since the sex differentiation is paramount to the efficiency of the sterile insect technique, which is a cost-effective mitigation technique employed to reduce insect populations such as mosquitoes [166, 167, 168].

For the sex and species classification, the accuracy of the classification drops down to $62.3 \%$. While three of the six classes still have a precision above $74 \%$ (female Culex, female $A e$. aegypti and male $A e$. albopictus), others drop to a lower value, down to $36.2 \%$. The less accurate class still has more than twice the accuracy of a random prediction. This shows that wingbeat frequency is a valuable predictor variable for species identification. On the other hand, it also demonstrates that wingbeat frequency alone is insufficient to reliably classify mosquito species.

When employed in real-life experiments, more than three mosquito species are likely to be present, leading to more classes and larger overlaps between each wingbeat frequency distribution, resulting in lower accuracy. For this reason, the sole wingbeat frequency may be used as reliable predictor variable only in the case where a limited number of mosquito species might be encountered.

### 3.2.2 Mosquitoes Sex and Species Identification using Multi-Dimensional Naïve Bayes Classifier

The previous subsection was focused on one dimensional Naïve Bayes classifier, it showed that using only the wingbeat frequency was not sufficient for mosquito species identification. Hence, one solution is to explore other possible predictor variables. The goal of this study is to explore which predictor variables are useful for the sex and species classification of mosquitoes. In this experiment the species studied are the males and females Ae. albopictus, Ae. vexans and Culex genus (mixed species of $C x$. pipiens Linnaeus and Cx. restuans Theobald).

Using the three channels of the ESOS systems, six different contributions can be extracted. The body and wing contributions for each of the three recorded channels. However, as discussed in subsection 2.2.6, only the ratios of those six contributions can be exploited as predictor variables, since on their own they would be function of the unknown distance between the insect specimen and the collecting optics. In total there are $\frac{6!}{2!(6-2)!}=15$ different combinations that can be obtained from those six variables.

In addition to those 15 predictor variables, other characteristics of the mosquitoes can be considered. The most important one being the wingbeat frequency $f_{w}$, which was shown in the previous subsection to contribute positively to the sex and species classification. Moreover, mosquitoes' absorption is known to be wavelength dependent [122] which is what motivated the addition of another predictor variable: the ratios of the total backscatter cross section (body + wing) at each wavelength $\frac{\sigma_{1320, / / b}+\sigma_{1320 / / / w}+\sigma_{1320, \perp, b}+\sigma_{1320, \perp, w}}{\sigma_{940, b}+\sigma_{940, w}}$, also referred to as $\frac{\sigma_{1320}}{\sigma_{940}}$ for simplicity. The wing to body size ratios can vary from one species to the next, due to species differences in morphological characteristics and composition (i.e., different materials, shapes and sizes), which motivated the use of the ratios of the wing contribution by the body contribution at both wavelengths $\frac{\sigma_{1320, / / w}+\sigma_{1320, \perp, w}+\sigma_{940, w}}{\sigma_{1320 / /, b}+\sigma_{1320, \perp, b}+\sigma_{940, b}}$, also referred to as $\frac{\sigma_{w}}{\sigma_{b}}$ for simplicity. In total this gives access to 18 predictor variables.

As previously described, a probability density function is constructed for each class and every predictor variable. Those functions are then used to predict the most likely class for each event in the testing set. Unlike the one-dimensional Bayesian classifier the predicted class is now the class that has the highest total score, see Equation (3.6), which is the sum of the score for each predictor variable.

$$
\begin{equation*}
T S_{C_{j}}\left(E_{i}\right)=\sum_{p r=1}^{18} S_{C_{j}}\left(E_{i}\right)_{p r} \tag{3.6}
\end{equation*}
$$

Where $S_{C_{j}}\left(E_{i}\right)_{p r}$ is the score of the class $C_{j}$ for the predictor $p r$ of the considered event $E_{i}$. Then the predicted class $A_{C_{j}}\left(E_{i}\right)$ is the class $C_{j}$ for which the total score $T S_{C_{j}}\left(E_{i}\right)$ is the highest. This class is, for the Bayesian classifier, the most likely class but it is not necessarily the correct one since there is some overlap between the different probability density functions.

The number of events in each of the classes is imbalanced, some species have been more active during their laboratory study than others. Therefore, as discussed in subsection 2.3.2, the training set has been randomly undersampled so that when evaluating the accuracy, the number of events in each class is identical. In practice, this introduces uncertainties to the retrieved accuracy, some classes may perform better (or worse) simply because the randomly selected events where far (or close) from the class boundary decision. To mitigate the impacts of the random undersampling, every classification task has been repeated 10,000 times, each time with an equal number of randomly selected events for each class. This will provide 10,000 values of accuracy, one for each repetition, which can be averaged, improving the confidence that can be given to the results and their repeatability.

Using all of the 18 predictor variables, the accuracy of the sex and species classification is equal to $64.34 \%$. The accuracy using only the wingbeat frequency is only of $55.58 \%$, showing that adding more predictor variables has improved the accuracy of the classifier. Howbeit, Bayesian classifiers implicitly assume that all predictor variables are independent, which is not the case for all of the 18 predictors variables. As such, using only a subset of the predictor variables could improve the accuracy of the classification by either removing the noisiest ones or the ones with the greater overlaps between classes.

Selecting the best combination of predictor variables is not trivial. A natural instinct would be to test every possible combination. In practice, with 18 predictors variables, there are 262,143 possible combinations, assuming unweighted score for
each predictor. Coupled with the need for repetition mentioned earlier, testing every possible combination was discarded. Instead of trying every combination, a more practical approach was chosen. It starts from the accuracy results obtained with all the predictor variables $a\left(\sum_{j} p r_{j}\right)$ as a reference value. Then a given predictor $p r_{k}$ was removed, leaving only the remaining 17 predictors. The accuracy using the remaining predictors $a\left(\sum_{j \neq k} p r_{j}\right)$ can thus be evaluated. Then the difference between the two $\Delta a\left(p r_{k}\right)$, also referred to as predictor contribution, is calculated as defined by Equation (3.7). Hence if removing the predictor $p r_{k}$ decreases the accuracy then $\Delta a\left(p r_{k}\right)$ will be positive, on the contrary if removing the predictor $p r_{k}$ increases the accuracy $\Delta a\left(p r_{k}\right)$ will be negative, and the predictor variable should be removed. The results of the predictors contributions are displayed in Table 3.3.

$$
\begin{equation*}
\Delta a\left(p r_{k}\right)=a\left(\sum_{j} p r_{j}\right)-a\left(\sum_{j \neq k} p r_{j}\right) \tag{3.7}
\end{equation*}
$$

Of the 18 predictor variables, eight have a negative contribution, meaning that without them the classification accuracy increases. The remaining 10 predictors have a contribution ranging from $15.4 \%$ to $0.06 \%$. As expected, the wingbeat frequency is the one with the highest impact on the classification and its importance far exceeds the one from other positive predictors. The knowledge about the importance of each predictor allows for the removal of the negative predictors from the classification, improving the accuracy of the classification. After removing every predictor variable with a negative contribution, the accuracy reaches $70.65 \%$ which is $6.31 \%$ more than with all the predictor variables and $15.07 \%$ more than with the wingbeat frequency alone.

Yet, one can note that the increase in accuracy is superior to the absolute sum of all the negative contribution. Similarly, it is observed that the predictor contribution varies depending on which subset of predictors is considered. In some cases, one

Table 3.3 Results of Predictor Variables Contributions

| Predictor variable | $f_{w}$ | $\frac{\sigma_{1320, / / b}}{\sigma_{940, b}}$ | $\frac{\sigma_{1320, \perp, b}}{\sigma_{940, b}}$ |
| :---: | :---: | :---: | :---: |
| $\Delta a(\%)$ | $+15,4 \%$ | $-1,42 \%$ | $+0,27 \%$ |
| Predictor variable | $\frac{\sigma_{1320, \perp, b}}{\sigma_{1320, /, b}}$ | $\frac{\sigma_{1320, / / w}}{\sigma_{940, w}}$ | $\frac{\sigma_{1320, \perp, w}}{\sigma_{940, w}}$ |
| $\Delta a(\%)$ | $+1,48 \%$ | $+1,28 \%$ | $+1,81 \%$ |
| Predictor variable | $\frac{\sigma_{1320, \perp, w}}{\sigma_{1320, /, w}}$ | $\frac{\sigma_{1320, / /, w}}{\sigma_{1320, /, b}}$ | $\frac{\sigma_{1320, \perp, w}}{\sigma_{1320, L, b}}$ |
| $\Delta a(\%)$ | $+0,61 \%$ | $-0,06 \%$ | $-0,32 \%$ |
| Predictor variable | $\frac{\sigma_{940, w}}{\sigma_{940, b}}$ | $\frac{\sigma_{1320, / / w}}{\sigma_{940, b}}$ | $\frac{\sigma_{1320, \perp, w}}{\sigma_{940, b}}$ |
| $\Delta a(\%)$ | $-0,23 \%$ | $+0,93 \%$ | $+1,09 \%$ |
| Predictor variable | $\frac{\sigma_{1320, \perp, w}}{\sigma_{1320, /, b}}$ | $\frac{\sigma_{940, w}}{\sigma_{1320, /, b}}$ | $\frac{\sigma_{940, w}}{\sigma_{1320, \perp, b}}$ |
| $\Delta a(\%)$ | $-0,1 \%$ | $-0,55 \%$ | $-0,81 \%$ |
| Predictor variable | $\frac{\sigma_{1320, /, w}}{\sigma_{1320, \perp, b}}$ | $\frac{\sigma_{w}}{\sigma_{b}}$ | $\frac{\sigma_{1320}}{\sigma_{940}}$ |
| $\Delta a(\%)$ | $+0,06 \%$ | $-0,6 \%$ | $+0,83 \%$ |

predictor may have a negative contribution but a positive one in another context. This demonstrates the complex dynamics between predictor variables. While the predictor contribution is a useful indication of the quality of a predictor variable, it should be used as a guiding principle and not an absolute rule.

Bayesian classifiers implicitly assume independence between predictor variables. Although they have been shown to still perform well even when it is not the case. At most, there could only be a maximum of seven truly independent predictor variables, derived from the ratios of the wing and body backscatter cross section for each of the three channels plus the wingbeat frequency. This observation has motivated the exploration of the predictor variable combination with a lower subset of predictors. Starting from seven predictors, several combinations have been studied, using the predictor contributions to explore different branches of possibilities. After careful consideration the best set of predictor variables raises the accuracy to $74.95 \%$, which
is $10.61 \%$ better than if all 18 predictor variables are included and $19.37 \%$ than with just the wingbeat frequency. The best predictor variables subset included only the six following parameters:

- $f_{w}$, which is the wingbeat frequency.
- $\frac{\sigma_{1320, \perp, b}}{\sigma_{1320, / / b}}$, which is the depolarization ratio of the insect's body at 1320 nm .
- $\frac{\sigma_{1320, \perp, w}}{\sigma_{1320} / /, w}$, which is the depolarization ratio of the insect's wing at 1320 nm .
- $\frac{\sigma_{1320}}{\sigma_{940}}$, which is the spectral ratio of the insect's total backscatter cross section.
- $\frac{\sigma_{1320, \perp, w}}{\sigma_{1320, \perp, b}}$, which is the wing to body ratio of the insect for the cross polarized light at 1320 nm .
- $\frac{\sigma_{1320, / / w}}{\sigma_{940, b}}$, which is the ratio of the wing backscatter cross section of the insect for the parallel polarization at 1320 nm by the body backscatter cross section of the insect at 940 nm , which has no well-defined physical meaning.

While this subset corresponds to at least a local maximum of the predictor variables accuracy in the combination space, it has not been proven to be the absolute maximum. Consequently, it is possible that another subset could be even better. Yet, it shows a $19.37 \%$ increase in accuracy when compared to the one-dimensional Bayesian classifier using only the wingbeat frequency. This demonstrates the benefits of using dual-wavelength and polarization sensitive measurements for the species and sex identification of mosquitoes and likely, for insects in general. However, for many real-world applications, an accuracy around $75 \%$ could still be considered as unsatisfactory. A possible improvement may be found in finding additional predictor variables, but also by improving the classifier itself. Indeed, the Naïve Bayes classifier is not the only possibility, thus several other algorithms have been considered.

### 3.2.3 Comparison of Machine Learning Algorithms for Mosquitoes Sex and Species Identification

Naïve Bayes classification has the advantages of being relatively easy to implement but it is not always the best method for classification. Other machine learning algorithms have been developed throughout the years to tackle complex high dimensional problems. In this section, five common machine learning classifiers have been considered. The Naïve Bayes classifier (NB), as a reference, compared with Linear Discriminant Analysis (LDA), Decision Trees (DT), Support Vector Machine (SVM) and K-Nearest Neighbors (KNN), all previously described in subsection 2.3.3. In this comparative study, the species studied are the males and females $A e$. albopictus, $A e$. vexans and Culex genus (mixed species of Cx. pipiens Linnaeus and Cx. restuans Theobald).

As in the previous subsection, all classifiers were trained using leave-one out cross validation. The training set and testing set were balanced using random undersampling until the exact same number of events in every class was selected. This process was, as previously explained, repeated and the results averaged in order to mitigate the stochastic fluctuations introduced by the random undersampling.

While the score system of each of these classifiers varies, they all fundamentally share the same basic goal: to give the highest score to the most likely class of any unknown event, similarly to the description given in subsections 3.2.1 and 3.2.2. These five algorithms will be compared on three different classification tasks.

The first and most difficult task, due to its higher number of classes, consists of identifying the sex and the species of mosquitoes from their backscattered signals. This application is the one that would be the most suited for environmental monitoring where the goal is to survey mosquito populations when confronted with the presence of more than one species at a single location. The results of macro average recall and precision are presented in Table 3.4. Macro average recall and
precision are presented with their $95 \%$ confidence interval, for each machine learning algorithms.

Table 3.4 Results of Recall and Precision for the First Classification Task

|  | Macro average recall (\%) | Macro average precision (\%) |
| :---: | :---: | :---: |
| LDA | $77.5 \pm 10$ | $78.1 \pm 9.3$ |
| DT | $71.6 \pm 13$ | $72.0 \pm 13$ |
| SVM | $\mathbf{7 9 . 7} \pm \mathbf{6 . 8}$ | $\mathbf{8 0 . 5} \pm \mathbf{1 0}$ |
| KNN | $65.6 \pm 9.5$ | $65.8 \pm 8.8$ |
| NB | $70.8 \pm 8.6$ | $72.8 \pm 15$ |

Among the five different machine learning algorithms, the one that perform best, highlighted in bold, is Support Vector Machine with a macro average recall of $79.7 \%$ and a macro average precision of $80.5 \%$. Which are respectively $8.9 \%$ and $7.7 \%$ more than the Naïve Bayes classifier.

The second classification task is directed towards identifying the sex alone when different species are mixed, without trying to discriminate between species. With the reduction in the number of classes, there is a reduction in the overlap between them, and therefore an improvement in efficiency. This could be applied to a situation where the evaluation of the number of disease vectors (only females are vectors) is paramount. Indeed, in cases were knowing the exact species is irrelevant, sacrificing the species identification for a higher recall and precision in the identification of sex could be welcomed. The results of macro average recall and precision are presented in Table 3.5. Macro average recall and precision are presented with their $95 \%$ confidence interval, for each machine learning algorithms.

Among the five different machine learning algorithms, the two that performs best, highlighted in bold, are Support Vector Machine and Linear Discriminant Analysis. LDA, has a macro average recall of $91.3 \%$ and a macro average precision

Table 3.5 Results of Recall and Precision for the Second Classification Task

|  | Macro average recall (\%) | Macro average precision (\%) |
| :---: | :---: | :---: |
| LDA | $\mathbf{9 1 . 3} \pm \mathbf{3 . 0}$ | $\mathbf{9 1 . 4} \pm \mathbf{2 . 5}$ |
| DT | $88.5 \pm 0.04$ | $88.5 \pm 0.04$ |
| SVM | $\mathbf{9 1 . 0} \pm \mathbf{1 . 0}$ | $\mathbf{9 1 . 1} \pm \mathbf{0 . 0 8}$ |
| KNN | $86.0 \pm 0.5$ | $86.1 \pm 0.4$ |
| NB | $84.3 \pm 0.4$ | $84.3 \pm 0.3$ |

of $91.4 \%$, which are respectively 11.6 and $10.9 \%$ above the best performant machine learning algorithm of the previous task. It is also clearly an improvement when compared to the Naïve Bayes with respectively $7 \%$ and $7.1 \%$ more in terms of macro average recall and precision. With only a $0.3 \%$ difference in macro average recall and precision, which is within the uncertainty interval, SVM is performing just as well as LDA. As such they can both be considered as the best performing algorithm for this task.

The third task is the differentiation between male and female for a single species, or more accurately for closely related species that are Culex pipiens Linnaeus and Culex restuans Theobald. As mentioned earlier, the identification of sex for a single species is useful in a laboratory situation such as the sterile insect mitigation techniques. Where releasing sterile males is desired while releasing non-sterilized females should be avoided. The identification of sex by using fast and automated classification through machine learning algorithms could improve the efficiency of the sterile insect technique by combining it with an intelligent trap, as presented in Silva et al. 2016 [169]. The results of macro average recall and precision are presented in Table 3.6. Macro average recall and precision are presented with their $95 \%$ confidence interval, for each machine learning algorithms.

Table 3.6 Results of Recall and Precision for the Third Classification Task

|  | Macro average recall (\%) | Macro average precision (\%) |
| :---: | :---: | :---: |
| LDA | $97.1 \pm 2.8$ | $97.2 \pm 2.6$ |
| DT | $\mathbf{9 9 . 9} \pm \mathbf{0 . 0 5}$ | $\mathbf{9 9 . 9} \pm \mathbf{0 . 0 5}$ |
| SVM | $98.5 \pm 0.5$ | $98.6 \pm 0.4$ |
| KNN | $92.1 \pm 1.9$ | $92.3 \pm 1.6$ |
| NB | $98.6 \pm 0.8$ | $98.6 \pm 0.8$ |

For the third task of identification of sex for a single species, DT algorithm is performing extremely well with an almost perfect classification, $99.9 \%$ for both macro average recall and precision. Although all other algorithms performed very well with metrics above $97 \%$, expect for KNN. This makes the identification of sex for closely related species of mosquitoes through machine learning algorithms based on dual-wavelength and polarization sensitive backscattered signals a viable option that could be used in practical applications.

Depending on the classification task, the best performing machine learning algorithm changes and so do the performance metrics. The changes in performances, due to different classification tasks, were expected as increasing the number of classes or modifying the classes to be discriminated can impact the overlap in predictor variable distributions. However, the change in best performing algorithm could be seen as less obvious as it can be conceived that a well performing machine learning algorithm could outperform all others on all tasks.

When considering all three classification tasks, the best algorithms are SVM and LDA, while KNN and NB are never the best machine learning algorithms and, in most cases, are the least performing ones. For the KNN classifier, the most logical explanation for its poor performance is that for some of the predictor variables, there is little difference in value distribution making the search for neighboring instance
unreliable for prediction purposes. For the NB classifier, the lack of performance may be explained by an overreliance on the assumption of independence between predictors variables. In all cases, further investigation about predictor variable pre-processing using methods such as principal component analysis could prove to be beneficial by providing uncorrelated sets of lower dimensions to train the machine learning algorithms.

For the monitoring of sex and species of mosquitoes at a location where several species can be expected, Support Vector Machines seems to be the most efficient classification algorithm. This broad approach is the best suited for regular and systematic surveillance campaigns where time resolved activity of each species and sex can be monitored and compared. Decision Trees CART algorithm could then be applied to separate males and females more effectively, potentially providing information on the efficacy of sterile insect mitigation techniques.

### 3.2.4 Identification of Mosquitoes Gravidity

In the previous subsection, the species and sex identification of mosquitoes has been studied. In this subsection, the differentiation of gravid females (carrying eggs) from non-gravid females (not carrying eggs) mosquitoes is studied. This information can be used to identify possible breeding habitat, predict an increase in the mosquito population and provide a better overall understanding of the ecosystem dynamics. With the exception of a few autogenous species, in order to become gravid, a female mosquito must have had a blood meal in the previous days, as the complete digestion of the blood meal and the development of the ovaries takes between 69 and 97 hours [170]. Adult females lay their eggs in various ways depending on the species. For most species, females will lay around 100 to 200 eggs, in stagnant water. The eggs will then hatch as soon as the conditions, water and temperature, are favorable. It is during the blood meal process that most infectious diseases can be transmitted from
the host to the female. The infected female can then spread this infectious disease to any subsequent host that they will feed upon. Hence, monitoring the gravid female population together with atmospheric conditions may provide information on when newly emerged mosquitoes are likely to become active, as well as estimating the risk of exposure to infectious diseases.

As previously demonstrated, see subsection 3.2.2, dual-wavelength and polarization sensitive backscattered signals can be useful, in addition to the wing beat frequency, for sex and species identification of mosquitoes. This contribution also demonstrates that they can contribute to the identification of the gravidity of female mosquitoes from the Culex genus. As displayed in Figure 3.3, the results show that the depolarization ratio of the body is different, on average, between gravid females and non-gravid females, which to the best of my knowledge is the first study to demonstrates this effect. This may originate from the multiple scattering induced by the numerous eggs in the specimen's abdomen. In addition, a slight difference can also be observed in the wingbeat frequency. Indeed, the gravid females have a slightly higher average wingbeat frequency as they compensate for the increase in weight [171]. This difference on both predictor variables is then used to train and test different machine learning classifiers. Figure 3.3 encapsulates the most significant in-between class variation of the predictor variables, yet other variables are also considered for the gravidity identification task.

As in the previous subsection, all classifiers where trained using leave-one out cross validation and random undersampling. In this experiment the species studied are the male and female Ae. albopictus, Ae. vexans and Culex (mixed species of $C x$. pipiens Linnaeus and Cx. restuans Theobald). Only specimens from the Culex genus were studied for gravidity. Unless explicitly mentioned otherwise, all classes should be considered as non-gravid.


Figure 3.3 Normalized histogram for the depolarization ratio of the body (A) and the wingbeat frequency (B) for the gravid and non-gravid female of the Culex genus. Scatter plot for both aforementioned predictor variables and the same classes (C).

The first step in refining the identification of mosquitoes' gravidity is to explore which of the five machine learning algorithms performs best for the gravidity identification task. In this task only two classes are considered, gravid and non-gravid mosquitoes of the Culex genus. The results of macro average recall and precision are presented in Table 3.7. Macro average recall and precision are presented with their 95\% confidence interval, for each machine learning algorithms.

Table 3.7 Results of Recall and Precision for the Gravidity Classification Task

|  | Macro average recall (\%) | Macro average precision (\%) |
| :---: | :---: | :---: |
| LDA | $\mathbf{8 6 . 6} \pm \mathbf{1 . 2}$ | $\mathbf{8 6 . 6} \pm \mathbf{0 . 7}$ |
| DT | $82.8 \pm 0.3$ | $82.8 \pm 0.2$ |
| SVM | $\mathbf{8 5 . 9} \pm \mathbf{3 . 7}$ | $\mathbf{8 6 . 0} \pm \mathbf{2 . 6}$ |
| KNN | $82.2 \pm 9.1$ | $82.6 \pm 6.0$ |
| NB | $79.6 \pm 18$ | $81.7 \pm 11$ |

Among the five different machine learning algorithms, the ones that perform best, highlighted in bold, are Linear Discriminant Analysis with a macro average recall of $86.6 \%$ and a macro average precision of $86.6 \%$ and Support Vector Machine
with a macro average of $85.9 \%$ and a macro precision of $86.0 \%$. As one of the two best classifiers for gravidity identification, LDA has been furthermore studied to obtain class level recall and precision, as presented in Table 3.8. Results are presented with their $95 \%$ confidence intervals.

Table 3.8 Results of the 2-class LDA classifier for the Gravidity Classification

|  | Recall (\%) | Precision (\%) |
| :---: | :---: | :---: |
| Culex female, non-gravid | $87.1 \pm 0.16$ | $85.9 \pm 0.14$ |
| Culex female, gravid | $\mathbf{8 6 . 1} \pm \mathbf{0 . 1 3}$ | $\mathbf{8 7 . 3} \pm \mathbf{0 . 1 7}$ |

These results show that predictor variables extracted from dual-wavelength polarization-sensitive measurements can be reliably used to train an LDA classifier for the purpose of differentiating gravid mosquitoes from non-gravid mosquitoes of the Culex genus. When only the wingbeat frequency is considered the recall and precision of the gravid class are lower, by 21.3 and $26.9 \%$ respectively. Meaning that the dual-wavelength polarization-sensitive measurements greatly improve the identification of gravidity of Culex mosquitoes.

The second task is also directed toward identifying gravid Culex mosquitoes but from among a broader pool of possible classes, as can be expected in real-world experiments. This is done by including male and female (all non-gravid) Ae. albopictus, Ae. vexans and Culex mosquitoes to the previously described two classes LDA classification. The results of class level recall and precision are presented in Table 3.9. Class level recall and precision are presented with their $95 \%$ confidence interval, for each machine learning algorithms.

These results show that even when the gravid females are to be identified within a larger pool of possible classes, namely other mosquito species and sex, they can still be separated with reasonable accuracy. Moreover, the classifier still performs efficiently for classes other than the gravid one with an accuracy of $75.7 \pm 0.13 \%$.

Table 3.9 Results of the 7-class LDA classifier for the Gravidity Classification

|  | Recall (\%) | Precision (\%) |
| :---: | :---: | :---: |
| albopictus male | $84.6 \pm 0.22$ | $75.2 \pm 0.30$ |
| albopictus female | $77.1 \pm 0.37$ | $70.0 \pm 0.38$ |
| Culex male | $76.3 \pm 0.37$ | $64.6 \pm 0.29$ |
| Culex female | $79.3 \pm 0.31$ | $79.4 \pm 0.36$ |
| vexans male | $72.4 \pm 0.24$ | $77.2 \pm 0.25$ |
| vexans female | $65.9 \pm 0.30$ | $79.6 \pm 0.35$ |
| Culex female gravid | $\mathbf{7 8 . 9} \pm \mathbf{0 . 3 1}$ | $\mathbf{8 3 . 7} \pm \mathbf{0 . 3 3}$ |

When compared with the previous case, both the recall and precision of the gravid class have decreased. This was expected as this new task involves more classes and is thus more complex. Yet, even with this broader approach, closer to what can be expected during an actual field campaign, the recall and precision are still around $80 \%$. Showing that the dual-wavelength and polarization sensitive backscattered signals from an ESOS, coupled with an LDA classifier, can identify the presence of eggs in the abdomen of a moving mosquito from several meters away with close to $80 \%$ accuracy.

### 3.3 Laboratory Study of Insects Characteristics from eBoss Data

The final purpose of entomological photonic sensors is to be able to study insects in their natural environment, i.e., outside of laboratory conditions. As demonstrated in the previous section, using the ESOS dual-wavelength and polarization sensitive measurements allows for the identification of mosquitoes' species, sex group and gravidity. However, this 3-channels ESOS has limitations in terms of field application. Operating such a finely tuned system outside of laboratory conditions introduces some challenges. The main issue being the need for long term autonomous operation in
the field. Insect monitoring campaigns usually last weeks to months. Maintaining a perfectly aligned dual-wavelength and polarization sensitive instrument for months at a time is difficult due to thermal expansion and vibrations from the environment. While it could be done with daily calibration and alignment procedures, it would defeat one the fundamental reason for the development of EPS: to monitor insect population with limited supervision, possibly replacing or at least complementing time consuming trapping studies.

To resolve this limitation, two approaches have been considered. First a simpler version of the 3-channels ESOS, see subsection 2.1.1, has been designed. This field ready ESOS operates with a single channel operating at 940 nm , as described in more details in subsection 4.1.2. With a single channel, and a larger active area on the detector, the requirements in terms of alignment are greatly reduced and this ESOS can operate for extended periods of time with limited maintenance. Although, without the dual-wavelength and polarization sensitive measurement, and without ranging capabilities, the ability of this ESOS in terms of insect identification is limited. Only the wingbeat frequency and wing to body ratio at 940 nm can be used as predictor variables. While that information is useful, and some of those results are used in Chapter 4, it does limit the identification accuracy of the system when compared to its laboratory version.

The second approach was to develop an EPS that would provide more predictor variables than the ESOS in field conditions. This is what has motivated the development of the eBoss, see subsection 4.1.3. With its extinction configuration, range is no longer an issue and this system can extract additional predictor variables, when compared to the single channel ESOS. In particular, the specimen mass along with its wing and body extinction cross sections. The eBoss can also operate for extended periods in the field with limited supervision.

In field conditions, being able to identify the species of the insects that cross the laser beam would be greatly beneficial. It would allow for the study of species-specific behavior and activity. As demonstrated from predictor variables extracted from ESOS signals, machine learning algorithms can be used for such tasks. Evidently, studies in a control environment, where the exact nature of every specimen crossing the beam is known, must first be conducted for the eBoss in order to train such classifiers. The single channel field ESOS does not require such additional studies since it is equivalent to the first channel of its parent design, the three channels laboratory ESOS, that has already been characterized.

### 3.3.1 Wingbeat Frequency Distribution

As mentioned earlier, the wingbeat frequency of insects is one of their most important characteristics for species and sex identification. The retrieval of wingbeat frequency from the amplitude modulation of an insect signal has been discussed in length in subsection 2.2.2. Using the eBoss, over 96,000 events from 12 different species and sex group of insects have been studied in the laboratory. Figure 3.4 shows the wingbeat frequency distribution retrieved from the laboratory eBoss.


Figure 3.4 Wingbeat frequency distribution retrieved in laboratory conditions by the laboratory eBoss. The count is normalized so that every histogram may be clearly visible. Images, illustrating the morphology of each and every species, were added to help in visualizing the numerous species and sex groups. An arrow, of the same color as the bar plots, was added to indicate which species and sex group each picture corresponds to.

### 3.3.2 Wing and Body Extinction Cross Sections Distributions

The methodology described in subsections 2.2.4 and 2.2.5 was applied to the 96,000 events previously introduced. From such analyses, both the wing and body extinction cross sections have been retrieved. The results are presented in Figure 3.5.

As discussed in more details in subsection 2.1.3, one of the EPS limitations is the underestimation of the insects' cross section. Values of the body cross sections sometimes approach 0 which, for the bumble bee (Bombus bimaculatus) in particular, is too low to be a proper estimation of the cross section. This is due to the situations where one of the insect wings is in the beam, therefore providing its characteristics amplitude modulation, while most of the insect body is outside of the laser beam. In such situation, the event selection algorithm, described in subsection 2.2.1, will consider the event as an insect's event, possessing the periodic amplitude modulation, and thus will not discard it. While extremely low body cross section values could be filtered out, there exist a fundamental limit. This limit is defined by the extinction


Figure 3.5 Scatter plot of the wing extinction cross section vs the body extinction cross section. Retrieved in laboratory conditions by the laboratory eBoss. Images were added to help in visualizing the different species and sex groups. The mosquito species are bundled together since the overlap is too great to clearly see each one of them separately.
cross section of the smallest insects (or the more transparent insect, or a combination of both) that can be measured, i.e., $\sigma_{\text {min }}$. Indeed, in its current form, the analysis cannot distinguish between the smallest insect completely within the laser beam and a larger insect partially within the beam. A similar issue arises when considering the wing extinction cross section. However, events for which the wings are not entirely within the laser beam are less likely to pass the harmonicity algorithm. The insects' wings are generally more transparent than their body, i.e., higher quasi-ballistic transmittance. Hence, if their contribution is negligible or not sufficiently periodic (i.e., wings only partially within the beam) the event is likely to be discarded as non-insect event. As such, the distribution of the extinction cross section will be spread towards lower values (left tail), increasing the variability of the measured extinction cross section, which is a predictor variable, reducing the accuracy of the identification task, but without preventing it entirely.

As expected, the wing and body extinction cross section of the three mosquito species overlaps greatly. Although, an unexpected result did arise from this study. It
appears that, for small insects such as mosquitoes, the retrieved extinction cross section is sometimes greater than the geometrical cross section, measured using microscope pictures. Meaning that they appear as if they were absorbing and scattering more photons than their physical size could possibly explain in geometrical optics. While this is still currently under consideration, two main areas of explanation are being considered.

The first possible explanation consists in investigating if this could be the consequence of deviation from the hypothesis of uniformity of the energy density of the laser beam. Indeed, one of the fundamental assumptions is that the light energy density is sufficiently close to uniformity for any variation to have only a negligible effect on the retrieved extinction cross section. If this assumption is incorrect then it is possible to overestimate the extinction cross section. While the insect travels through the area of higher energy density within the beam, the amount of energy absorbed and scattered away per unit of area is greater than anywhere else. As a consequence, it is interpreted as a larger insect traveling through a laser beam where the energy density is equal to the average value, i.e., overestimation of the cross section.

The second possible explanation relies on a more fundamental consideration. If the overestimation does not originate from an experimental imprecision or error, it could be due to an unexplained optical phenomenon. While yet to be fully understood, the phenomenon of measuring an extinction cross section higher than the geometrical cross section has been named, in some studies, as the extinction paradox [172, 173, 174]. When applied to targets such as mosquitoes, no satisfactory answer has yet been found to fundamentally explain the experimental observations. A new experimental protocol, aiming at studying this phenomenon, is currently under examination and theoretical consideration based on the Ewald-Oseen extinction wave [175] are being explored.

As such the extinction cross section of small insects can sometime be overestimated. Effectively, it will spread the distribution of the extinction cross section towards higher values (right tail), increasing the variability of the measured extinction cross section, which is a predictor variable, reducing the accuracy of the identification task.

### 3.3.3 Mass Calibration

As presented in subsection 2.2.8, Equation (2.29) allows for the retrieval of the mass of an individual insect using the measured extinction cross section of the insect body and the coefficient $\eta$. In order to evaluate coefficient $\eta$, the laboratory eBoss was used to retrieve the body ECS of insects of known weight. In total, five groups of insects were considered: in order of increasing mass 1) mosquitoes (both Culex quinquefasciatus and Aedes aegypti), 2) flies (Musca domestica), 3) bees (Osmia lignaria), 4) wasps (Vespula maculifrons), 5) bumble bees (Bombus bimaculatus). Insects were weighed immediately upon their death as well as post desiccation using a 0.1 mg precision scale, to determine their wet and dry mass.

A fit of Equation (2.29) provides an estimation of the insect mass $m$ from their body ECS $\sigma_{e x t, b}$, see Figure 3.6. In terms of percent error between predicted and actual mass, the worst prediction is for the dry mass of mosquitoes with a $113 \%$ percent relative error. However, the absolute error is only 1 mg . Meaning that the dry mass of mosquitoes tends to be overestimated by 1 mg . On the other hand, the best prediction in terms of percent error is for the dry mass of bumble bees with only $3.2 \%$ difference, due to an average overestimation of 2.4 mg .


Figure 3.6 (A) and (B) display the result of the fit of Equation (2.29) for the wet and dry mass respectively. Error bars represent the standard deviation. (C) and (D) displays the results of the estimated mass (respectfully wet and dry) using the results of the previous fit and Equations (3.8) and (3.9), in function of the actual mass measured with a 0.1 mg precision scale. Blue diamonds represent the estimation for each of the five insect groups and the orange dotted line is the line of perfect estimation, for which the estimated mass is equal to the actual mass.

Using a Levenberg-Marquardt algorithm $[176,177]$ to fit Equation (2.29), the values of $\eta$ can be estimated for both the wet and dry insect mass. This fit allows for the determination of the relation between mass and ECS of the insect body, see Equations (3.8) and (3.9).

$$
\begin{equation*}
m_{w e t}=0.157 \cdot\left(\sigma_{e x t, b}\right)^{\frac{3}{2}} \quad R^{2}=0.96 \tag{3.8}
\end{equation*}
$$

$$
\begin{equation*}
m_{d r y}=0.075 \cdot\left(\sigma_{e x t, b}\right)^{\frac{3}{2}} \quad R^{2}=0.98 \tag{3.9}
\end{equation*}
$$

Where $m$ is the estimated mass in $m g$ (either dry or wet), $\sigma_{e x t, b}$ the insect body extinction cross section in $\mathrm{mm}^{2}$.

### 3.4 Mel Frequency Cepstral Coefficients as Predictor Variables

### 3.4.1 Mel Frequency Cepstral Coefficients for Mosquitoes Sex and Species Identification

Analyzing the frequency spectrum derived from the Fourier transform of the amplitude modulation due to the insect wings provides information on the specimen. One piece of information extracted from the frequency spectrum is the wingbeat frequency of the specimen. While this information alone is sufficient for the discrimination between male and female mosquitoes, as detailed in subsection 3.2.1, in other cases it is not sufficient. As an example, for the discrimination between male Culex quinquefasciatus and male Aedes aegypti the wingbeat frequency distributions, presented in Figure 3.7, are so similar that the capability of the wingbeat frequency as a predictor variable is limited. Indeed, using an SVM classifier for the task of discrimination between males of the aforementioned species, the accuracy is of $53.6 \%$, which is barely above random prediction.

Evidently, the frequency spectrum contains more information than just the wingbeat frequency. This information could be the key to discriminate species with a similar wingbeat frequency. Additional information could be retrieved by studying more subtle properties of the frequency spectrum. To do so, MFCCs are calculated, as descried in subsection 2.2.3. In Figure 3.8, the distribution of the first 12 MFFCs are presented, as an illustration of the information that they can provide. The overlap between distributions for each individual coefficient is comparable to the one between the wingbeat frequency distributions. Yet, when considered not individually but as features from a 12-dimensional space, they can discriminate between the males of the two considered species with a much higher accuracy than the wingbeat frequency alone. Using SVM, with the first 13 MFCCs as predictor variables instead of the


Figure 3.7 Wingbeat frequency distribution for male Aedes aegypti (blue) and male Culex quinquefasciatus (orange). The count is normalized so that the total area of both histogram is equal to one.
wingbeat frequency, the accuracy of the classification increases to $80.6 \%$, which is $27 \%$ above the previous classification task. This clearly shows that the MFCCs provide additional information and that studying the timbre of mosquitoes is useful for the identification of closely related species. Additionally, if the MFCCs are used with the wingbeat frequency the accuracy reaches $83.4 \%$, which shows that the fundamental frequency of the frequency spectrum does contain information that is not entirely described in the first 13 MFCCs.


Figure 3.8 Distributions of the first 12 MFCCs for male Aedes aegypti (blue) and male Culex quinquefasciatus (orange).

### 3.4.2 Mel Frequency Cepstral Coefficients for the Discrimination between Wasps and Bees

Up to this point, MFCCs have been shown to contain more information than the wingbeat frequency alone but only for mosquito species. While this is an important result, mosquitoes' flight mechanism is significantly different than most other flying insects [178]. Indeed, most flying insects rely on translation-dominated aerodynamics but mosquitoes particularly rely on rotational-dominated aerodynamics. Therefore, in order to generalize the usefulness of MFCCs for insect identification, it is necessary to study more traditional fliers. Similar to the two mosquito species previously studied, the male Osmia lignaria (bees) and the Vespula maculifrons (wasps) have comparable wingbeat frequency distributions, as shown in Figure 3.9. Using only the wingbeat frequency with an SVM classifier, for the task of discrimination between the aforementioned species, the accuracy is of $69.7 \%$.


Figure 3.9 Wingbeat frequency distribution for male Osmia lignaria (blue) and undetermined sex of Vespula maculifrons (orange). The count is normalized so that the total area of both histogram is equal to one.

When using MFCCs, instead of the wingbeat frequency, with an SVM classifier, the accuracy of the classification rises by $21.1 \%$, leading to an accuracy to $90.8 \%$. This illustrates that, regardless of the type of fliers, the MFCCs contain information about the specimen that is not described in the wingbeat frequency alone. Thus, MFCCs are valuable predictor variables for insect identification.

The number of MFCCs was limited to the first 13 coefficients. However, this specific number of coefficients is not a necessary condition and more coefficients could be derived. While preliminary investigation suggests that employing the first 13 coefficients, as in the previous classification tasks, is providing good results, more studies are needed to find the best number and best combination of coefficients. Furthermore, $1^{\text {st }}$ and $2^{\text {nd }}$ order time derivatives of those coefficients can also be considered which adds another level of complexity to the selection process. This is currently under investigation and a new publication on the topic is being considered.

### 3.4.3 Specimen Orientation within the Laser Beam

The MFCCs effectively describes the influence of the repeated pattern within the insect's wing contribution on the frequency spectrum, as mentioned in subsection 2.2.3. The investigation on the influence of this pattern lead to a collaboration with scientific teams from the University of London and the University of Oxford. As presented in Bomphrey et al. 2017 [178], and illustrated in Figure 3.10, the mosquito model that has been developed by those teams uses a diffusion model combined with an overall mosquito shape, reproducing the outline of the mosquito morphology and its light scattering properties.

From this model, the wing contribution can be evaluated and its shape plotted in function of the specimen orientation within the laser beam, as shown in Figure 3.10. The orientation of observation is defined by two angles: Azimuthal and Polar. The Azimuthal angle, also referred to as Yaw, is equal to $0^{\circ}$ when the mosquito is
observed from the anterior side (front) and $180^{\circ}$ when observed from the posterior side (back). The Polar angle is equal $-90^{\circ}$ when observed from the ventral side (bottom) and $+90^{\circ}$ when observed from the dorsal side (top).


Figure 3.10 Image illustrating the mosquito model. The presented frame represents the mosquito model when observed with a Yaw angle of $47^{\circ}$ and a polar angle of $0^{\circ}$. Image credit: Bomphrey et al. 2017 [178]

While such consideration cannot fully take into account the specular reflection or the interaction between light and the thin legs, hairs or fibrils of the specimen, it did confirm that from a diffuse standpoint the shape of the wing contribution (i.e., periodic amplitude modulation) to the signal will change depending on the orientation of the specimen within the laser beam, as shown in Figure 3.11.


Figure 3.11 Theoretical periodic pattern of the wing contribution for different angles of observation, as predicted by the mosquito simulation. Every square contains two full wingbeat cycles.

The orientation is important to consider as it can influence the value distribution of the MFCCs. A given insect species observed from the side could provide an identical signal to another species when observed from the front. Consequently, the orientation of the specimen within the laser beam, which is unknown in real-world conditions, will lead to an increase of the variability of the MFCCs (and cross sections) distributions, effectively spreading their distributions. In turn, this will have the effect of increasing the overlap between classes, reducing the accuracy of the classification. Admittedly,
the fact that the orientation of the specimen within the laser beam is unknown is a current limitation of the methodology.

## CHAPTER 4

## FIELD CAMPAIGNS AND RESULTS

The capabilities of EPS in laboratory conditions have now been discussed but ultimately the two systems, ESOS and eBoss, are intended for real-world experiments. Referred to as field campaigns, the real-world experiments consist of deploying the EPS outside where wild flying insects are present in order to study their characteristics and behavior.

### 4.1 Field Setup and Location

Throughout the course of this project three field campaigns have been conducted, one per year starting in 2020. All three campaigns happened at the same location. The main differences between campaigns are changes in the type and number of systems deployed. The field ESOS, described in more details in subsection 4.1.2, was deployed with little to no modification in its design for all of the three campaigns. During the 2020 campaign only this field ESOS system was deployed. This campaign demonstrated that EPS could operate for extended periods of time at the chosen location. For the 2021 campaign, two more systems where added, the first design of the field eBoss, see subsection 4.1.3. Finally for the 2022 campaign, as in 2021, three systems were deployed but one of the first design eBoss was replaced by a second design eBoss, see subsection 4.1.3.

### 4.1.1 Field Location

The field campaigns took place in a semi-urban environment, a small patch of green within the city of Secaucus, Hudson County, NJ, USA, see Figure 4.1. Located in one of the world's largest megalopolises, the area has a relatively low density of insects when compared to the wetlands where insects studies are often conducted. The field
is approximately $40 \times 10 \mathrm{~m}$ with tall grass bordered by a roughly 1 ha woodlot. A co-located portable weather station was operating next to the field where the campaigns took place, allowing for the recording of outdoor temperature, humidity, wind speed, wind direction, rainfall, and solar radiation from the all-in-one sensor.


Figure 4.1 Aerial view of the field location $\left(40^{\circ} 47^{\prime} 09.8^{\prime \prime} N 74^{\circ} 03^{\prime} 28.1^{\prime \prime} W\right)$. Both green tents, used to protect the equipment from rain, are visible. The optical path of the laser beams, of both eBoss, is indicated by the orange arrow starting from the emitters and pointed toward the receivers. The optical path of the ESOS is indicated by the red double arrow following along the southern tree line. The weather station is located on top of a metal container located directly south of the field and is indicated by a blue circle.

This specific location has been chosen for several reasons: 1) The field being part of the regular operation sites of one of the project collaborators, no permit was required to access the field location, 2) The field is located within a protected campus, reducing the risk of unwanted human interaction with the instrument, 3) The field allows for an easy access to the electrical grid while being in a patch of green.

### 4.1.2 Optical Layout of the Field ESOS

The field ESOS system is a laser-based optical sensor that records the light backscattered by any targets that transit through its laser beam. Similar to a lidar system, the laser beam and the telescope optical axis are coaxial and are both pointing in the same direction. As displayed in Figure 4.2, the telescope focuses the light backscattered by insects on an optical detector after passing through an optical filter to reduce the sunlight contribution. The laser source is a $4 W$ continuous wave diode operating at 940 nm wavelength (L4-9891510-100M; Lumentum, Milpitas, CA, USA) with an initial beam diameter of 2.54 cm and 3 mrad divergence. The telescope is a converging lens with a 25 cm focal length and anti-reflection NIR coating, the detector is an amplified, switchable-gain, Silicon detector (PDA36A2; Thorlabs, Newton, NJ, USA). The backscattered signal is recorded at a sampling frequency of $30,517 \mathrm{~Hz}$ by a 16-bit digitizer (M4i4420-x8; Spectrum, Stamford, CT, USA). The optical path is titled $\sim 3^{\circ}$ upward, starting about 25 cm above the ground near the emitter and finishing 36 m further in the forest approximately 2.5 m above the ground due to the slight inclination of the field. The instrument is powered by the electrical grid and uses less than $20 W$, plus approximately $80 W$ for the computer used for the data acquisition.


Figure 4.2 Optical layout of the field entomological stand-off optical sensor (ESOS). Divergence of the backscattered light has been exaggerated for ease of representation.

In essence the design of the field ESOS is similar to a single channel laboratory ESOS, but with two noticeable differences. The collecting optic of the field ESOS is larger, with a converging lens of 400 mm diameter, and the field detector has a larger active area $\left(\sim 13 \mathrm{~mm}^{2}\right)$ than the laboratory one. This allows the system to be less susceptible to misalignment, which reduces the need for re-alignment procedures throughout the campaign.

### 4.1.3 Optical Layout of the Field eBoss

The field eBoss (both designs) relies on a low intensity continuous laser diode source (CPS980, Thorlabs, Newton, NJ, USA) with a peak optical power of 5 mW , operating at 980 nm . As shown in Figure 4.3, for the first design, the laser beam emitted by the laser diode is expanded using a combination of converging lenses. For the second design the laser beam emitted by the laser diode is expanded using a combination of a convex mirror followed by a concave mirror. In both cases, the collimated laser beam (under 1 mrad divergence) is propagating horizontally, 20 to 40 cm above vegetation, over a range of 36 m . At the end of the optical path, the light is collected by a converging lens, goes through a bandpass filter and is then focused onto the active area of an amplified, switchable-gain, silicon detector (PDA36A2; Thorlabs, Newton, NJ, USA). The optical signal is recorded at a sampling frequency of $30,517 \mathrm{~Hz}$ by a 16-bit digitizer (M4i4420-x8; Spectrum, Stamford, CT, USA).

The second design, implemented for the third campaign, was aimed at improving the eBoss first design and reduce some of its limitation. First and foremost, the lenses forming the beam expander were replaced by mirrors. This was done in order to mitigate an experimental limitation of the first design. In the first design, the expanded beam profile was progressively modified as the beam propagated over the 36 m range. Briefly, some of the light energy was accumulating at the outer edge of the laser beam, inducing an outer ring of higher energy density on the receptor end.


Figure 4.3 Experimental layout of the field Entomological Bistatic Optical Sensor System (eBoss). (A) illustrates the first design, using optical lenses for the beam expansion. (B) illustrates the second design, using mirrors for the beam expansion. Angles and divergence have been exaggerated for ease of representation.

While this issue was mitigated by using a well-placed iris, removing the ring from the field of view of the detector, it still increased the uncertainty of the retrieved extinction cross section by deviating from the beam energy density uniformity assumption. The use of mirrors has greatly reduced this effect making the system easier to operate and the retrieval of extinction cross sections more precise.

### 4.1.4 4G Network, Weather Station and CDC Light Traps

In order to provide the field with internet access, a 4G LTE router was installed. While not fundamentally necessary, internet access provides several useful services. Operating feedback, such as average signal value and standard deviation, can be sent to the internet data storage (or "cloud") where they can be remotely monitored by the user to ensure proper operation of the system without the need to physically visit the field location. Transferring the entirety of the raw data, and not only operating feedbacks, to the cloud was considered. However, each systems generates approximately 3 GB of data par day, making the cloud storage of the raw data
relatively expensive. In addition, the location of the field did not allow for a sufficiently stable connectivity to reliably upload the data. Instead, a local storage of the raw data was chosen.

A portable, solar powered, weather station (WS-1002-WIFI, Ambient Weather, Chandler, AZ, USA) was installed at close proximity to the field, on top of a metal container located directly south of the field, see Figure 4.2. This station was used to monitor several key environmental parameters, such as UV radiation, temperature, wind direction and speed, relative humidity, rainfall and atmospheric pressure. Those measurements are saved both locally and in the cloud on the ambient weather network.

In addition, eight New Jersey light traps were operated across Hudson County, NJ throughout the study period, see Figure 4.4. The traps were deployed by the Hudson Regional Health Commission for monitoring mosquito populations. The traps used a 25 -watt incandescent bulb to attract flying insects. A light sensor caused the trap to run every night from dusk to dawn. As insects flew near the bulb, a fan sucked them into a collection jar. The jar contained dichlorvos impregnated strips (Nuvan Prostrips, AMVAC, Los Angeles, CA, USA) to kill the insects. Specimens were collected two times a week and returned to the laboratory for identification. All Culicidae (mosquitoes) were retained and identified to the species level while other insect families were discarded. The relative counts of those mosquito traps can then be compared to the results obtained from entomological photonic sensors. As the EPS methodology is new, it calls for a validation by comparison with well tested and widely approved methodologies. The study of insects is often conducted with traps, which counts the number of captured specimens to study the abundance of insects.


Figure 4.4 Aerial view of the experiment location $\left(40^{\circ} 47^{\prime} 09.8^{\prime \prime} N 74^{\circ} 03^{\prime} 28.1^{\prime \prime} W\right)$ and its surroundings, the U.S. Northeast megalopolis (Manhattan Island top right corner). The field location and the co-located weather station are symbolized by a black marker. The positions of the New Jersey light traps are indicated by a red marker.
Image credit: NASA's Earth Observatory, NASA/GSFC/MITI/ERSDAC/JAROS, and U.S./Japan ASTER Science Team.

### 4.2 2020 Field Campaign

From the measurement conducted in real-world conditions, i.e., field measurements, important information can be extracted. First the wingbeat frequency of every observed insect can be retrieved in order to create and study the overall wingbeat frequency distribution. This can provide information on which species are present in the field, a priori unknown. Additionally, using Equation (2.23), the aerial density of flying insects can be studied on any user defined time resolution. A weekly to monthly time resolution would be best suited to study the seasonal trend of insect populations while a shorter, hourly or minute, time resolution would be useful to understand insects' circadian rhythms. Additionally, this information can be coupled with the environmental parameter recorded by the weather station, in particular the temperature and sunlight level (i.e., UV radiation) which both have a significant influence on insects' behavior.

The 2020 campaign was the first deployment of an EPS and as such served as a proof of concept and viability study. The measurement campaign took place from August $19^{\text {th }}$ to November $6^{\text {th }}, 2020$. Over that period, the instrument was temporarily shut down every three to four days for checkups and routine verifications, resulting in an overall down time of $1.2 \%$. Over 80 days the instrument detected a total of 72,975 transit signals, from which $59,105(80.1 \%)$ presented acceptable harmonic series in the frequency domains and were retained as originating from insects for further analysis. From each of these transits, the wingbeat frequency, wing to body ratio and transit time were recorded together with the data collected by the weather station.

### 4.2.1 Temperature Correction

The wingbeat frequency of many insect species is known to change with air temperature due to the change in air density as well as the change in the insect's body temperature. While the exact relationship between ambient temperature and
wingbeat frequency is complex and beyond the scope of this contribution, it appears to be impacted by the size of the insects as well as the wingbeat frequency itself [151, 154]. With the field experiment starting in August and finishing in November, the air temperature observed during the experiment went from a minimum of $-2.2^{\circ} \mathrm{C}$ to a maximum of $35.9^{\circ} \mathrm{C}$. A local measurement of the air temperature may allow for the correction of the wingbeat frequency measurements, potentially avoiding any source of bias due to temperature. Figure 4.5 (A) presents a color plot of the measured wingbeat frequency as a function of the ambient temperature, while Figure 4.5 (B) and $(\mathrm{C})$ are the wingbeat frequency distributions for two ranges of temperature, 22 to $26^{\circ} \mathrm{C}$ and 8 to $12^{\circ} \mathrm{C}$ respectively. Those histograms, and several other in the rest of the manuscript, are presented not in terms of count but in terms of aerial density per bin of frequency. Using Equation (2.23), the aerial density of the insects within each bin of frequency is calculated. With a temporal resolution, $\Delta T$, over the entire period of measurement, from the first to the last second of recording of the considered system. Figure 4.5 (A) shows that the wingbeat frequency increases with the temperature and that the greater the wingbeat frequency, the greater the influence of the temperature. This is also illustrated by the change of the slope with $f_{0}$ in Equation (4.1).

From Figures 4.5 (B) and (C), the broadening of the insects' clusters, defined in more details in the following subsection, and the increase of the wingbeat frequency with the temperature can be observed. At every recorded temperature, the wingbeat frequency distribution presents four insect clusters, presented in Figure 4.6. The black lines in Figure 4.5 (A) show the linear fit of the local maximum for each of the four clusters at different temperatures. A correction in respect to temperature, applied to the measured wingbeat frequency, is derived from these linear fits and the resulting distribution of all wingbeat frequencies corrected in temperature is displayed in Figure 4.6 (A). The empirical correction is presented in Equation (4.1)
and was experimentally derived from a power law fit on the slope coefficients of the aforementioned linear fits of the maximums.

$$
\begin{equation*}
f_{\text {corr }}=f_{0}-\left(T_{0}-T_{r e f}\right) \cdot\left(0.001189 \cdot f_{0}^{1.561}\right) \tag{4.1}
\end{equation*}
$$

Where $f_{\text {corr }}$ is the wingbeat frequency corrected in temperature, $f_{0}$ the original wingbeat frequency retrieved from the harmonicity algorithm, $T_{0}$ the temperature at the time of measurement and $T_{\text {ref }}$ the reference temperature, chosen to be $20^{\circ} \mathrm{C}$. This correction term is in good agreement with other studies on the relationship between wingbeat frequency and ambient air temperature. In the study by Unwin et al. 1984 [154], a variation of the wingbeat frequency between 1.2 to $4.6 \%$ per degree was found for the stingless bee Trigona jaty (Hymenoptera: Apidae). Using Equation (4.1), the correction for insects with the same fundamental frequency as $T$. jaty would be $2.1 \%$ per degree, which is within the interval found in the aforementioned study. Similarly, in the study conducted by Oertli, 1989 [179], the correction for the click beetle Agriotes sputator (Coleoptera: Elateridae) and the eastern firefly Photinus pyralis (Coleoptera: Lampyridae) was found to be between 0.1 to $2.2 \%$ and 0.9 to $1.6 \%$ per degree, respectively, while Equation (4.1) yields a correction of 1.6 and $1.2 \%$, respectively.

Unless otherwise specified, every subsequent value of wingbeat frequency is corrected in regards to temperature, using Equation (4.1).


Figure 4.5 Relative aerial density per bin of temperature and wingbeat frequency (A) along with the wingbeat frequency distribution for two ranges of temperature, 22 to $26^{\circ} \mathrm{C}(\mathrm{B})$ and 8 to $12^{\circ} \mathrm{C}(\mathrm{C})$. On (A) the aerial density was rescaled from 0 to 1 , for each temperature bin, by normalizing with the maximal value in order to emphasize local maximums. Black lines represent the linear fit of local maximal for each of the four insects cluster, illustrating the drift of the wingbeat frequency with the temperature.

### 4.2.2 Cluster Identification

Despite improvements in the last few years $[74,108,156,180,181,182,183,184,185$, 186], species level identification from infrared optical sensors has yet to reach practical reliability for field campaigns. Although, it is possible to identify different clusters of insects with shared characteristics, such as wingbeat frequency, ratio between the wing and body backscatter cross section (also referred to as the wing to body ratio) and activity patterns. Clusters still provide relevant information, especially for mosquito species since their high wingbeat frequency makes their identification from other insect families more reliable. Figure 4.6 displays the four distinct insect clusters C1, $\mathrm{C} 2, \mathrm{C} 3$ and C 4 that have been identified from the field data.


Figure 4.6 Distribution of the wingbeat frequency corrected in temperature (A) with four Gaussian fits corresponding to each insect cluster, and the total reconstructed Gaussian fit (dashed black line). Average transit time in function of the wingbeat frequency (B), the different cluster range are displayed, and their mean transit time indicated. Aerial density per bin of wing to body ratio and wingbeat frequency (C), the boundaries of the four insect clusters C1 to C4 are indicted by white lines. Distribution of the wing to body ratio separated per cluster (D).

Figure 4.6 (A) shows that the wingbeat frequency distribution of all events can be effectively fitted by four Gaussian distributions, which suggest the presence of a least four insect clusters. The boundaries of each cluster in terms of wingbeat frequency are defined by the full width at half maximum of each Gaussian fit. Figure 4.6 (D) displays the wing to body ratio of each cluster, showing a normal distribution. The boundaries of each cluster in terms of wing to body ratio are defined on the same model as the ones for the wingbeat frequency, i.e., full width at half maximum. It is interesting to note that the wing to body ratio distributions of each cluster do overlap, especially for cluster C3 and C4. This suggests morphological similarities between the insects present in both clusters. Figure 4.6 (C) shows the aerial density
as a function of the wing to body ratio and wingbeat frequency. The four clusters and their boundaries are illustrated by the white boxes and labeled C 1 to C 4 . Finally, the average transit time as a function of the wingbeat frequency is presented in Figure 4.6 (B). Because insects may change directions multiple times while within the laser beam or fly along the optical axis, the path length is unknown and, thus, the flight velocity is unknown. However, once averaged, transit times as a function of wingbeat frequency indicate that some clusters include insects with different flight speed, with C1 having the highest transit time, suggesting slow insects and C 2 with the lowest transit time, suggesting faster insects.

This analysis suggests the presence of at least four insect clusters that possess sufficiently distinct characteristics to be discriminated from one another. Within some of these clusters, it is likely for more than a single insect family to be present and a more refined analysis or experimental improvement are needed to discriminate down to a family or species level. While it is beyond the current capability of the ESOS instrument to identify with high certainty the family and species present in each cluster, the information available can be coupled with the information collected from insects captured in traps or through net sweeping. Based on the measured wingbeat frequency and the wing to body ratio, the following paragraphs offer suggestions as to which families/species could be found in each cluster:

- Cluster C1: The first cluster is composed of insects with low wingbeat frequency, between 23 and 49 Hz , large wing to body ratio between 4.1 and 19.5 and low velocity with an average transit time of 214 ms which is almost twice as every other clusters. This cluster may include crane flies (Diptera: Tipluidae), lacewings (Neuroptera: Chrysopidae), as well as moths and butterflies (Lepidoptera).
- Cluster C2: The second cluster is composed of insects with wingbeat frequency, between 90 and 189 Hz , medium wing to body ratio between 1.1 and 4.9 and the highest velocity with an average transit time of 94 ms , which is the lowest among all clusters. This cluster may include dragonflies and damselflies (Odonata),
wasps (Hymenoptera: Vespidae), beetles (Coleoptera) and flies (Diptera).
- Cluster C3: The third cluster is composed of insects with wingbeat frequency, between 223 and 293 Hz , small wing to body ratio between 0.33 and 2.0 and an average transit time of 102 ms . This cluster may include bees (Hymenoptera: Apoidea), leafhoppers (Homoptera: Cicadellidae) and flies (Diptera).
- Cluster C4: The fourth cluster is composed of insects with the highest wingbeat frequency, between 302 and 456 Hz , the smallest wing to body ratio between 0.15 and 1.3 and an average transit time of 108 ms . This cluster may include mosquitoes (Diptera: Culicidae) and midges (Diptera: Chironomidae).


### 4.2.3 Circadian Rhythm

The ESOS system benefits from a high temporal resolution when compared to traps, possibly down to a single minute resolution. It can retrieve the number of flying insects per meter cube of air, or aerial density, on a user defined temporal resolution. As discussed in subsection 2.2.7, the chosen temporal resolution directly impacts the uncertainty of the retrieved aerial density. As it relies on a statistical analysis, see Equation (2.23), the estimated aerial density is subject to stochastic fluctuations. These fluctuations, or uncertainties, are inversely proportional to the number of transit signals. Therefore, a smaller time resolution implies a higher uncertainty. Similarly, fewer flying insects and a smaller probed volume results in greater uncertainties on the aerial density. This entails that, for a one-minute resolution to be meaningful, the probed volume and/or the aerial density of insects must be sufficiently large. In this study, of a semi-urban environment with only 36 m of unobstructed range, the probed volume and insect abundance did not allow for such a resolution to be used with sufficient accuracy. Consequently, the one-minute resolution was averaged over a sliding window of one hour to mitigate the uncertainty by increasing the parameter $T$ of Equation (2.23). Figure 4.7 shows the circadian rhythm of each of the four clusters, in the form of the aerial density over 24h, obtained
from the application of a one hour sliding window over two weeks of continuous recording.


Figure 4.7 Typical circadian rhythm for cluster C1, C2, C3 and C4 (respectively A, $\mathrm{B}, \mathrm{C}$ and D ). The dotted line displays the UV radiation measured on the field which relates to the sun activity (day/night cycle). The average aerial density is the one hour sliding average over 14 consecutive days of measurements.

The circadian rhythm of the second cluster, Figure 4.7 (B), displays activity predominantly during the day, which provides additional information on cluster composition, as it must include mainly diurnal insects. Clusters C1 and C3 show activity mainly during the night with peaks of activity at sunset and sundown. Finally, cluster C4 displays activity almost entirely limited to dusk and dawn, which is consistent with the cluster being mainly composed of mosquito species.

Mosquitoes are of particular interest and have the significant advantage to be efficiently differentiated from other insects due to their relatively high wingbeat frequency. Thus, the cluster C4, henceforth referred to as the mosquito cluster, has been studied in more detail. As mentioned earlier, peaks of activity of mosquitoes
have been observed around sunrise and sunset time. A peak of activity is defined as a local maximal of aerial density (or biomass, see subsection 4.3.5), during which a statistically significant increase of insect activity can be observed, as illustrated in Figure 4.8. In order to study the influence of the sun on the activity of mosquito a simple algorithm was designed to identify peaks of activity within the raw data. As the goal is to track if the peaks of activity of mosquitoes follow sunrise and sunset times, the raw data were separated into two distinct time domains. One between 3am and 10pm (dawn time domain) and the other between 4 pm and 11 pm (dusk time domain). For every day separately, and for both time domains, the time of day at which the maximal aerial density occurs is determined. This gives access to the time at which the mosquitoes where the most active. Yet, not every local maximum can be considered as a peak of activity. Indeed, in some cases the local maxima is relatively close to the surrounding value of aerial density. In which case it cannot be said that mosquitoes are significantly more active at this time, and as such it would be misleading to consider this time as a period of increased activity. Instead, such cases are excluded and no peak of activity is found. This was done by applying the simple threshold condition on the prominence of the detected local maxima. Prominence being a metric evaluating how much a given peak exceeds its neighbor, i.e., how much does the peak stick out in comparison to its surroundings.

The peaks of activity of the mosquito cluster near sunset and sunrise are furthermore studied and the results presented in Figure 4.9. As shown in this figure, the peak of activity of this cluster follows the shift in time of sunset and sunrise throughout the season, showing that the behavior of the mosquito species present on the field is correlated with the sun activity, as expected. On average, the peak of activity of mosquitoes near sunset is 38 minutes after the actual sunset time, as provided by the National Oceanic and Atmospheric Administration Solar calculator, while the peak of activity near sunrise is on average 17 minutes before the actual


Figure 4.8 Illustration of the definition of a peak of activity. Orange star is the location of the detected peak of activity around sunset while the purple diamond illustrated the one around sunrise. The blue plus sign shows the actual sunset time while the yellow disk illustrates the actual sunrise time.
sunrise. Ultimately, using those circadian rhythms must be done with care. Without a species level identification, each cluster is likely to encompass several distinct species and as such can only display the overall circadian rhythm of the entire cluster. This amalgamated information could hide the specific behavior of the individual species present within the cluster.


Figure 4.9 Peaks of mosquito activity (Cluster C4) near sunset (orange stars) and sunrise (purple diamonds) in relation with the actual sunset (blue plus) and sunrise (yellow disks) time.

### 4.2.4 Seasonal Variation of Aerial Density

Using the ESOS data from the 2020 campaign the aerial density for each day has been evaluated, by averaging the aerial density over 24 h for every cluster, and the results are presented in Figure 4.10.


Figure 4.10 Evolution of the weekly rolling average of the daily aerial density for clusters C1, C2, C3 and C4, respectively (A), (B), (C) and (D) over the 80 days of the measurement campaign. (D) also displays the normalized trap count (red dashed line) of nearby traps for comparison purposes.

There is a clear overall decrease in insect aerial density over time for all clusters. This is likely due to the temperature decrease and day length reduction as winter approaches. In addition, cycles of increase and decrease of aerial density throughout the measurement campaign can be observed. The reasons for those cycles may be explained by the natural cyclical variation of population and environmental factors such as humidity and rainfall. These cycles may also correspond to the emergence and disappearance of different short lived and highly seasonal species. The second cluster is by far the most abundant, in terms of aerial density, with a density five to ten times greater than any other cluster. It is the cluster that most likely encompassed the greater number of distinct species, as almost all of the predominantly diurnal species are within this cluster, although its exact composition cannot be entirely defined by
the results of this methodology. The remaining three clusters all have comparable aerial density. However, cluster 4 only encompasses mosquito and, to a lesser extent midge species, with their typically high wingbeat frequency, while cluster 1 and 3 are likely to be much more diverse, in term of species.

As the EPS methodology is relatively new, it calls for a validation by comparison with a well-tested and widely approved methodology. The study of insects is often conducted with traps, which counts the number of captured specimens to study the population of insects. Every few days, traps (described in subsection 4.1.4) were emptied and the number of mosquitoes captured were counted by the Hudson Regional Health Commission. This gives access to the number of specimens retrieved from traps on different days. As presented Figure 4.10 (D), the number of mosquitoes captured at each trap location is normalized and the average is then displayed (red dashed line) with the aerial density of the mosquito cluster C4 retrieved by the ESOS system. While the captured mosquitoes have been identified at the species level, ESOS cannot discriminate at the species level, thus Figure 4.10 (D) presents the trap count for all species of mosquitoes combined, so that it can be compared to the ESOS data. This figure shows a good agreement between both methodologies, with a similar overall downward trend and cyclical variation between the two methods. This demonstrates that the aerial density retrieved by the ESOS system is coherent with the count of traps, which is currently one of the standard methods for monitoring mosquito populations.

### 4.3 2021 Field Campaign

This measurement campaign took place from June $4^{\text {th }}$ to December $7^{\text {th }}$ 2021. It involves one field ESOS and two first designs of the field eBoss, respectively named eBoss1 and eBoss2. Using three systems will allow for the comparison of their results,
which could help in exploring the differences in their insect detection capabilities and evaluate if they provide coherent estimate of aerial density.

While the ESOS system was in operation for the entire duration of the campaign, 187 consecutive days, the two eBoss were only introduced at later times. The first eBoss, eBoss1, was in operation from July $13^{\text {th }}$ to December $7^{\text {th }}$, 148 consecutive days, and had a laser beam diameter of 7.2 cm . The second eBoss, eBoss2, was in operation from September $6^{\text {th }}$ to December $7^{\text {th }}, 93$ consecutive days, and had a laser beam diameter of 5.5 cm . While a lower laser beam diameter implies a smaller probed volume and therefore a larger variability in aerial density estimation, see subsection 2.2.7, it also allows for a more efficient detection of smaller insects by increasing the signal to noise ratio. On the other hand, it also reduces the ability of the system to observe larger insects, as discussed in subsection 2.1.3.

During the entire campaign the down time of the instruments was below $6.5 \%$ due to temporary shutdown for alignment verification and routine maintenance. This value is about five times larger than for the 2020 campaign in part due to a few unvoluntary interruptions of the recoding that occurred due to the Ida storm of September $2^{\text {nd }}$ that flooded the area and from two power outages. Over the entire campaign, and all three instruments, a total of 508,602 insect events have been detected and kept for further analysis.

### 4.3.1 Wingbeat Frequency Distribution

From the half million events, the distribution of the wingbeat frequency can be studied. As shown in Figure 4.11 (D), the distributions of the ESOS, eBoss1 and eBoss2, respectively Figures 4.11 (A), (B) and (C), show clear differences. The wingbeat frequency distributions, recorded by each system, are function of the composition of the insects species present during the period of observation. Importantly, as indicated in Figure 4.11, the period of observation of the three systems
is not identical. As such, some of the differences can be explained by a change in insects' behavior along with the emergence and disappearance of seasonal species. Moreover, difference between ESOS and eBoss is furthermore affected by the altitude of observation.

For all three systems the wingbeat frequency distributions show distinct insect clusters. Two of them appear in the distribution of every system. One is centered around 280 Hz and the other 150 Hz . While the current methodology cannot formally confirm it, it is likely that those two clusters share strong similarities with the cluster C 2 and C 3 presented in subsection 4.2.2. A cluster similar to cluster C 1 can also be observed on the ESOS distribution but is absent from the eBoss ones. This suggest that insect species present in cluster C1 either have a reduced activity from midJuly to December (when eBoss1 was active) or are predominantly present at altitude greater than 40 cm (maximal altitude of observation for both eBoss). The mosquito cluster, C4 in Figure 4.6, can be seen on both ESOS and eBoss1 distributions. In the eBoss2 distribution however, while not entirely absent, the cluster is less prominent, which suggest a diminution in mosquitoes' activity or abundance during September to December (when eBoss2 was active). This result is coherent with the known evolution of mosquito species present at the field location.

In order to further compare the results from the three systems, and to discuss more thoroughly any differences in detection efficiency between systems, it is necessary to limit the wingbeat frequency distributions to the time period where all systems were simultaneously active. Figures 4.12 (A), (B) and (C) respectively show the wingbeat frequency distributions for the ESOS, eBoss1 and eBoss2, for the period of time when they were all operating simultaneously.


Figure 4.11 Wingbeat frequency distribution for the 2021 field campaign. (A), (B) and (C) display the wingbeat frequency distribution for the ESOS, eBoss1 and eBoss2 respectively. (D) shows the outline of the three distributions together. The considered time period is the entire period of operation of each system.

For all three systems, there is a noticeable peak of activity for insects with a wingbeat frequency around 150 Hz and 280 Hz , as for the previously discussed distributions. Those results confirm that, to some extent, all three systems do detect similar insect species or at the very least, insects with the same range of wingbeat frequency. Yet, some differences are also observed. Both eBoss systems shows a sharp peak of activity around 85 Hz which is not as clearly present on the ESOS distribution. While it does not necessarily mean that such insects are never observed by the ESOS it does means that there is a difference in the probability of observation for such insects between the field ESOS and both field eBoss. The most likely explanation for this difference lies within the range of altitude observed by the three systems. Indeed, the ESOS optical path is tilted upwards, and as such observes a range of altitudes from 25 cm to 2.5 m above ground while both eBoss have their optical path limited to 20 to 40 cm above ground. Hence, this observation may indicate that the considered insects, in the 85 Hz wingbeat frequency range, are near ground dweller that are more likely to interact with the low altitude eBoss than the ESOS. As previously discussed for the distributions presented in Figure 4.12, the insects of the C1 cluster are present in the ESOS distribution but not in the eBoss ones. This suggests that those low wingbeat frequency insects tend to fly at more than 40 cm above the ground. Moreover, by comparing the evolution of the aerial density of these insects between the two considered time periods, their population or at least their activity is decreasing as the season progress towards the colder months.


Figure 4.12 Wingbeat frequency distribution for the 2021 field campaign. (A), (B) and (C) display the wingbeat frequency distribution for the ESOS, eBoss1 and eBoss2 respectively. (D) shows the outline of the three distributions together. The considered time period is limited to events that occurred between September $6^{\text {th }}$ and December $7^{\text {th }}$ which is the only period of time where all three systems were active simultaneously.

### 4.3.2 Seasonal Variation of Aerial Density

As for the 2020 campaign, the aerial density for each of the three systems can be studied on a one-day time resolution. This provides information on the trend of the number of insects throughout the season. Figure 4.13 shows the aerial density of the three systems together.


Figure 4.13 Evolution of the weekly rolling average of the daily aerial density for all three systems. Any missing days of recording are replaced by a null value and ignored by the rolling average.

From mid-August to December, all systems provide reasonably similar estimate of the insect aerial density. As could have been expected, a steady decrease in insect activity can be observed as winter approaches. However, from mid-July to midAugust, the ESOS and eBoss1 provide different estimate in terms of aerial density. Indeed, the eBoss1 measures a much higher insect activity than the ESOS, with eBoss aerial densities more than twice of the ESOS for some days. Moreover, around July $24^{\text {th }}$, the eBoss1 observed a significant increase then decrease in insect aerial density
which is not seen by the ESOS. This suggests that both systems may be sensitive to different insects, at least during this period. Figure 4.14 displays the wingbeat frequency distribution for ESOS and eBoss1 for the period July $14^{\text {th }}$ to August $1^{\text {st }}$ which is the period during which the two systems show the greater difference in their total aerial density estimation.


Figure 4.14 Wingbeat frequency distribution for ESOS and eBoss1. The considered time period is from July $14^{\text {th }}$ to August $1^{\text {st }}$ where the difference between the estimated aerial density between the two systems is the greatest.

The two wingbeat frequency distributions show clear differences. The eBoss records a greater aerial density for insects with a wingbeat frequency around 280 Hz than the ESOS. While both seem to observe those insects, it is likely that the eBoss is more sensitive to these types of insects than the ESOS. Similarly, in the 70 to 120 Hz range, the eBoss also seems to observe more insect activity than the ESOS. An additional consideration concerning the difference in the observed pool of insect species is the altitude of observation. Indeed, the laser beam of the ESOS is tilted
upward and as such is observing insects flying within the range of 25 cm to 2.5 m above ground level. In comparison, the eBoss only observes insects in the 20 to 40 cm altitude range. Hence, both systems could be observing different insects not only due to difference in sensitivity but also due to differences in altitude of observation. While both systems observing different subset of the overall populations of insects is currently one of the limitations, if understood and characterized, this difference could be used as a predictor variable. Insects that are efficiently detected by one system and not the other would effectively be easier to formally identify.

Comparing those distributions with those presented in Figure 4.15, which are the wingbeat frequency distributions for the period of August $15^{\text {th }}$ to September $6^{\text {th }}$ provides some additional information. During this period, both systems are in good agreement in terms of total aerial density, as shown in Figure 4.13.


Figure 4.15 Wingbeat frequency distribution for ESOS and eBoss1. The considered time period is from August $15^{t h}$ to September $6^{t h}$. Which is a period during which both systems are in good agreement in terms of total aerial density.

While some differences can still be observed, in particular for low wingbeat frequency insects that are better detected by the ESOS or only present at higher altitudes, both systems seem to observe a more similar pool of insect species than in the previously considered time period. This suggests that some of the species that were effectively underestimated by the ESOS are no longer active at the field location. This temporal variation of their population and/or activity could be an additional clue as to which species are impacted by the difference in detection efficiency between the two systems.

### 4.3.3 Species and Family level Clustering

Using the ESOS data of 2020, it was demonstrated that insects could be separated into different cluster as in Figure 4.6. With the exception of the mosquito cluster, the identified clusters are likely to include several distinct families of insects. While the study of these diverse clusters does provide additional information, a species or family level clustering would be even more beneficial. Indeed, if a single species, or closely related species, could be identified within the field data, the study of the daily and seasonal variation of their aerial density would provide important information on the species population and behavior.

While the field ESOS is limited in terms of species level clustering due to the dependency of its signal with distance, the field eBoss was designed to provide additional information that could be used for such prospect. As detailed in section 2.2, the wingbeat frequency, body extinction cross section, wing extinction cross section and aerial density can be retrieved from the eBoss data. Several species, known to be present at the field location, have been studied in laboratory conditions and the distribution of their wingbeat frequency and extinction cross sections determined, as shown in Figure 3.4 and 3.5.

From those distributions, three distinct SVM classifiers were trained to identify events originating from three group of insects: insects of the Culicidae family (mosquitoes), insects of the species Musca domestica (house flies) and insects from the species Vespula maculifrons (wasps).

To train each classifier, all the laboratory data were separated into two classes. The positive class corresponding to the group studied (i.e., mosquitoes, house fly or wasps) and the negative class containing every other events. Unlike in every other classifier training previously discussed, random undersampling was not performed, effectively positioning the positive class as a minority class, as can be expected in field conditions. This effectively creates a classifier that aims at identifying the few positive events from a large pool of negative events, i.e., a specific insect cluster. In this configuration, the SVM classifiers can be set to be more or less permissive in their detection of the positive class. They can be set to be extremely permissive, meaning that little true positive events are missed but at the cost of including several false positive events. Or they can be set to be extremely strict meaning that very little false positive events are detected but at the cost of missing several true positive events.

In practice, all three classifiers were set so that, when applied to the field data, the wingbeat frequency and extinction cross sections distributions of the positive class would be reasonably similar to the one found in laboratory condition. This was done by manually modifying the minimum score required for a positive detection. While this user defined threshold lacks an objective criterium and is based on human input, which limits the generalization of the process, it was found to provide promising results. Yet, more work will be needed in order to verify that no bias was introduced, to be able to more easily generalize the process and to verify the veracity of the prediction on the field data.

From the field data of the eBoss1, the wingbeat frequency and extinction cross sections of every event can be retrieved. Figures 4.16 (A) and (B) shows the aerial density per bin of wingbeat frequency and bin of wing or body extinction cross section, respectively.

As in the 2020 campaign, clear patches (i.e., clusters) of higher aerial density can be seen in the presented data, illustrated by black ellipses in Figure 4.16 (A). Similarly, to 2020 , those four clusters could be defined, with a reasoning analog to the one that defined Cluster 1 to 4 in Figure 4.6. Each of these clusters is likely to encompass several distinct families of insects, except for the cluster with the highest wingbeat frequencies, which is presumably the mosquito cluster only including the Culicidae family. While an analysis of those clusters could be performed and would provide interesting information, this analysis would be redundant with the one performed on the 2020 campaign data. Instead, a more precise cluster analysis was performed using the aforementioned classifiers.

These classifiers allow for the extraction of the events that are predicted as belonging to the insect group that the classifiers have been trained for. From those events the seasonal variation of their aerial density can be retrieved, in order to study any possible differences between those subsets of the total insect population. Figure 4.17 shows the weekly rolling average of the daily aerial density for each of the three group of insects, along with the average ambient temperature.

For all three groups, the aerial density follows an overall downward trend. Yet, difference in aerial density between the insects' group can be observed. For example, in mid-August an increase in the Musca domestica aerial density can be observed while the aerial density of the Culicidae family is decreasing. This further supports that capability of the SVM classifiers to discriminate between insect groups. While it cannot be confirmed that the correct species or family are being studied, this


Figure 4.16 Color plots of aerial density per bin of wingbeat frequency and wing extinction cross section (A) or body extinction cross section (B). Results are obtained from the field data of the eBoss1. On (A), black ellipses illustrate the probable location of four distinct insects clusters.


Figure 4.17 Weekly rolling average of the daily aerial density for the three considered group of insects, over the entire recording period of the eBoss1. The dashed orange line shows the evolution of the weekly rolling average of the ambient temperature.
observation supports that the different groups are at least composed of species with distinct population or behavior.

Additionally, the circadian rhythm of the three insect groups can be studied, as shown in Figure 4.18. Circadian rhythms, which are observed on a one hour rolling average of the one-minute resolution of the aerial density, are even more sensitive to the composition of the group than the seasonal aerial density. As such, it is interesting to study the circadian rhythms as well.


Figure 4.18 One hour rolling average of the one-minute resolution aerial density for the three insect groups. Those results illustrate a typical day during the month of August 2021.

As for the seasonal variation, the circadian rhythms of the three groups display clear differences. This is a particularly encouraging result since the circadian rhythm for each group correspond to their known behavior. The mosquitoes display more activity at night than during the day with peaks of activity around sunrise and sunset.

The house flies are more active during the day and the wasp shows an increase of activity around the warmer period of the day, as well as sunset.

Despite the encouraging results a strong disclaimer is warranted. While the three clusters are composed of insects with distinct behavior, they could be including other insect families than the one they are intended to represent, even possibly a completely different one. Additional experiments are needed in order to confirm or infirm if the SVM classifiers are effective when applied to field data. Consequently, the results presented in this section are to be considered as promising preliminary results only.

### 4.3.4 Seasonal Evolution of Flying Insect Biomass

As shown in Equation (2.30), the biomass density can be retrieved on a user defined time resolution. In Figure 4.19, the sliding weekly average over a one-day time resolution has been chosen to reduce uncertainties due to stochastic fluctuations. Only the results of dry biomass density will be presented, and not the results of wet biomass, see subsection 2.2 .8 for more details. The dry biomass density was chosen over the wet biomass density for several reasons. The wet biomass includes the insect's water content which may not be relevant when evaluating the quantity of food availability for predators, one of the fundamental usages of insect biomass estimation. Moreover, the dry biomass is more easily compared with the gold standard results of insect traps, which often only provide dry insect mass from laboratory measurement. In addition, the dry mass estimation, from the described methodology, see subsection 3.3.3, is more accurate that the wet mass estimation.

For the study of biomass, only the results of eBoss1 are presented. As explained in subsection 2.2.8, only an eBoss can retrieve the mass of the specimen, which automatically disqualifies the ESOS. The first eBoss has been in operation for a longer period than the second eBoss and as such was chosen for this analysis. As
shown in Figure 4.19, the flying insect biomass density is following a downward trend as time passes. This result was expected as the population of several insect species are known to decrease with decreasing temperatures.

Figure 4.19 shows several fluctuations of the total biomass density which may be an indication of the emergence and disappearance of seasonal species or a shift in insect behavior. From mid-July to late August, the flying insect biomass density is at its highest values, oscillating around $0.4 \mathrm{mg} \cdot \mathrm{m}^{-3}$. During this time, the maximum value of biomass density was around $0.6 \mathrm{mg} \cdot \mathrm{m}^{-3}$ when considered over an entire day. Although, as can be observed in Figures 4.20 and 4.21 , when considering a shorter time resolution, in the minute or hour range, the biomass density goes to higher values, above $1.1 \mathrm{mg} \cdot \mathrm{m}^{-3}$, in particular around sunset and sunrise time. On the other hand, the minimum of flying insect activity takes place from the end of November to December when the biomass density varies around $0.1 \mathrm{mg} \cdot \mathrm{m}^{-3}$ when considered over an entire day. Despite the average daily temperature dropping near $0^{\circ} \mathrm{C}$ during December, there was continuous flying insect activity.

In addition to the seasonal variation of the biomass density, the mass of each of the 262,870 insect events observed throughout the season by eBoss1 can be estimated. This provides information on the mass distribution of insects on the field during 2021. Between July and December 2021, the average dry mass of insects observed was 17.1 mg and the median value was 3.4 mg . This information can help in identifying the species present in the field by comparing those results to the recorded values of insects' dry mass made by entomologists.


Figure 4.19 The blue solid line in (A) represents the weekly rolling average of the flying insect biomass density per meter cube of air. The biomass density, expressed in $m g \cdot m^{-3}$ is the dry biomass of insect retrieved from eBoss1. (B) shows the evolution of the daily average temperature (red) along with the daily precipitation (blue).

### 4.3.5 Daily Variation of Flying Insect Biomass

The eBoss allows for the study of biomass density on much shorter time resolution than the weekly rolling average, down to the minute range, see Figure 4.20. This allows for the refined study of insect activity and the observation of how the biomass density varies during a single day as well as seasonal variation.

The biomass density of flying insects varies throughout the day and is overall greater during sunrise and sunset where an increase in activity can be observed. The civil sunset and sunrise times are indicated by the semi-transparent lines in Figure 4.20. These results were expected as the behavior of several insect species is driven by light [187, 188, 189], furthermore it is coherent with previous observations from the 2020 campaign.


Figure 4.20 Dry biomass density estimation, with a one-minute resolution, in function of the time-of-day. Presented results are over the entire measurement campaign of the eBoss. Maximal values of density were artificially capped at $1.6 \mathrm{mg} \cdot \mathrm{m}^{-3}$ in order to improve the color plot contrast. The vertical white lines indicate periods during which the system was offline. The semi-transparent lines indicate the civil sunrise and sunset time at the field location.

The daily biomass density variation over 24 h is presented in Figure 4.21 for both the month of August (blue) and October (red). In August, there are two peaks of activity around $5: 30 \mathrm{am}$ and $8: 30 \mathrm{pm}$, corresponding to sunrise and sunset time respectively. Furthermore, strong residual activity at night can be observed. On the contrary during the typical day of October, the dominant period of biomass density is no longer centered around sunset and sunrise but around noon with less activity at night. This can be the consequence of a change in insect populations or behavior between August and October. Insects being cold blooded, their mobility can be reduced with colder temperatures, favorizing activity during the day, as observed in October. Such information can be helpful for entomologists to infer the presence or absence of some insect species by comparing those results to known insect circadian rhythms. This can also be combined with the observed mass of the insects, and their wingbeat frequency, providing several parameters for species identification purposes.


Figure 4.21 Dry biomass density over 24h. Blue and red line represent the average daily variation of the dry biomass density for the month of August and October respectively. The presented results are the 60 minutes rolling average of the biomass density, averaged over the entire month.

## $4.4 \quad 2022$ Field Campaign

This measurement campaign started on March $23^{\text {rd }} 2022$ and is currently still in operation. While the exact end of the campaign is not fixed and will depend on meteorological conditions, in particular the amount of snow precipitation and temperature, it is expected to end in early to mid-December 2022. During this campaign, three EPS have been deployed. One field ESOS, as in the previous two campaigns, and two field eBoss, one of the first design and one of the second design, respectively eBoss1 and eBoss2. Using both designs of the eBoss will allow for their comparison. The ESOS started its operation on March $23^{r d}$, eBoss1 on April $6^{\text {th }}$ and eBoss2 on April $19^{\text {th }}$.

As of the redaction of this document, only preliminary results have been gathered concerning the wingbeat frequency, extinction cross sections, aerial density and biomass of insects during the year 2022 in Secaucus, NJ, USA. The formal analysis of every event detected has not been achieved at the time of writing and is therefore not presented.

## CHAPTER 5

## SUMMARY AND CONCLUSION

The photonic monitoring of atmospheric fauna is a new and innovative field that aims at developing optical systems for the monitoring of flying insects. Entomological photonic sensors use the interaction between light and flying insects for the purpose of entomological study. This manuscript has addressed two main areas of interest: laboratory studies where insects' optical characteristics can be explored and field experiments where the behavior and abundance of wild insect species have been observed.

In the first chapter, the motivation for studying insects has been addressed along with the different monitoring methods employed to study their population. Some fundamental properties of light, necessary for the proper development of photonic sensors, have been presented. Insects can play a positive role in the Earth's ecosystem, both as pollinators and source of food for larger animals. These contributions are paramount and without them, famines and loss of diversity could be expected. On the other hand, insects also have negative effects. Some species are pests, reducing crop yields and some can transmit infectious diseases such as malaria. For all of these reasons, a fine scale understanding of insects' characteristics and behavior is paramount. Traditional methods for the monitoring of insects rely on the capture of insects through traps or net sweeping. While laboratory analysis of the captured specimen provides important information, those methods are labor and capital intensive. Hence, alternative approaches have been developed to complement those traditional methods. Based on acoustic or photonic sensors, those new approaches aim at the remote identification and count of insects. Among those new approaches, entomological photonic sensors have shown great potential. As this method relies on
the interaction between light and living matter, a brief description of light properties and possible interactions has been provided. This description covered several key concepts, polarization, refraction, absorption, scattering and absorption.

In the second chapter, the methodology and main concepts used for the development of entomological photonic sensors are presented. The optical layouts of the two main laboratory systems are detailed, along with the several steps involved in the processing of the optical signals. Finally, machine learning classification algorithms are presented. The optical layout of the two configurations, backscatter and extinction, respectively named Entomological Stand-off Optical Sensor (ESOS) and Entomological Bistatic Optical Sensor System (eBoss) have been detailed. Briefly, the backscatter configuration studies the light backscattered by the target while the extinction configuration studies the attenuation of the light due to the target. For both designs, the cross section of the laser beam will influence the range of observable insects. Thus, depending on the group of insects that are being studied, the ideal beam cross section will vary. In order to evaluate the best cross section, a numerical simulation has been developed and a laser beam with radius around 25 mm was shown to allow for a very versatile system capable of studying most flying insects, from the smallest to the largest. The recorded signal, from either configuration, contains information related to the characteristics of the target. The raw data recorded by the optical sensor are pre-processed through averaging and bandpass filters. Then, a threshold detection algorithm discriminates insect events from non-insect events. Each event, and its associated frequency spectrum, is then furthermore studied to extract characteristics of the specimen. The first and foremost insect characteristic that can be retrieved is the wingbeat frequency of the specimen. Briefly, the other characteristics that can be retrieved from the presented methodology are the optical cross sections of the insect's wings and body, the wing and body spectral and depolarization ratios as well as the mass of the specimen. Using the
labelled database of optical characteristics constructed from laboratory experiments, machine learning classifiers can be trained to identify the species, sex or gravidity of unknown events. Several algorithms have been considered and a brief description of the following algorithms is provided: Naïve Bayes, K-Nearest Neighbor, Decision Tree, Linear Discriminant Analysis and Support Vector Machine. Finally, when considering a large number of transit signals, additional information can be retrieved as well. In particular, the aerial density of flying insects, which is the number of flying insects per meter cube of air. Through a numerical simulation, it was shown that the aerial density of flying insects could be effectively retrieved from a statistical analysis of the results extracted from both ESOS or eBoss data.

In the third chapter, the main results from the laboratory experiments are presented. After introducing the methods used to obtain and maintain live insects in laboratory conditions, the performance of different machine learning classifiers is studied. The optical characteristics of several insect species retrieved from laboratory eBoss are presented and the potential of the Mel frequency cepstral coefficients for species level identification is discussed. Using a simple Naïve Bayes machine learning algorithm, the discrimination between males and females of three mosquito species mosquitoes was conducted. Using only the wingbeat frequency, the accuracy of the sex prediction reaches $95.8 \%$. However, for the identification of both species and sex, resulting in six classes, the accuracy using only the wingbeat frequency drops down to $62.3 \%$. This has motivated a search for additional predictor variables. Using the best combination of predictor variables that can be extracted from the laboratory ESOS, the accuracy of sex and species identification of mosquitoes increases to $74.95 \%$, which $19.37 \%$ above the accuracy using only the wingbeat frequency. This demonstrates the benefits of using dual-wavelength and polarization-sensitive measurements for the species and sex identification of mosquitoes and likely, for insects in general. Yet, naïve Bayes algorithm is not the only possible algorithm that can be employed. As
such, other machine learning algorithms were considered. For the identification of species and sex of mosquitoes, the support vector machine algorithm showed the best performance with an accuracy of $79.7 \%$. For the discrimination between male and female of a single mosquito species, the best performing algorithm is the decision tree with a near perfect accuracy of $99.9 \%$. In addition to sex and species, the gravidity of mosquitoes has been studied. For this classification task, the linear discriminant algorithm shows the best performance, with $86.6 \%$ accuracy. Meaning that using dual wavelength and polarization sensitive measurements of the ESOS allow for the identification of the presence or absence of eggs within the abdomen of a moving female mosquitoes from several meters away. Several species of insects have also been studied with the eBoss methodology. The wingbeat frequency and extinction cross section distributions of 100,000 events from 12 species and sex groups of insects are shown. Using measurement of the extinction cross section of the insect body, both the dry and wet mass of a flying specimen can be evaluated from the eBoss data. This effectively allows for the non-destructive measurement of the mass of a flying insect from a distance. Finally, the Mel frequency cepstral coefficients, which are prominent features in the field of speech and voice recognition, were used in combination with a support vector machine algorithm. It was shown that those coefficients could discriminate males of two closely related species of mosquitoes with an accuracy of $80.6 \%$, despite those two species having the very similar wingbeat frequency distributions, showing that support vector machine algorithm, coupled with the Mel frequency cepstral coefficient, can distinguish between the signals of male mosquitoes from two closely related species. Furthermore, it was demonstrated that the interest of Mel frequency cepstral coefficient for identification could be extended to other insect families as well.

In the fourth chapter, the main results from the field experiments are presented. First, the location of the field experiment, optical layout of the field systems and the
characteristics of the co-located weather station are described. Then the results of the three field campaigns are shown and discussed in details. The field location, which remained the same for all three campaigns, is situated in the city of Secaucus, New Jersey, USA. A co-located portable weather station was operating next to the field, allowing for the recording of environmental parameters such as outdoor temperature and solar radiation to name a few. The first campaign took place from August to November 2020 and used a single ESOS system. From the analysis of the field data, four insects clusters, with sufficiently distinct characteristics, were identified. While the exact composition of each cluster is yet unknown, the retrieved optical characteristics allowed for an educated guess of their composition. One cluster in particular, cluster C4, was identify with some degree of confidence as a cluster mainly composed of mosquito species. For each of the four clusters, the circadian rhythm (i.e., aerial density on a one-minute time resolution) was evaluated. This analysis showed that one of the clusters includes mostly diurnal species and more importantly that the mosquito cluster displayed strong peaks of activity around sunset and sunrise, which is a known behavior of the mosquito species present on the field. The peaks of activity of mosquitoes around sunset and sunrise were furthermore studied, and the observations show that the mosquito activity does indeed follow the change in sunset and sunrise time as season progress. Finally, the seasonal variation of the aerial density (i.e., aerial density with a one-day time resolution) of each cluster was evaluated. Each cluster showed a clear overall decrease in insect aerial density over time, which is likely due to the temperature decrease and day length reduction as winter approaches. Moreover, the variation of aerial density of the mosquito cluster was compared with the trap counts of mosquito traps, which is the gold standard when studying mosquito abundance. This comparison showed good agreement between both methodologies, with a similar overall downward trend and cyclical variation, which further confirmed the validity of the entomological photonic sensor methodology. The second campaign
took place from June to December 2021 and used one ESOS system along with two eBoss. The first result of the second campaign stems from the comparison of the wingbeat frequency distributions retrieved from the ESOS with the one retrieved from the eBoss. The differences between the two suggests that some insect species are predominantly active near the ground, especially those with a wingbeat frequency around 85 Hz . The seasonal variation of aerial density of the three systems are in good agreement, between mid-August to December, with similar downward trends. Yet, from mid-July to mid-August the ESOS and eBoss provide different estimate in terms of aerial density. This suggests that either the systems are sensitive to different insects during this period or that some low altitude insects were very active during this period, making them less likely to interact with the ESOS. Using laboratory eBoss data, three species level support vector machine classifiers were trained then used on the 2021 field data. The results obtained from this application are still in their early development stage and should therefore be considered as preliminary results only. Yet, some encouraging results were obtained. Three insects group were studied, house flies (Musca domestica), wasps (Vespula maculifrons) and mosquitoes (several species together). Both the seasonal variation and circadian rhythm of those specific groups were extracted and studied. The seasonal variation showed a similar downward trend for all three groups, but, in mid-August an increase in the Musca domestica aerial density can be observed while the aerial density of the Culicidae family is decreasing. In addition, the circadian rhythms of the three groups showed clear differences suggesting that the three groups are composed of different species or family of insects. Moreover, the circadian rhythm for each group corresponds to the known behavior of flies, wasp and mosquitoes. Using the results of the eBoss, the evolution of insect biomass was studied. As expected, the trend is similar to the evolution of the aerial density. Nonetheless, this analysis provides an important metric for the field of entomology: the available dry biomass of flying insect per meter
cube. This metric varied from $1.1 \mathrm{mg} \cdot \mathrm{m}^{-3}$ around sunrise and sunset time in August down to $0.1 \mathrm{mg} \cdot \mathrm{m}^{-3}$ in December. The variation of the insect biomass during a typical day in August compared with the one of a typical day of October showed a clear change in the insect species present on the field, or at least a change in their behavior. With predominantly nocturnal species with high activity peaks around sunrise and sunset in August to mostly diurnal activity centered around noon in during October. Finally, the 2022 campaign was introduced. This campaign started in March 2022 and is currently running. As such, no results could yet be presented.

In conclusion, this manuscript presents the work done on the development of entomological photonic sensors used for the study of flying insects. Two new designs of such sensors have been developed (ESOS and eBoss) and their capabilities characterized both in laboratory and real-word experiments. With the use of the two systems described in this manuscript, several morphological and optical properties of flying insects can be retrieved remotely in a non-destructive and non-intrusive way. The insect mass, wingbeat frequency, wing and body cross section (backscatter and extinction), as well as spectral and polarimetric ratios of both the wing and the body of the specimen which are used as predictor variables to identify insects crossing the laser beam. Furthermore, a methodology for the estimation of the aerial density (insects $\cdot m^{-3}$ ) of free flying insects has been designed, proven by simulation and tested in field conditions. This has allowed for the monitoring and study of wild insects' abundance and circadian rhythms over three years with multiple instruments. Finally, several machine learning algorithms trained for the automated identification of insects' species, sex and gravidity have been evaluated and discussed. This research demonstrates that an approach based on photonic instruments can provide rich entomological data, potentially unlocking the many limitations caused by a lack of data in the field of entomology. While the scientific community in this new emerging field remains very small, just a handful of groups in the world, the
trend seems to be rapidly increasing as more and more studies are published every year by new groups. The possibilities to improve entomological photonic sensors are still huge, many research avenues remains to be explored, either on the design of instrument themselves or on the processing of the data they provide. With the increasing concerns regarding the decline of insect populations, the prospect of a rapid evolution of the capabilities of entomological sensors may offer hope that solutions can be found.
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