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ABSTRACT

EFFICIENT AND SCALABLE TRIANGLE CENTRALITY
ALGORITHMS IN THE ARKOUDA FRAMEWORK

by
Joseph Thomas Patchett

Graph data structures provide a unique challenge for both analysis and algorithm

development. These data structures are irregular in that memory accesses are not

known a priori and accesses to these structures tend to lack locality.

Despite these challenges, graph data structures are a natural way to represent

relationships between entities and to exhibit unique features about these relationships.

The network created from these relationships can create unique local structures

that can describe the behavior between members of these structures. Graphs can

be analyzed in a number of different ways including at a high level in community

detection and at the node level in centrality. Both of these are difficult to

quantitatively define because a “correct” answer is not readily apparent. The

centrality of a node can be subjective; what does it mean central in an amorphous

data structure? Further, even when centrality or community detection can be defined,

there are typically trade offs in detection and analysis. A fine grained method may

yield a more precise method but the run time may scale exponentially or even beyond.

For small datasets this may not be a concern but for graph datasets this can make

analysis prohibitive considering a social media networks where there are millions

of people with millions of connections. Based on these two criteria, we implement

several versions of a recently designed centrality measure called Triangle Centrality

which is a centrality metric that considers both connectivity of a node with other

nodes and the connectivity of a node’s neighbors. The connectivity is aptly measured

through the triangles formed by nodes. There are two ways to implement triangle

centrality; a graph based approach and an approach that utilizes linear algebra and



matrix operations. This implementation is done with graph based data structures and

to optimize this, we implement several versions of triangle counting based on prior

research into the high performance computing framework, Arkouda. We implement

an edge list intersection, a minimized search kernel method, a path merge method,

and a small set intersection method. To compare these methods, we include a

naive method and a comparison to a linear algebra implementation that uses the

SuiteSparse GraphBLAS library.

Our implementation utilizes an open-source framework called Arkouda which is

a distributed platform for data scientists and developers. It simplifies complex parallel

algorithms and the storage of datasets onto a back end Chapel server and allows

users to access these from an intuitive pythonic interface. Our results demonstrate

the scalability of the platform and are analyzed against different graph properties to

see how these affect the implementation.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The world has become exponentially more connected over the past few decades. From

Usenet, the early days of the internet to its rapid adoption culminating in the rise

of social media, personal cell phones, and every other advancement in technology

devices, the amount of data we create every day has exploded. From this explosion of

data comes opportunity; software engineers are needed to build out phone and web

apps using the ever expanding library of technology, marketing managers now have

different ways to measure and reach out to new audiences, and the entire career of

data scientists have come to being.

Correspondingly, datasets have increased exponentially if not even more relative

to the growth of technology. Handling the massive datasets created by all these new

technological marvels can prove to be a challenge given that devices are gated by their

storage capacity and memory. Data scientists in particular may run into problems

when working with large datasets; their personal devices will not be able to store

these large and growing datasets in memory, let alone handle the space complexity

that comes with advanced machine learning algorithms like deep learning. Even for

datasets that fit on their machine, algorithms like those used in analytics for graphs

in cybersecurity, traffic, and knowledge graphs may take a prohibitive amount of time

to run.

Distributed systems solve both of these problems, a supercomputer will be able

not only to load large datasets, but also be able to rapidly perform operations on

that dataset. Executing operations in a parallel fashion can reduce the running time

by a significant margin. With respect to graph data, calculating the centrality of
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every node in a graph could be prohibitive if done sequentially, but in parallel those

operations can be spread across multiple machines operating on multiple nodes in a

graph at once.

1.2 Graph Definitions

The graph data structure is made of two components: edges and nodes. The latter are

defined by an index and edges are connections between nodes. Consider two nodes, u

and v, if there is an edge between these two nodes that edge is defined by those two

nodes. In undirected graphs, this edge is bidirectional meaning that the edge goes

from both u to v and from v to u. In a directed graph, this edge is unidirectional such

that an edge (u, v) is only an edge from u to v. Additionally, edges can have weights

associated with them. The degree of a node is the number of edges that contain that

node. This definition of degree is important to understand for real world graphs later

on.

The amorphous nature of this results in many different types of graph topologies.

These will be explained in detail later on.

1.3 Arkouda

Arkouda is an open source framework designed to bridge the gap between the

limitations of personal computers and the ever-growing size of datasets. Originally

developed by Michael Merrill and William Reus [28], Arkouda is guided by the

principles of scalability and performance, an intuitive user interface, and productivity.

This leads to productivity not just for the data scientist but also for the developer

of algorithms within Arkouda. Arkouda’s back end server utilizes Chapel to speed

development of parallel algorithms. Chapel [12] is also an open-source compiler and

runtime system originally developed under the DARPA High Productivity Computing
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Systems (HPCS) program. The front end Python and the back end Chapel are

coupled by a ZeroMQ [23] middleware.

1.3.1 Architecture

As discussed above, Arkouda’s architecture has 3 main components; a back end

Chapel server, a ZeroMQ middleware, and a Python front end. Datasets have grown

massively over time, from megabytes to terabytes and soon some may reach the

petabyte range. Traditionally, many data scientists have worked from their laptops

using Python frameworks such as NumPy and Jupyter notebooks. Arkouda leverages

the paradigms in those frameworks to build a front end that is intuitive and similar

to other tools. The massive datasets and complex parallel algorithms are abstracted

away from the practitioner allowing for seamless access from their personal device.

Chapel is a high level programming language with built in abstractions for parallel

programming without sacrificing performance. Chapel was designed with several

characteristics in mind: productivity, scalability, speed, portability, and open-source

usage. ZeroMQ is a framework for controlling the conversation between the Python

front-end and the Chapel back-end of Arkouda. This middleware allows for the server

to respond with the results of the back end and completely abstracts away the parallel

algorithms and the massive datasets.

1.4 Graph Representations

Graphs can be represented in a number of ways including adjacency lists, adjacency

matrices, compressed sparse rows, and from these, many different graph data

structures arise. The adjacency matrix is an n by n matrix where n is the number

of nodes. Each (i, j) value in this matrix refers to a potential edge in the graph. For

an undirected graph with no edge weights, a 1 at (i, j) indicates an edge between the

two nodes, (i, j). In the case of a directed graph, value at (i, j) only indicates an edge
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from (i, j). For weighted edges, the cell in the matrix can hold the weight of an edge

in both directed and undirected graphs.

An adjacency list maintains the neighbors for each edge in a linked list format.

Each node, u in a graph G will be linked only to its neighbors. This limits the space

complexity caused by a sparse graph and allows for new nodes to be added much

faster but increases the complexity of adding in an edge between existing nodes.

I will focus primarily on the data structure in Arkouda and how this compares

to other implementations. Du et al [19] implemented a double index data structure

which forms the backbone for graphs in Arkouda.

Figure 1.1 Double index data structure.

The first double vector contains every node in the graph G. The nodes are

represented by the indices of the these vectors. The first entry contains the starting

index for that node’s edges in the edge index array. The next value is the number of

neighbors V for each u in G. These two values together gives a direct reference to

that node’s edge list in the edge array. To be explicit, for a node u, the edges that

contain that node start at the index x in the edge index array. That edge index then

has a number of edges V which contain u.
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There are a number of benefits to using this method. The adjacent edges of a

node can be accessed in O(1) time which allows for quick triangle counting. Because

the edge list is also stored, operations on edges can be load balanced on the edge list

instead of the nodes. This strategy will improve the efficiency with real world graphs

that tend to have a skewed distribution.

1.5 Centrality as a Metric

Measuring the importance of a node in a network has been extensively researched.

The simplest being degree centrality; which in an undirected graph is ranking each

node by the number edges that node is included in. This calculation was originally by

Nieminen et al [30] done using an adjacency matrix and is the sum of the number of

edges for that node. There are some problems with this heuristic; the existence of an

edge is not a guarantee of importance. Consider a negative example: movie actors and

their agents. A movie actor may have a massive network of people that are influenced

by their actions and they have an agent that manages their brand. These agents may

not have broad influence themselves, but they may be the connected to many actors

and they may be the only connection between actors. A node with a low degree is not

guaranteed to have a low impact. A fake profile on a social network could send out

tons of friend requests and acquire a large friend network just for the sake of having a

high friend count. Further, one of the hallmarks of a community is interaction within

that community; if friends of friends don’t interact, is that really a good measure of

community structure? Network topology plays a strong role in identifying centrality;

structure of the surrounding graph plays a role in the importance of a node. This

paradigm is proven in later work.

The large number of different centrality metrics emerges from the many

differences in centrality paradigms. The above example illustrates an analytical reason

why the choice of centrality metric is a challenge. The second challenge is finding
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an algorithm that either has a low computational complexity or at least is easily

parallelizable. Within these, centrality metrics can be categorized into geometric

distance like closeness centrality, spectral measures like PageRank, and path metrics

that utilize the paths going through a node like betweenness centrality.

The closeness centrality [4] takes into account the nearness of other nodes. In

other words, the closeness centrality considers the distance between a given node and

the other nodes in the network. This is formally represented as the inverse of the sum

of all the distances shown below.

CC(u) = n−1∑
w∈V

d(u,w)

This metric considers the entire graph now and the impact of each node on another.

There are still several questions that arise from this method; calculating the closenesss

centrality for single node is done in O(mn) time where m is the number of edges and n

is the number of nodes, and we still see that high degree nodes have a disproportionate

impact on the centrality ranking. In Saxena et al [34] this complexity can be reduced

to approximately a scalar multiple of O(m) but is an estimation and not an exact

metric. Even with the powerful tools available to data scientists in Arkouda, an

O(mn) run time can be prohibitive.

Building off of the work done for closeness centrality, Freeman [22] developed

betweenness centrality as a new metric. Instead of calculating the distance between

each node, the betweenness centrality considers the number of shortest paths through

two other nodes i and j and the number of times node u is in those paths given that

u ̸= i ̸= j.

BC(u) =
∑

u,i,j∈V
σij(u)

σij

This property calculates the flow of a network and potentially penalizes nodes

with higher degrees but more redundancy. The idea is similar to percolation

theory in power networks; how likely will removing a node change the flow of
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electricity/information? Nodes with high ratios will disrupt more shortest paths if

removed. Again though, while this may capture network topology better than other

metrics, calculations are still done in O(mn) time which can be prohibitive.

Utilizing adjacency lists allows for matrix operations on graphs. The Eigenvector

centrality, developed by Bonacich [9], considers the centrality of each other node. For

each node u, in an adjacency matrix A and with eigenvalues λ, its centrality is defined

as the value in u-th index of a vector x where x is defined as follows.

Ax = λx

Vertices are penalized for connections to low degree vertices and rewarded for

connections with high degree vertices As with the other metrics, high degree nodes

have a disproportionate impact on their neighbor’s centrality. Further, eigenvectors

are calculated on adjacency matrices and in scale-free graphs these require matrices of

massive dimensions. Eigenvector centrality provides the basis for the next extremely

famous centrality metric: PageRank.

Powering Google’s search engine; PageRank [31] is a normalized form of

eigenvector centrality. Illustrating this method is best done using a web link example.

The centrality or authority of a page is determined by the rank of each incoming

page into it divided by the number of outgoing links from each respective page.

Additionally there is a damping factor which intuitively can be understood as an

individual’s propensity to traverse through a limited number of pages before they

reach their desired web page. The formula is shown below.

PR(u) = 1−d
N

+ d ∗∑
v ∈ N(u)PR(v)

kv

Because of the changing influence of a web page on another, this metric does not

converge in a single iteration. The harmonic centrality [8] of a node u is the sum of

the reciprocal distances from every other vertex v in the connected component to u.

This metric was developed to solve the problem of multiple connected components in
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graph data sets and bounds the centrality into an easily understandable maximum of

n− 1. Formally, this is defined as follows:

HC(u) =
∑

v∈V andv ̸=u
1

d(u,v)

Higher values indicate greater centrality. In graphs with a large number of connected

components, harmonic centrality penalizes smaller components because of the smaller

impact of each node. This method has the same time complexity, O(mn) of the

closeness centrality because it calculates the distance for every node to each other

within the component.

1.6 Graph Topology

We employ several intrinsic features of a graph to examine how graph properties can

affect the performance of different implementations of Triangle Centrality.

The assortativity [29] of a graph is defined at a high level is the proclivity of

a vertex to have an edge with other vertices with similar degrees. Formally this is

the Pearson correlation coefficient, r, of the degrees of each edge over all edges and

is defined as follows:

r = 1
σ2
q

∑
jk jk(ejk − qjqk)

Where j and k are the degrees of each vertex in an edge, qk and qj are the normalized

degree distribution sans the opposite vertex, ejk is the normalized probability

distribution of the two vertices in an edge, and σ2 is the variance of the distribution.

A positive value indicates that high degree vertex will be comparatively more likely to

form an edge with another vertex of a similar degree, i.e. high degree vertex to high

degree vertex and low degree vertex to low degree vertex. A negative value indicates

the opposite; vertices preferentially form an edge with vertices with disparate degrees,

i.e. high degree to low degree and vice versa.
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Many degree distributions in real-world graphs follow a power law distribution

[3]. This means that for any vertex in a graph and a degree k, the probability that

this vertex has this degree is given by the following:

p(k) = k−γ

Where γ is the degree exponent of the graph and a higher value results in a tighter

distribution. Practically, this results in a skewed distribution of degrees. A large

number of vertices will have a small degree and a small number of degrees will have

a large degree. This creates some load balancing challenges because of the skewed

distribution.

We also investigate three other much popular graph properties. The average

clustering coefficient measures how likely vertices in a wedge form a triangle or more

broadly, how likely vertices are to group together. Higher values means a higher

proclivity towards this behavior. The fraction of closed triangles is the ratio of closed

triangles over the number of 2 paths in a graph. These are measures of density in a

graph. The diameter of a graph is maximum shortest path between two vertices in

a graph. The 90th percentile diameter captures the smallest distance such that 90

percent of nodes are that distance from each other. This metric gives a more complete

view of a graph’s density because it avoids the impact of outliers. For graphs with

multiple connected components, only the largest is used in the metric.

In this thesis, we explore the insights of how graph algorithm and property

can affect the normalized performance by employing four different triangle centrality

algorithms and five typical graph properties.

There has been some work done on the effect of graph topology on graph

algorithms but not directly on the properties investigated here. Blanco et al [7]

explore how k-truss performs on different types of graphs based on the number of

edges, maximum degree, average degree, and several other aspects. The k-truss [16]
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of a graph is the maximal subgraph such that each edge is incident to k− 2 triangles.

The k-truss is a strong comparison since triangle counting comprises the bulk of the

computations similar to triangle centrality. They also demonstrate that tuning an

algorithm to the specific types of graphs can improve the performance. Pearce et

al [33] use edge list partitioning to implement k-core, triangle counting and breadth

first search (BFS). To analyze their results they graph the edges processed per second

as a function of diameter in BFS and the run time as a function of the maximum

vertex degree in triangle counting. These are very intuitive metrics to consider and

we extend some of these paradigms into our own work.
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CHAPTER 2

GRAPH DATASETS

2.1 Background

Before diving in to the specific datasets used, it is important to take a brief foray

into the some of the characteristics of real world graphs. The degree distribution

of a graph is one of the ways that real world graphs are distinguished. The degree

distribution of a graph is a histogram of the number of nodes that have an equivalent

degree.

Random degree values in this distribution will follow what is known as a Poisson

distribution. However, this was shown not to be the case for networks like the World

Wide Web in by Jeong et al [2]. Instead of following a Poisson distribution, the degree

distribution of the graph followed a power law and this is the case for most real world

graphs [35, 1, 21]. In a log-log plot, this can be seen as a straight line with a negative

slope.

Practically, this results in a smaller number of nodes having a large degree and

a large number of nodes having a small degree. This presents unique optimization

problems especially when counting triangles, the choice of how to iterate through

adjacency lists is important. Some lists will have a large amount of edges which

increases the number of iterations required.

2.2 Graph Datasets

Our experiments use a number of real world and synthetic datasets. Within these

datasets there are a few categories of types of datasets that will be utilized.
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2.2.1 Real World Networks

The first set of real world datasets are collaboration networks where edges are created

when authors or coauthors write a paper together. The first is ca-AstroPh which

is a dataset that contains the contributions to the Astro Physics category of arxiv

[25]. Authors and coauthors represent nodes in the graph and the edges represent

collaboration in papers between them. There are several others of these types of

citation networks including ca-CondMat which is Condense Matter, ca-GrQc which is

General Relativity and Quantum Cosmology, ca-HepPh which is High Energy Physics

- Phenomenology, and ca-HepTh which is High Energy Physics - Theory.

Figure 2.1 Log-log plot of ca-Astro.
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Figure 2.2 Log-log plot of ca-CondMat.

Figure 2.3 Log-log plot of ca-GrQc.
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Figure 2.4 Log-log plot of ca-HepPh.

Figure 2.5 Log-log plot of ca-HepTh.
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For each of these figures 2.1, 2.2, 2.3, 2.4, 2.5, the count of each nodes at a

certain degree is plotted. Note that each plot is a log-log plot; for power datasets,

when the degree distribution is plotted in this manner, the slope is a straight line.

The Email-Enron dataset [26] is derived from the collection of emails that were

made public by the Federal Energy Regulatory Commission during its investigation

of Enron. In this dataset, people represent nodes, and the emails between them

represent edges.

Figure 2.6 Log-log plot of email-enron.

The loc-brightkite dataset[13] was created from an old social network called

“Brightkite” that connected users based on their location. Friendships in this social

media network were directed, but an undirected network was derived and provides

the basis for this dataset.
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Figure 2.7 Log-log plot of loc-brightkite.

The as-caida[24] dataset was built from autonomous systems. This maps

business arrangements between ISPs and each individual system is a node. Edges are

derived from several relationships, customer to customer, peer to peer, and sibling to

sibling.

2.2.2 Synthetic Datasets

Synthetic datasets are those that are generated algorithmically and as such, graphs

generated with the same algorithm will often have the same structure. For the

purposes of our experiments, we utilize the Delaunay graphs for comparison of run

times and provide another level of comparison for the algorithms.

2.2.3 Dataset Properties
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Table 2.1 Dataset Descriptions

Graph Name Edges Vertices

Average

Cluster

Coefficient

Fraction of

Closed

Triangles

90th Percentile

Diameter
Assortativity

Power Law

Exponent

as-caida20071105 53381 26475 0.2082 0.002452 4.7 -0.194646 2.50865

ca-AstroPh 198050 18772 0.6306 0.1345 5 0.205129 1.494

ca-CondMat 93439 23133 0.6334 0.107 6.5 0.133955 2.23

ca-GrQc 14484 5242 0.5296 0.3619 7.6 0.659325 1.44

ca-HepPh 118489 12008 0.6115 0.3923 5.8 0.632275 2.29

ca-HepTh 25973 9877 0.4714 0.1168 7.4 0.267821 2.04

email-Enron 183831 36692 0.497 0.03015 4.8 -0.167768 2.651

facebook_combined 88234 4039 0.6055 0.2647 4.7 -0.668214 1.54

loc-brightkite_edges 214078 58228 0.1723 0.03979 6 0.0108158 1.88

Oregon1_010331 22002 10670 0.297 0.003121 4.4 -0.1863 1.14

Oregon1_010407 21999 10729 0.2921 0.00286 4.5 -0.1889 1.11

Oregon1_010414 22469 10790 0.2954 0.00316 4.4 -0.1937 1.11

Oregon1_010421 22747 10859 0.2968 0.003258 4.4 -0.1932 1.12

Oregon1_010428 22493 10886 0.294 0.002991 4.4 -0.195 1.11

p2p-Gnutella04 39994 10876 0.005 0.0018 5.5 -0.013 1.66

p2p-Gnutella05 31839 8846 0.008 0.0025 5.5 0.014 1.67

p2p-Gnutella06 31525 8717 0.008 0.0027 5.5 0.051 1.67

p2p-Gnutella08 20777 6301 0.02 0.0069 5.5 0.035 1.753

p2p-Gnutella09 26013 8114 0.017 0.0058 5.7 0.033 1.77

pnp-Gnutella24 65369 26518 0.0055 0.001371 6.1 -0.007728 1.985

pnp-Gnutella25 54705 22687 0.0053 0.001516 6.3 -0.172839 1.993

pnp-Gnutella30 88328 36682 0.0063 0.001727 6.6 -0.10337 2.03568

p2p-Gnutella31 147892 62586 0.0038 0.0013 6.8 -0.092 2.06
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CHAPTER 3

RELATED WORK

3.1 Graphs in Arkouda

There has been significant work on Arkouda. Due to its novelty, the first steps were

establishing the viability of the framework. Du et al [19] introduce two breadth first

search papers; a high level algorithm and a low level one. The most important

conclusion that can be drawn is that the DI data structure and data structures

intrinsic to Chapel can be exploited to get high performance.

For Triangle Centrality and other Arkouda algorithms, they demonstrate how

graphs are built in Arkouda. Building the graph incurs overhead on all Arkouda

algorithms and efficient build times are important to prove. The efficiencies of

Arkouda is shown on these synthetic graphs.

Figure 3.1 Delaunay build efficiency.

Source: [19]
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Figure 3.2 Rgg build efficiency.

Figure 3.3 Kron build efficiency.
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In Fig. 3.1 as the number of edges increase, the efficiency of the build stays

constant across larger locales. Larger locales have a smaller efficiency but this can

be explained because there are more communications across locales required as the

number increases. Despite this, larger number of locales are more stable as higher

number of edges are added as shown in the decrease in efficiency from the 2 and 4

locales.

The Figures 3.2 and 3.3, the difference is not quite as stark, but the 2-locale

line in the Kron build graph begins to show this behavior at larger edge counts.

Because Arkouda was built to handle terabytes and beyond of data, this behavior is

encouraging.

3.2 Triangle Counting

Some graph algorithms include a form of graph isomorphism which would include

comparing a simple structure across a graph. Due to their simplicity, triangles are

often used for this type of isomorphism. Much work has been done on efficient triangle

counting in Arkouda and otherwise. To start, I will go through other work and end

with the current work done in Arkouda.

The GraphChallenge1 provides many benchmarks for triangle counting and

many other types of algorithms in different types of environments including shared

memory, distributed systems, and GPUs.

Shared memory methods while fast and efficient can’t handle larger graphs

simply because these graph can’t be held in memory. Nevertheless, exploring these

may yield some insight into how optimizations can be done on distributed systems.

Wolf et al [36] use a linear algebra based approach. According to their results, by

leveraging the KokkosKernel they can achieve up to 670,000 times speed up from the

C++ reference and 10,000 times speed when compared to Python. Improving upon

1https://graphchallenge.mit.edu/challenges
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this using Cilk, Yaşar et al [37] get up to 7x efficiency compared state of the art

implementations and show a O(n) scalability when there is a momefnt of 4/3.

Other methods involve an efficient I/O method of triangle counting when the

graph cannot be fully loaded into main memory. To counteract this problem and

ensure fast output, Chu et al [14][15] utilize a graph partitioning method to handle

massive graphs and requires only 1 or 2 passes of the graph to get a complete picture.

Chapel and Arkouda do not yet support GPUs natively but some inspiration

may be taken from works in this area. Bisson et al [5] implement two algorithms:

a k-truss method and a triangle counting method. The former requires reassessing

the number of triangles for each edge to determine which edges can be removed

and because of this an efficient triangle counting method is required for optimal

performance of the k-truss algorithm. Utilized in this operation are set operations

on bitmaps. After this, in an update [6] they utilized a new GPU architecture and

a new method for adjacency list compaction to get significant improves upon their

old method. Their novel compaction method reduces the variance in the adjacency

lists and improves their ability to load balance critical steps of triangle counting

in both methods. Pandey et al [32] utilize an h-index sorting method, they use a

comparatively larger neighbor list M and a smaller neighbor list N to create hash

buckets from which the larger neighbor list can be iterated through. Their method

avoids the overhead required by preprocessing of sorting a neighbor list.

There has been significant research in distributed triangle counting. Burkhardt

[10] utilizes shared memory in a MapReduce model for an O(m
√
m) run time done

on an adjacency matrix.

There are a couple of challenges when comparing these to an Arkouda

implementation. The first is the difference between shared memory systems and

distributed systems; shared memory methods do not have the overhead that results

from communication between locales. The second limitation is that due to limitations
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in Arkouda’s data structures, arrays are not possible, so methods can only be

implemented with 1 dimensional vectors.

The edge list intersection is the simplest algorithm to calculate the number of

triangles in a graph. Simply, by comparing the adjacency lists of a node u and a node

v, and the intersecting nodes, w, of this result make up the triangles created by edges

of these 3 nodes.

Algorithm 1: High level Edge List Intersection

1 TriangleCount(G(N,E))

2 TCount = 0

3 for Node u in E do

4 for Node v, in Nπ(u) do

5 for w > v in Nπ(u) do

6 if < w, v > in E then

7 TCount+ = 1;

8 return TCount

Where in 1, the Nπ(u) is the adjacency list of u. This represents all nodes to

which u has an edge. For any node v in this adjacency list, if there is also a node

w in Nπ(u) There have already been methods to implement fast triangle counting

in Arkouda [20]. Because triangle counting is critical to triangle centrality, a fast

counting method is required. This method utilizes the double index data structure

to provide an exact count of triangles in the graph.

In the above algorithm, the authors utilize the parallel abstractions inherent

to Chapel. Specifically, this means utilizing the coforall and the forall key words

to indicate that a process will be done in parallel. This is a form of an edge list

intersection method where the adjacency lists of two nodes are combined and if a

node matches, then a triangle is added. Concretely, for an edge < u, v >, they check
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Algorithm 2: Edge Iterator Vertex Algorithm

1 Triangle_Count(G =< E, V >)

/* Gsk is the given graph sketch partition,Esk, Vsk are edge and

vertex sets. */

2 var localeTriSum=0: [0..numLocales-1] int;//store each locale’s number of

triangles

3 coforall (loc in Locales) do

4 if (current loc is my locale) then

5 var triCount=0:int; //Local triangle count

6 Adjust StartV er and EndV er based on locale to cover all vertices

and avoid overlapping

7 forall (u in startV er..endV er with (+ reduce triCount)) do

8 uadj = {x| < u, x >∈ Esk ∧ (x > u)} //build the u adjacency

vertex set in parallel

9 forall v ∈ uadj do

10 vadj = {x| < v, x >∈ Esk ∧ (x > v)} //build the v adjacency

vertex set in parallel
11 triCount+ = |uadj ∩ vadj|;

12 localeTriSum[here.id] = triCount;

13 return sum(localeTriSum)
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the adjacency list of u and the adjacency list of v. Then for all nodes in the adju if

the same node exists in the adjv then a triangle is added to the locale and then finally

summed together with the other locales.

There are ways to improve upon this method. Referencing Fig. 2.4 and Fig.

2.5, we can see that a small number of nodes in the power law graph have a very

high degree and most nodes have a much smaller degree. We can exploit this using a

minimized search kernel. By choosing the smallest edge list of the 3 candidates, we

can dramatically reduce the number of operations that are performed while counting

triangles.
Algorithm 3: Minimized search kernel triangle counting

1 forall (edge e1 = {u, v} ∈ E) && (e1 is local) do

2 Let Luv be the lower degree vertex and Huv higher degree vertex in

{u, v}

3 Let AdjLuv be the adjacent vertices set of Luv

4 forall (x ∈ AdjLuv) do

5 Let e2 = {Luv, x}

6 if (∃ e3 = {x,Huv}) then

7 Increment the support of u,v,w, and G by 1

8 return Count of all triangles for all N in G, and triangle count in G

3.3 Triangle Centrality

The seminal work for Triangle Centrality was done by Paul Burkhardt [11] and details

the development in their paper. Triangle Centrality is a metric of how involved a

vertex is in the triangles of the graph. In an undirected graph G represented as

G = {V,E}, with respective vertex and edge sets, the Triangle Centrality of a node

v is given by Burkhardt as:

TC(v) =

1
3

∑
u∈N+

∆

∆(u)+
∑

w∈{ N(v)
N∆(v)

}
∆(w)

∆G
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This metric falls within the closed range of [0,1] which is achieved by damping the

counting of triangles by one third to avoid over counting and then normalizing that

by all the triangles in the graph G. Burkhardt also introduces this method in linear

algebra form but that particularly paradigm will not be available to us in Chapel as of

writing this. Additionally Burkhardt proposes several theorems that prove that the

triangle counting can be done in O(m
√
m) time when done on an adjacency matrix.

In contrast to other definitions of centrality, Burkhardt proposes a time

complexity of O(m
√
m) which depending on the graph topology, may yield better

performance. Critically in triangle centrality, the value of a node is not given just

by the number of triangles in its adjacency but also by the triangles of its neighbors.

This allows this centrality metric to rank highly nodes that are connected to highly

cohesive nodes i.e. like the agents of movie stars.

According to Burkhardt, the advantages of triangle Centrality are 4 fold.

1. No need to make iterative updates and guaranteed convergence

2. Grants weight to nodes that are directly in a lot of triangles themselves if their

neighbors are highly connected

3. Is robust for each node because it takes consideration from not only the

neighbors, but also indirectly the neighbors of neighbors through triangle

counting

4. Efficient run time

Li and Bader [27] describes a succinct and novel implementation of Triangle

Centrality in GraphBLAS [18][17]. GraphBLAS is an API that represents graphs

as sparse matrices and allows developers to build graph algorithms using linear

algebra. This method was built in the SuiteSparse implementation of GraphBLAS

and provides the basis for our comparisons. Because this method is done GraphBLAS
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with precise matrix methods, the algorithm should approach the optimal O(m
√
m)

time complexity that Burkhardt describes.
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CHAPTER 4

EXPERIMENTS AND RESULTS

4.1 Algorithms

Much of the work for Triangle Centrality lies in counting triangles of which there are

three requirements for this method: triangle counts for the set of triangles belonging

to the neighborhood of each node which include said node, the number of triangles in

the adjacency of a node but do not include the node, and the total number of triangles

in the graph. We compare the results of 6 different implementations in Arkouda using

the Chapel back end for parallel computing. At a high level, each algorithm will have

similar data structures for the triangle centrality calcuations.
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Algorithm 4: High Level Triangle Centrality

1 Let NeiTrNum be an array of length N

2 Let NeiNonTriNum be an array of length N

3 Let TriangleCentrality be an array of length N

4 TriNum, NeiAry, TriCount = CountTriangles(G)

5 coforall edges in locale do

6 if NeiAry[edge] is True then

7 Update NeiTriNum of u with v

8 Update NeiTriNum of v with u

9 else

10 Update NonNeiTriNum of u with v

11 Update NonNeiTriNum of v with u

12 coforall u ∈ G do

13 forall vinN(u) do

14 Update Curnum with the neighbor’s triangles

15 TriangleCentrality[u] =

(NeiNonTriNum[u] + ((NeiTriNum[u] + TriNum[u])) ∗ 1/3)/∆G

16 return Triangle Centrality of all vertices in G

In Alg. 4, the data structures utilized are common to all algorithms because

these are used for the calculations in Triangle Centrality. The variable triCount is

just a counter for the total count of triangles in the graph, the NeiAry is a binary

array which indicates if a triangle exists for an edge in G. The arrays NeiTriNum

and NeiNonTriNum are arrays of length E that maintain the number of triangles for

the open and closed set of triangles for each node v respectively. The array TriNum

maintains the triangle count for each vertex in the G. Because all of these methods

rely on the double index data structure, all of the aforementioned data structures are

used in the methods presented.
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4.1.1 Naive Method

To illustrate the performance of each algorithm, we start with a naive method. This

method, like all of the others presented here utilize the same double index data

structure and all of the parallel abstractions inherent to Chapel. The only difference is

the actual triangle counting method. In the naive method, we simply iterate through

the edge list which contains edges (u, v). Then, we iterate through the adjacency

list of each of those vertices if we find a third edge that forms a triangle then we

make updates to three data structures. These data structures are common to all

algorithms because these are used for the calculations in Triangle Centrality. The

variable triCount is just a counter for the total count of triangles in the graph, the

NeiTriNum is a binary array which indicates if a triangle exists for an edge in G.

The array TriNum maintains the triangle count for each vertex in the G. Because all

of these methods rely on the double index data structure, all of the aforementioned

data structures are used in the methods presented.
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Algorithm 5: Naive Triangle Centrality

1 Let NeiAry be a vector of length E

2 triCount = 0

3 Let TriNum be a vector of length N

4 coforall edges e1 = (u, v) ∈ E && (e1 is local) do

5 forall edge e2 (u,w) ∈ N(u) do

6 if edge e3 (w, v) ∈ E then

7 Increment TriCount

8 Update NeiAry

9 Update TriNum

10 forall edges e2 (v, w) ∈ N(v) do

11 if edge e3 (w, u)inE then

12 Increment TriCount

13 Update NeiAry

14 Update TriNum

4.1.2 Minimized Triangle Search

Notice that in Alg. 5 the search is done exhaustively searching both adjacency lists of

u and v to find triangles. If real world graphs had even degree distributions meaning

that every node had the same sized adjacency list then searching both lists would be

an acceptable assumption but this is not the case. Due to the distribution inherent

to a power law graph, some nodes will have a much higher adjacency list than others.

When searching for triangles within the graph, it may be advantageous to exploit this

distribution and search the smaller adjacency lists. This is the motivation behind the

Minimized Triangle Search.
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Algorithm 6: Minimized Triangle Search

1 Let NeiAry be a vector of length E

2 triCount = 0

3 Let TriNum be a vector of length N

4 coforall (edge e1 = (u, v) ∈ E) && (e1 is local) do

5 Let uadj and vadj be sets

6 Let AdjLuv be the adjacent vertices set of Luv

7 smalladj = node with min(N(u), N(v))

8 largeadj = node with max(N(u), N(v))

9 forall (w ∈ N(minadj))) do

10 if (adj(N(w)) < adj(e)) then

11 e = findEdge(adj(ebig, w)

12 else

13 e = findEdge(adj(w, ebig)

14 if e ̸= −1 then

15 Increment TriCount

16 Update NeiAry for all edges

17 Update TriNum for all vertices

18 return TriCount, NeiAry, TriNum

In Alg. 6 iterations through both adjacency lists are done through the shortest

possible lists. In a highly skewed graph, this may reduce a large number of

computations.

4.1.3 Edge List Intersection

This is the traditional method for counting triangles and it is a good comparison for

our other methods. Like 5 the method iterates through both adjacency lists to find

potential pairings. The difference comes when finding if a triangle exists due to a
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connecting third edge; in the naive method there is an explicit search for that third

edge. In the edge list intersection, potential connections are held in a set and then

compared later.
Algorithm 7: Edge List Intersection

1 Let NeiAry be a vector of length E

2 triCount = 0

3 Let TriNum be a vector of length N

4 coforall (edge e1 = (u, v) ∈ E) && (e1 is local) do

5 Let uadj and vadj be sets

6 forall (w ∈ N(u)) do

7 if (∃ e = (u,w)) then

8 Add w into uadj

9 forall (w ∈ N(v)) do

10 if (∃ e = (v, w) then

11 Add w into vadj

12 forall w ∈ uadj do

13 if w ∈ vadj then

14 Increment triCount

15 Update NeiAry

16 Update TriNum

17 return TriCount, NeiAry, TriNum

This is handled through Chapel’s parallel abstraction for a set. The structures

uadj and vadj contain the nodes that are adjacent to u and v respectfully and these

structures are then compared. If there exists a w in both uadj and vadj then this

indicates that there are edges (u,w) and (v, w) in G meaning there is a triangle.
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4.1.4 Path Merge Method

This method exploits the sorting done in Arkouda’s graph processing. Edges are

sorted by value and this avoids the need to search for edges within a graph. Instead,

the comparisons of the two adjacency lists is done side by side and stops when the

counter on one side is greater than the length of its adjacency list. This does not

inherently exploit the power law nature of the graphs however; even if the adjacency

list of one is short, if the final node is a comparatively high value, it will be compared

all the other nodes in the other adjacency list. This method does avoid the second

for loop needed to compare v’s adjacency list however.
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Algorithm 8: Path Merge Method

1 Let NeiAry be a vector of length E

2 Let TriCount = 0

3 Let TriNum be a vector of length N

4 coforall (edge e1 = (u, v) ∈ E) && (e1 is local) do

5 set LNI and RNI to the start of the left, right edge adjacency list

6 Iterate through the adjacency list

7 while (LNI < N(u) and RNI < N(v)) do

8 if dst[LNI] == v then

9 Increment LNI

10 Continue

11 if dst[RNI] == u then

12 Increment RNI

13 Continue

14 if dst[LNI] == dst[RNI] then

15 Increment TriCount

16 Update NeiAry

17 Update TriNum

18 Increment LNI and RNI

19 else

20 if dst[LNI] > dst[RNI] then

21 Increment RNI

22 else

23 Increment LNI

24 return TriCount, NeiAry, TriNum
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4.1.5 Small Set Intersection

Paradigms from Alg. 7 and Alg. 6 can be utilized to create a new method. First this

method iterates through the smaller adjacency list and then utilizes binary search to

find a matching edge if it exists.
Algorithm 9: Small Set Intersection Method

1 Let NeiAry be a vector of length E

2 Let triCount = 0

3 Let TriNum be a vector of length N

4 coforall (edge e1 = (u, v) ∈ E) && (e1 is local) do

5 Let smalladj be the node of min(N(u), N(v))

6 Let largeadj be the node of max(N(u), N(v))

7 Let sset be an empty set

8 forall edge e2 = {smalladj, x} ∈ N(smalladj) do

9 if x ̸= largeadj then

10 Add x into sset

11 forall w ∈ sset do

12 if findEdge(w, largeadj) then

13 Update NeiAry for all edges

14 Increment TriNum for all vertices

15 Increment TriCount

16 return TriCount, NeiAry, TriNum

4.2 Experimental Setup

The experiments are run on an Ubuntu 20.04.3 LTS desktop with an Intel i7-10700K

on a single core with 16GB of RAM. Based on the capabilities of Arkouda and

Chapel, multilocale functionality is possible but slower because of the inter-locale

communications required especially on these smaller datasets.
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The comparisons to the other implementation done by Li et al was done on the

same machine. The implications of this comparison will be discussed in the results

section. After running all of the experiments the results will be considered in two

ways. The first is raw result time: each of the methods implemented in Arkouda

are run on the same machine and so direct comparisons are applicable. Because the

other method is not a distributed system implementation it will not have some of the

overhead Arkouda has but running on a single locale will provide some equalization.

Each of these algorithms will be run multiple times and the average over the runs

will be taken.

In addition to a raw run time comparison, the edge processing speed will be

compared as a function of some of the graph properties mentioned. Algorithms that

perform well on certain types of graphs may not perform well on others, and showing

how each performs based on a certain property may help in future run time decisions.

The edge processing speed will be plotted as a function of properties including the

assortativity, the power law exponent, 90th percentile diameter, the average cluster

coefficient, and the fraction of closed triangles.

4.3 Results and Discussion

Results will be in interpreted as described previously, by the actual run time and an

examination of the edge processing speed based on different graph properties.

On initial view of Table 4.1 there is not a clear “best” algorithm. Both Alg.

6 and Alg. 8 have runs where one outperformed the other. On occasion, these

algorithms even ran faster than the shared memory method which seems to further

exemplify the speed of Chapel and by extension, Arkouda. On the aggregate, the

shared memory implementation the Arkouda methods which would be expected

because Arkouda is expected to handle distributed machines and communications

overhead. To see how each method performs relative to types of graphs, the processing
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Table 4.1 Graph Processing Times (sec)

Graph GraphBLAS Naive
Minimum

Search

Path

Merge

Small

Search

List

Intersection

as-caida20071105 1.30e-4 7.69e-1 1.11e-1 8.45e-2 1.84e-1 1.57e+0

ca-AstroPh 3.96e-1 2.76e-1 1.76e-1 2.49e-1 3.69e-1 7.02e-1

ca-CondMat 1.08e-1 1.31e-1 8.87e-2 4.74e-2 1.56e-1 2.77e-1

ca-GrQc 1.66e-2 2.03e-2 1.46e-2 7.93e-3 2.51e-2 4.24e-2

ca-HepPh 2.83e-1 2.28e-1 2.01e-1 3.94e-1 4.55e-1 7.45e-1

ca-HepTh 3.16e-2 3.65e-2 2.61e-2 1.18e-2 4.33e-2 7.35e-2

email-Enron 1.20e-4 3.80e-1 1.71e-1 4.10e-1 3.35e-1 1.07e+0

facebook_combined 1.20e-1 1.87e-1 1.34e-1 2.32e-1 2.90e-1 5.02e-1

loc-brightkite_edges 5.73e-3 3.43e-1 2.04e-1 2.70e-1 3.65e-1 7.80e-1

Oregon1_010331 2.48e-1 4.75e-1 2.40e-2 7.45e-2 3.98e-2 6.80e-1

Oregon1_010407 2.34e-1 4.72e-1 2.39e-2 7.44e-2 3.93e-2 6.79e-1

Oregon1_010414 3.12e-1 4.55e-1 2.41e-2 7.99e-2 4.01e-2 6.73e-1

Oregon1_010421 2.52e-1 4.15e-1 2.44e-2 7.82e-2 4.06e-2 6.80e-1

Oregon1_010428 2.05e-4 4.76e-1 2.43e-2 7.88e-2 4.00e-2 6.99e-1

p2p-Gnutella04 2.05e-4 5.42e-2 3.98e-2 1.61e-2 7.02e-2 1.25e-1

p2p-Gnutella05 3.09e-4 4.26e-2 3.12e-2 1.32e-2 5.47e-2 9.88e-2

p2p-Gnutella06 3.13e-4 4.17e-2 3.07e-2 1.34e-2 5.40e-2 9.76e-2

p2p-Gnutella08 1.11e-3 2.84e-2 2.06e-2 1.07e-2 3.57e-2 6.54e-2

p2p-Gnutella09 1.91e-4 3.49e-2 2.59e-2 1.23e-2 4.49e-2 8.14e-2

p2p-Gnutella24 2.49e-4 9.03e-2 6.66e-2 2.96e-2 1.11e-1 2.03e-1

p2p-Gnutella25 1.24e-4 7.50e-2 5.53e-2 2.41e-2 9.14e-2 1.68e-1

p2p-Gnutella30 1.52e-4 1.23e-1 9.06e-2 4.06e-2 1.49e-1 2.75e-1

p2p-Gnutella31 1.14e-4 2.05e-1 1.53e-1 6.76e-2 2.49e-1 4.60e-1

delaunay_n10 1.93e-4 4.45e-3 3.28e-3 1.07e-3 5.35e-3 8.54e-3

delaunay_n11 1.50e-4 8.87e-3 6.53e-3 2.15e-3 1.06e-2 1.69e-2

delaunay_n12 1.18e-4 1.77e-2 1.30e-2 4.16e-3 2.13e-2 3.38e-2

delaunay_n13 2.82e-4 3.55e-2 2.60e-2 8.51e-3 4.23e-2 6.78e-2

delaunay_n14 2.45e-4 7.09e-2 5.18e-2 1.63e-2 8.46e-2 1.36e-1

delaunay_n15 4.03e-4 1.42e-1 1.07e-1 3.63e-2 1.72e-1 2.75e-1

delaunay_n16 2.93e-4 2.83e-1 2.08e-1 6.62e-2 3.38e-1 5.46e-1

delaunay_n17 3.74e-4 5.68e-1 4.16e-1 1.33e-1 6.78e-1 1.15e+0
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speed of each method will be compared to different graph properties. Not all of the

properties were insightful but the figures are included in the appendix for reference.

Figure 4.1 Log of edge processing speed vs. assortativity.

In Fig. 4.1 the performance for GraphBLAS clusters around low assortativity

and is higher elsewhere. Because GraphBLAS had very high performance on certain

graphs, the edge processing speeds are scaled by a logarithm of base 2. Additionally,

when reading this, it is important to remember that depending on the property

the slope of the line is not necessarily important. In this result, the GraphBLAS

implementation performs much better on graphs with low assortativity meaning that

it performs well on graphs with moderate levels of mixing between high and low

degree vertices.
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Figure 4.2 Log of edge processing speed vs. fraction of closed triangles.

The same interpretation is valid here in Fig. 4.2 where the processing speed

of GraphBLAS clusters around a low fraction of closed triangles. This might imply

that GraphBLAS is better suited to sparser graphs than Arkouda. The Arkouda

implementations have to search for triangles in all implementations as opposed to the

GraphBLAS implementation which utilizes matrix operations.

For the Arkouda implementations, the results are close enough that they can

be compared without the logarithm. Because these methods are implemented in the

same environment and framework, these can be compared directly.

39



Figure 4.3 Arkouda edge processing speed vs. assortativity.

Like Fig. 4.1, Fig. 4.3 shows a similar result for the Path Merge method, it

performs comparatively better at lower levels of assortativity than the other methods.

This said, there may be not enough data at high and low levels of assortativity to say

for sure.

Figure 4.4 Arkouda edge processing speed vs. fraction of closed triangles.
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In Fig. 4.4 the Path Merge method performs significantly better in sparser

graphs. This may be due to the lack of searches used in the method since all the

other Arkouda methods utilize an edge search in some respect.

Figure 4.5 Arkouda edge processing speed vs. 90 percent diameter.

The 90 percent diameter is another metric for density; as stated it contains

the minimal distance such that 90 percent of nodes in graph are within that value;

lower values may imply a denser graph. Path Merge consistently outperforms other

methods at higher values but the minimum search method is stronger at lower values

which suggests again that path merge works better in sparser graphs.

Based purely on these results though, it seems that Alg. 8 is superior for a larger

number of graphs. In certain cases, particular denser graphs, Alg. 6 may be a better

option but additional research may be necessary to prove absolutely. It may also be

possible that the edge processing speed maybe better modeled through a combination

of multiple graph properties.
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CHAPTER 5

CONCLUSION

An implementation of several different triangle counting methods have been imple-

mented for a novel centrality metric. Five methods for triangle counting were

presented, a naive method, a minimal search method, a path merge method, a small

set intersection method, and an edge list intersection method. These methods were

compared to each other and another open source implementation of this method

on GraphBLAS. Because the latter was done in a shared memory environment,

generally it performed better but in denser graphs the Arkouda methods performed

nearly equally or better. Of the Arkouda methods alone, the path merge method

performed the best most consistently in sparser graphs but the minimized search

method performed better in denser graphs.

The edge processing speed for each were then compared to different graph

properties including assortativity, average clustering coefficent, the 90 percent

diameter, the fraction of closed triangles, and the power law exponent. Based on these

metrics, the GraphBLAS implementation and the path merge method performed best

on sparser graphs however because the former is a shared memory implementation it

is not feasible for massive datasets.

Further research might be done as Arkouda expands their capabilities into arrays

with dimensions greater than one dimension. Having multidimensional arrays would

allow exploration into methods with adjacency matrices and applying linear algebra

methods for counting triangles. Regardless, due to the novelty of Arkouda there are

plenty of other centrality metrics that can be implemented in Arkouda.

This work further demonstrates the performance of Arkouda relative to even a

local implementation and adds a new tool for practitioners of Arkouda. Our work is
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openly available at https://github.com/Bears-R-Us/arkouda-njit and all components

necessary to run our methods are open-source.
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APPENDIX A

GRAPH PROPERTIES RELATIONSHIP FIGURES

Figure A.1 Log of edge processing speed vs. average cluster coefficient.

Figure A.2 Log of edge processing speed vs. power law exponent.
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Figure A.3 Log of edge processing speed vs. diameter.

Figure A.4 Arkouda edge processing speed vs. average cluster coefficient.
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Figure A.5 Arkouda edge processing speed vs. power law exponent.

46



APPENDIX B

DEGREE DISTRIBUTIONS OF GRAPHS

B.0.1 Real World Graphs

Figure B.1 p2p-gnutella04 degree distribution.
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Figure B.2 p2p-gnutella05 degree distribution.

Figure B.3 p2p-gnutella06 degree distribution.
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Figure B.4 p2p-gnutella08 degree distribution.

Figure B.5 p2p-gnutella09 degree distribution.
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Figure B.6 p2p-gnutella24 degree distribution.

Figure B.7 p2p-gnutella30 degree distribution.
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Figure B.8 p2p-gnutella31 degree distribution.

Figure B.9 Oregon1_010331 degree distribution.
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Figure B.10 Oregon1_010407 degree distribution.

Figure B.11 Oregon1_010414 degree distribution.
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Figure B.12 Oregon1_010421 degree distribution.

Figure B.13 Oregon1_010428 degree distribution.
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B.0.2 Delaunay Graphs

Figure B.14 Delaunay_n10 degree distribution.

Figure B.15 Delaunay_n11 degree distribution.
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Figure B.16 Delaunay_n12 degree distribution.

Figure B.17 Delaunay_n13 degree distribution.
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Figure B.18 Delaunay_n14 degree distribution.

Figure B.19 Delaunay_n15 degree distribution.
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Figure B.20 Delaunay_n16 degree distribution.

Figure B.21 Delaunay_n17 degree distribution.
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