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ABSTRACT

FIRST-PRINCIPLES DENSITY FUNCTIONAL THEORY STUDIES ON
PEROVSKITE MATERIALS

by
Aneer Lamichhane

Perovskites are a family of materials with a diverse combination of different elements.

As a consequence, they exhibit numerous functionalities such as pyroelectric, piezo-

electric, ferroelectric, and ferromagnetic with applications in photovoltaic cells, LEDs,

superconductivity, colossal magneto-resistance, and topological insulators. After 2009,

perovskites have gained notoriety as suitable materials for solar cells and alternative

candidates to silicon-based conventional solar cells. Generally, oxide perovskites exhibit

good dielectric properties, halide perovskites display good photonic qualities, and chalco-

genide perovskites are used in applications in solid-state lighting, sensing, and energy

harvesting. In this dissertation, various types of perovskites ranging from oxide to halide

are investigated along with their structural, elastic, electronic, and optical properties.

The mode of study is the first-principles calculations performed with density functional

theory, implemented in the VASP (The Vienna Ab initio Simulation Package) codes.

Energy gap and refractive index are two critical properties, whose prior knowledge is

required for designing optoelectronic devices. A model is developed by which these two

quantities are correlated in both oxide and halide perovskites. This model is consistent

with other well-established models and predicts the refractive index with greater accuracy.

A comprehensive study of alkaline earth metal zirconate perovskites CaZrO3, SrZrO3

and BaZrO3 is performed. The effect of the cation size on their overall properties is

analyzed using both standard and hybrid functionals. Moreover, this study also shows

the comparative efficacy between standard and hybrid functionals. The bond strengths in

these zirconate perovskites are studied using the concept of the charge flow, which arises

due to the coupling between lattice displacement and electrostatic field. In performing the



study of optical properties, the value of the dimensionless constant in the Penn model is

determined to be 0.86. Based on the study of phonons, it is noted that these zirconate

perovskites are suitable for thermal coating materials. Likewise, the structural phase study

in halide perovskite, CsPbBr3, has predicted the transition temperature as well as the order

of phase, in accord with the experimental results. Its two-dimensional (2D) counterparts,

Cs2PbBr4 and CsPb2Br5, are also studied in parallel with CsPbBr3. Their higher exciton

binding energy is explained based on the screening factor. One of the major problems in

perovskite-based solar cells is their unpredictability in behavior due to external conditions

such as moisture, temperature, etc. In order to address such an issue, it is better to maintain

the system under isosymmetric stress. A detailed concept of imposing isosymmetric stress

with hydrostatic compression is discussed. This notion is applied to various cubic halide

perovskites, ABX3 (A = K,Rb,Cs;B = Ge,Sn,Pb and X = Cl,Br, I). The influence of

cation-anion exchange, together with the effect of spin-orbit coupling, is studied.
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CHAPTER 1

INTRODUCTION

1.1 Survey of Computational Materials Science

Materials science and engineering is an important branch of today’s science. One of the

major objectives of this discipline is to facilitate a vast acceleration in generating new and

advanced materials to meet the demands on energy. The evolution of modern materials

science can find its root in crystallography. The early credit goes to mineralogists for

finding that many crystals are anisotropic to light. After the discovery of X-rays in 1895

by Wilhelm Röntgen [1], there was a paradigm shift in crystallography. The physical

measurements of the geometry of a crystal were replaced by the sophisticated technique

of X-ray diffraction. The impact of the X-ray diffraction technique was so revolutionary

in the twentieth century that a large number of Nobel prizes were awarded to scientists for

their work based on this technique.

Max von Laue was awarded the 1914 Nobel Prize for his discovery of X-ray

diffraction in crystals [2, 3]. The work of Paul Ewald on, “The optical properties of a

medium consisting of a regular arrangement of isotropic resonators” [4], could be taken

as the precursor for Laue to show that the wavelength of X-rays matched the spacing of

atoms in the crystals. Despite the success of a crystal as a three-dimensional diffraction

grating for X-rays, there was a problem in determining the correct phase of the diffracted

X-rays, which hindered in determining space lattices. Later, this difficulty was solved

by the father and son team of W.H. Bragg and W.L. Bragg by treating the discovery of

Laue’s diffraction phenomenon as a reflection by the successive parallel planes within

a crystal [5]. The duo proposed the famous Bragg’s law- 2dsinθ = nλ , where d is the

inter-planar distance, λ is the incident wavelength and θ is the glancing angle [6]. They

were awarded the 1915 Nobel Prize in physics. Bragg’s law has tremendous significance
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in determining the crystal structure, together with the bond length, lattice parameters, etc.

Moreover, this law explains the variation of properties within polymorphs as a result of

the relative juxtaposition of atoms within them. In his famous book, “Concerning the

Nature of Things”, W.H. Bragg wrote, “The properties of metals must depend, in the

first place, on the properties of individual atoms, and, in the second place on the atomic

arrangement, which is in effect the state of crystallization [7].” After the establishment of

the diffraction of X-rays within a crystal, scientists such as Davisson and Germer performed

a diffraction experiment using electrons in a single crystal and Thompson did the same

experiment with a crystalline film [8]. These experiments were successful in determining

the periodic structure of the crystal along with the wave-particle duality of the electrons.

The success of the diffraction experiment in determining the structure was amplified by

Rosalind Franklin, who discovered the double-helical structure of the DNA molecule, using

X-ray diffraction [9].

Solid materials are generally modelled as densely packed atoms, linked together

with an interatomic bond. Based on the nature of the interatomic bond, solid materials

are not only classified into ionic, covalent or metallic but also their properties such as

mechanical, electrical, optical, thermal and magnetic are dependent on it. Historically,

the study of heat capacity bears tremendous significance. In the year 1819, two French

scientists Pierre Louis Dulong and Alexis Therese Petit had found experimentally that the

molar heat capacity of a large number of elements was constant, approximately three times

the universal gas constant [10]. A proper theory of heat capacity was formulated by Albert

Einstein, 87 years after the formation of Dulong and Petit law. Einstein assumed that the

heat capacity of a solid is attributed to vibrations in the atom with the same frequency.

This theory was partially successful in predicting the upper limit of the heat capacity, to

what was found by Dulong and Petit, and the lower limit to zero, in accordance with the

third law of thermodynamics. One of the major shortcomings of Einstein’s theory is the

exponential variation of heat capacity, instead of linear behavior at low temperature. In
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the year 1912, Debye proposed another theory of heat capacity, which agrees not only with

Dulong and Petit’s law and third law of thermodynamics at the upper and lower temperature

respectively, but shows linear variation at the low temperature [11]. However, this theory

fails at intermediate temperatures. Einstein modelled his solid as densely packed atoms,

vibrating as three-dimensional oscillators whereas Debye modelled his solid as an isotropic

continuum medium. These two theories, though successful, have their own limitations- the

former valued the properties of atoms and the latter valued the arrangement of atoms in the

solid. This kind of issue- properties versus arrangement can also be seen in the Sommerfeld

model of metals.

The success of X-ray crystallography and the issue of “properties versus arrangement”

forces physicists to consider solid not only as densely packed atoms but also as a periodic

arrangement of atoms within it. This picture of solid is realistic in two senses- first,

atoms in the solid crystallize in a periodic fashion at low temperature and pressure, and

second, the quantum mechanical treatment of solid is plausible only when the Schrödinger

equation contains a periodic potential. Moreover, this integration of arrangement allows

the classification of solid into crystalline and amorphous, different from the previous

classification based on the bonds. In the year 1940, the study of solid then emerged as

a separate branch of physics called solid-state physics [12]. As the periodicity allows

mathematical modeling accessible, this branch has evolved and diversified quickly since its

establishment. Physicists did not limit their study only to solid materials. They have been

studying other states such as liquid state, plasma, etc, in parallel with the solid-state. As a

result, a separate branch of physics, known as condensed matter physics emerged between

the years 1970-80 [13]. This branch, being a superset of solid-state physics, provides a

framework for an understanding of the multi-particle systems interacting with well-defined

forces. Due to several breakthroughs, this branch is so versatile and diverse that it interacts

with other disciplines of science, making it an interdisciplinary subject, with a common

name as materials science.
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The role of computers in solving mathematical models has gained attention after the

second world war. Many-particle interaction involves a series of complex mathematical

equations that are cumbersome to solve without the aid of a computer. Further, the appli-

cation of Schrödinger equation to solve many-particle problems is in practice a difficult

task. The use of computer simulation in materials science is pronounced for computing the

properties as well as visualizing and mimicking the structure of the materials. Likewise,

the cutting edge developments in software and computational tools facilitated theoretical

modeling in materials science with great ease. Recent innovations in developing powerful

computers and supercomputers have revolutionized the implementation of theories such

as Monte Carlo simulation, density functional theory (DFT), etc, in predicting the ideal

properties of materials. The formulation of DFT by Hohenberg and Sham, is one of the

state-of-the-art methods to solve many-particle problems and calculate electronic structure

with ease, even using single computer [14]. Several computer simulation packages such as

VASP, ABINIT, SIESTA, etc, are widely used in modeling materials in the atomic domain

and predicting their electronic, optical, vibrational, thermal, and magnetic properties. As

a result, there is growing interest in materials simulation and a large number of findings

are published with the integration of computers in materials science research. Today,

computational materials science has evolved from materials science, making it as one of

the prime branches of science.

Computational materials science provides a platform for a clean and green way

of conducting research, where there is no need for real material and its testing. The

functionalities of the materials can be calculated merely from theoretical models. It can

also work in the reverse sense, that is, based on the required functionalities, new materials

can be created. The triumph of computational materials science lies not only to simulate the

physics of materials but also to predict new materials. A few years ago, Ceder et al. were

successful in discovering a number of new materials, using computational methods [15].

Their powerful simulation techniques have opened the door for the materials revolution.
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Therefore, the emerging computer materials science has the power to deal with upcoming

challenges such as energy crisis, efficient production of clean energy, downsizing the

excessive use of rare earth elements, and advanced materials production.

1.2 Materials of Study- Perovskites

In 1839, German geologist, Gustav Rose discovered a mineral composed of CaTiO3 in

the Ural Mountains of Russia. Extensive study of this mineral was further carried out by

another Russian mineralogist, named Count Lev Alexevich von Perovski [16]. In his honor,

this mineral is called perovskites. Historically, materials whose structure resembles the

structure of CaTiO3 are known as perovskites. The structure of CaTiO3 is quite unstable

at room temperature and can distort to a lower symmetry structure. Therefore, it is usually

good to consider SrTiO3 as a basis structure for perovskites.

Table 1.1 Structural Configuration of Cubic Perovskites

Atom Coordination Wycko f f −Positions Coordinates
Site Multiplicity Symmetry

A 12 a 1 m−3m (0.0,0.0,0.0)
B 6 b 1 m−3m (0.5,0.5,0.5)

X 2 c 3 4/mm.m

(0.5,0.0,0.5)
(0.5,0.0,0.5)
(0.5,0.0,0.5)

The molecular formula for perovskite compounds is ABX3, where A and B are cations

and X is an anion. Based on X anion, perovskites can be named as oxide perovskite (X=O)

and halide perovskite (X=Cl, Br, I). Again, the halide perovskite system can further be

classified into alkali halide perovskite and organo metal perovskite (popularly known as

hybrid perovskite) depending on the cation A. The cation A is usually larger than the

cation B and their pairing can be understood by the charge balancing or stoichiometry of

perovskite. In the case of oxide perovskite, three combinations A+1B+5O−2
3 , A+2B+4O−2

3

and A+3B+3O−2
3 are usually permitted and for halide perovskite, the most common pairing

is A+1B+2X−1
3 . The bonding <A−X> is ionic and <B−X> is mixed, both ionic and
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Figure 1.1 The cubic structure of perovskite ABX3. (a) The purple, yellow and red
atoms represent A, B and X , respectively, where B is at (0.5,0.5,0.5); (b) The
octahedron cage [BX6]; (c) A is at (0.5,0.5,0.5) and (d) The cornor sharing X
atoms of octahedral cages forming networks- a top view.

covalent. The ideal crystal structure of perovskite is cubic, which is a high symmetric

structure (Space group Pm3̄m). The high symmetry structures are shown in Figure 1.1 and

the corresponding structural parameters are highlighted in Table 5.1. This cubic structure

can be thought of as a body-centered cubic (BCC) structure in terms of A and B, and a

face-centered cubic (FCC) structure in terms of B and X . The position of A and B can be

either (1/2,1/2,1/2) or (0,0,0) and X sits as (0,1/2,1/2), (1/2,0,1/2) and (1/2,1/2,0).

However, by convention or in most cases, the position of A is taken as (1/2,1/2,1/2).

Independent of the position of A and B, the coordination number of cation A is 12 and B

is 6, thus forming the polyhedron [B−X]6 as octahedron and [A−X]12 as cuboctahedron.

Further, the dimensionality (2D, 1D) in perovskite is governed by its octahedral cages.

In 1D, these octahedral cages are discrete and in 2D, they are connected to one another
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forming a layer, and intercalated atoms act as a spacer between any two layers, as illustrated

in Figure 1.2. This kind of layered perovskites has a formula An−1BnX3n+1, n being the

number of layers. The layered perovskites are common in hybrid perovskites, where large

size organic cation A do not fit into the octahedral structure and acts as a barrier or spacer

between 3D structures.

Figure 1.2 Illustration showing the role of intercalated atoms as a spacer between the
layer of octahedral cages in 2D (left) perovskites whereas the corner atoms link
octahedral cages in all directions in 3D (right) perovskites.

The cubic structure is a perfect or high symmetry structure. Yet, a few cubic

structured perovskite compounds are stable below room temperature. This is because the

structure of perovskites is sensitive to external conditions such as moisture, temperature,

pressure, etc. As a result, high symmetry structure distorts to lower symmetry to gain

stability. The distortion from the cubic structure, mostly accompanied by octahedral

rotation, leads to a phase transition, resulting in lower symmetry structures such as

tetragonal, orthorhombic, and rhombohedral. One classic way of understanding the lattice

distortion in ABX3 is the size effect, that is, the variation in A, B, X atoms in the geometry

of its cell. This relation is quantified by the Goldschmidt tolerance factor [17] (t), implying

that this value for the ideal cubic structure is one. Mathematically, t = (rA+rX )√
2(rB+rX )

, where

rA, rB, and rX are the ionic radius of A, B and X . Mostly, the oxide perovskites show cubic

symmetry for 0.89 < t < 1 and halide perovskites for 0.85 < t < 1 [18,19]. The properties

of perovskite are dependent on its octahedral cages formed by B and X and the role of A is
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merely for charge neutrality. The variation in size A results in a change in those properties

by distorting the octahedral cages. For t < 1 (smaller A ion), the tilting of octahedral

cage results in lower symmetry structure such as orthorhombic and rhombohedral, and for

t > 1 (larger A ion), it results in hexagonal closed packed structures. Besides stability and

governing symmetry, the variation of A cation has been widely used in tuning the properties

such as band gap, refractive index, etc. It has also been noticed that the suitable change

in A cation reduces the structure into modular form, resulting in quantum confinement and

thereby dimensional reduction to the two-dimensional (2D) structure. The tolerance factor

is not sufficient and an additional condition called the octahedron factor (µ) [19] should

be incorporated to account for the stability of the perovskite compounds. This condition

conveys that, for the formation of an octahedron, the minimum radius of B cation should

be roughly (
√

2− 1) times the radius of X anion, that is, µ = rB/rX ≥ (
√

2− 1) and the

upper limit is somewhere (
√

3− 1) [19]. The combination of both tolerance factor and

octahedron factor can predict the formability of many perovskites. However, these two

conditions are necessary but not sufficient conditions. Besides the size effect, the other

cause of instability, especially in transition metal perovskites (such as CsMnF4, LaMnO3,

KCuF3, KCrF3) could be Jahn-Teller distortion [20]. It is the electronic instability where

the octahedron distorts, due to the lowering of the degeneracy and energy. The perovskites

with B cation in configuration except for d3, d5 (high spin), d8 (high/low spin), d6 (low

spin), and d10 show Jahn-Teller distortion [21]. The other internal cause of distortion could

be stoichiometry or composition mismatch (for e.g., A1−xBO3−x), defect, void, doping,

etc. Moreover, as stated earlier, perovskites are highly sensitive to external stimuli such

as pressure, temperature, moisture, humidity, etc, which also accounts for the instability of

the structure.

The structural distortions of perovskites from their cubic phase can be explained

based on ionic displacements and octahedral tiltings. The tilting of the [BX6] octahedra

about its symmetry axes arises due to compensation of smaller A cation, by optimizing
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Figure 1.3 (a) The archetype high symmetry cubic phase a0a0a0 and (b) the distorted
tetragonal phase a0a0c+.

< A−X > bonding. In other words, the octahedral tilting occurs when t < 1, yielding

tensile < A−X > bond and compressive < B−X > bond. In 1972, Glazer developed

a standard notation of a tilt system, where [BX6] octahedra rotate in the orthogonal axes

coincident with the three axes of the standard cubic unit cell [22]. In his notation, the

letters a, b and c represent unequal tilt about the x, y and z axes; the superscripts ‘0’,

‘+’ and ‘−’ indicate no tilt, in-phase and out of-phase rotation with respect to the first

octahedral layer, respectively. For instance, the tilt system a0b−c+ denotes that there is

no tilt about the x-axis of standard cubic perovskite and unequal tilt about the y-axis and

the z-axis having out of phase and in phase rotation respectively. The cubic perovskite is

therefore represented as an archetype a0a0a0 and the tilting a0a0c+ describes the in-phase

rotation about the z-axis, yielding the tetragonal phase with space group P4/mbm (127), as

illustrated in Figure 1.3. Glazer has identified 23 tilt systems comprising 15 different space

groups, which was later corrected by Howard and Stokes [23] to 15 tilt systems with space

groups. Using group-theory, they have shown that out of 23 tilt systems, 8 are redundant

due to higher symmetry than the corresponding space groups and only 15 tilt systems can

occur in real perovskites. These are shown in Table 1.2, taken from [24], where numbers
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1, 3, 5, 8, 10, 12, 13, 14, 16, 17, 19, 20, 21, 22 and 23 are the basis for any tilts in real

perovskites, as found by Howard and Stokes.

Table 1.2 The Glazer Tilt Systems Found in Perovskites with Symmetry

Number
Tilting
System Symmetry Number

Tilting
System Symmetry

3-tilts 2-tilts
1 a+b+c+ Immm (71) 15 a0b+c+ Immm (71)
2 a+b+b+ Immm (71) 16 a0b+b+ I4/mmm (139)
3 a+a+a+ Im3̄ (204) 17 a0b+c− Cmcm (63)
4 a+b+c− Pmmn (59) 18 a0b+b− Cmcm (63)
5 a+b+c− P42/nmc (137) 19 a0b−c− C2/m (12)
6 a+b+b− Pmmn (59) 20 a0b−b− Imma (74)
7 a+a+a− P42/nmc (137) 1-tilt
8 a+b−c− P21/m (11) 21 a0a0c+ P4/mbm (127)
9 a+a−c− P21/m (11) 22 a0a0c− I4/mcm (140)
10 a+b−b− Pnma (62) 0-tilt
11 a+a−a− Pnma (62) 23 a0a0a0 Pm3̄m (221)
12 a−b−c− P1̄ (2)
13 a−b−b− C2/c (15)
14 a−a−a− R3̄c (167)

Based on the criteria of tolerance factor and octahedron factor, a large number

of combinations of A, B, and X can be incorporated into the perovskite structure,

making it an extremely diverse family. Perovskite family includes all possible materials

with character ranging from insulator, semiconductor, metal, and superconductor. As

a consequence, perovskites exhibit distinct variations in electronic properties, electrical

properties, mechanical properties, optical properties, dielectric properties, superconduc-

tivity, magnetic properties, catalytic properties, etc. Secondly, one can tune these properties

not only by varying A, B, and X across the periodic table but also doping A and

B site (A′yA1−yBX3/AB′yB1−yX3) with a suitable substitution. Moreover, the structural

reformation and phase transition can further tune these properties. Likewise, the change

in dimensionality (1D, 2D) can yield different properties than its bulk (3D) counterparts.

The chemically reduced 2D perovskites have molecular formula A′yAn−1BnX3n+1, where y

is 2 for monovalent A′ cation and 1 for divalent A′ cation and n is the number of layers.
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In a 2D structure, A′ sits in the intercalated regions and acts as a separator between two

octahedral cages. The 2D structure not only gives a high stability structure but also yields

a plethora of properties simply by varying A′ and the number of layers. This is why

perovskites are fascinating materials to study as they manifest a wealth of properties, which

can be tuned and varied easily. For practical applications, perovskites are used in sensors,

fuel cells, electrodes, solar cells, memory devices, LEDs, lasers, and other optoelectronic

devices [25]. Among several applications, perovskites as solar cells are the most important

ones for the upcoming decades. Their light-harvesting capabilities have been increased

from 3.8% in 2009 to over 25% in 2020 [26, 27]. It was projected that perovskite solar

cells will replace silicon solar cells and occupy the market worth billions of dollars in

the upcoming decades. Moreover, the synthesis and fabrication costs of perovskite solar

cells are comparatively inexpensive. Despite these intriguing qualities, the commercial

success of these cells is hindered by instability, degradation, durability, unpredictability,

and toxicity. The usage of some perovskite materials is shown in Table 1.3, taken from [28].

Table 1.3 Perovskite Materials and Their Properties and Uses

Materials Properties Applications
BaTiO3 Dielectric Capacitor, Sensor

(Ba,Sr)TiO3 Pyroelectric Pyrodetector

PbTiO3

Pyroelectric
Piezoelectric

Pyrodetector
Acoustic transducer

Pb(Zr,Ti)O3

Dielectric
Piezoelectric

Nonvolatile memory,
Pyrodetector,

Sur f ace acoustic wave device

LiNbO3 Piezoelectric
Pyrodetector

Sur f ace acoustic wave device

K(Ta,Nb)O3

Pyroelectric
Electro−optic

Pyrodetector
Waveguide device
f requencydoubler

Pb(Mg1/3Nb2/3)O3 Dielectric
Memory

Capacitor
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1.3 Organization

The dissertation is based on the theoretical computations of perovskites using DFT and

implemented with VASP codes [29, 30]. The brief description of VASP is provided in the

appendix section. These computations rely on various simulation techniques, developed

as valid concepts and models, and are integrated with powerful supercomputers for high

throughput results. After that, the results are refined and post-processed with several tools

before tallying with the corresponding experimental results. In the absence of experimental

results, they are used to develop a model, whose validity is tested on different but analogous

materials. The remaining part of the dissertation is organized with Chapters 2, 3, 4, 5, 6

and conclusions. Chapter 2 presents the theoretical aspects of DFT, along with a discussion

of some key concepts. Chapter 3 provides a theoretical model for band gap and refractive

index relations. Chapter 4 is based on the study of structural, elastic, electronic, and optical

properties of some alkaline earth zirconate perovskites. Chapter 5 describes the Cs-Pb-Br

variants and their 2D counterparts. Chapter 6 presents the study of cubic halide perovskites

and the effect of isosymmetric compression on their structures. The conclusions section is

presented at the end of the dissertation.
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CHAPTER 2

METHODOLOGY AND THEORY

2.1 Fundamentals of the Density Functional Theory

2.1.1 Electronic Structure Calculations

The electronic structure calculations of a material are the central task for atomistic

simulations. They refer to calculations of the state of electronic motion around stationary

nuclei. In a quantum-mechanical sense, they represent calculations of the wave functions or

eigenstates and corresponding eigenvalues or energies of electrons. Almost every property

of a material can be formulated after knowing its electronic structure. For instance, the

knowledge of electronic ground states gives information on stability, vibrational properties

with several thermal properties, elastic properties, transport phenomena such as diffusivity,

ionic conductivity, dielectric properties, etc. The knowledge of electronic excited states

provides information on electronic transport phenomena, optical properties, etc. These

properties are known as ground-state properties and excited-state properties. Therefore, it

is worthwhile to accurately calculate the electronic structures. Several advanced models

and theories have been formulated after the discovery of the electron.

In 1897, J.J. Thomson discovered a negatively charged particle called the electron,

while working at the Cavendish Laboratory in Cambridge. He described the electronic

structure with a ”Plum pudding model” [31]. This model was unsuccessful and refuted by

his own student Ernest Rutherford. In 1910, Ernest Rutherford proposed a planetary model

in which the atom contains a central positive charge called a nucleus and electrons revolve

around the nucleus making the atom electrically neutral [32]. One of the major pitfalls

of the Rutherford model was the violation of Maxwell’s law that the accelerated charged

particle radiates electromagnetic radiation and, as a consequence, electrons revolving

around the nucleus eventually collapse into the nucleus, making the atom unstable. The
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drawback of the Rutherford model was solved by Neil Bohr, who in the year 1913,

proposed that the electron revolves only in the allowed orbit, and in such orbit, it does

not emit radiation. Bohr’s postulation is based on the fact that classical mechanics and

electromagnetism are inadequate to explain physics at the atomic scale. Further, this

postulate is justified by Planck’s theory of black body radiation. The verification of energy

absorbed/emitted by an electron attributing it to the difference in the energy levels of

orbits yielded a strong foundation for the development of quantum mechanics [33]. The

electron soon became the testing grounds for quantum physicists. Whether the search for

electronic structure gave birth to quantum mechanics or quantum mechanics is founded to

search electronic structure continues to be a paradox. Despite the success of the Bohr

model for hydrogen and hydrogen-like atoms, it has several drawbacks and failed for

poly-atomic structures. In 1925, Werner Heisenberg formulated quantum mechanics in

terms of matrices. After one year, Schrödinger formulated the mathematical language,

in which the electron revolving in the orbit is treated as a de Broglie wave and the

probability for an electron in a given orbit at a given time is described by mathematical

equations containing the wave function. The Schrödinger equation was used successfully

in computing the electronic structure of multi-electronic atoms (Heitler and London, 1927)

and poly-atomic systems (Bloch, 1928) [34].

However, the shortcomings of Schrödinger lie in the difficulty to solve many-body

systems. This makes it impractical to use for real applications. As an example, it requires

66 equations to compute the electronic structure of CO2, if one neglects nuclear dynamics

and electronic spin. In other words, the electronic configuration is represented by the

wave function ψ(r1,r2, ...,r66) making the Schrödinger equation as a 66 dimensional

problem. Further, these electrons in space interact among each other making it not only

difficult to understand the two body Coulomb interaction but also difficult to separate the

wave function, i.e., ψ(r1,r2, ...,r66) 6= ψ(r1) ∗ψ(r2) ∗ ... ∗ψ(r66). The exact solution,

if found, would have an equation in 66 degrees of freedom. This kind of difficulty is
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widely known as quantum many-body problem and to seek the solution of Schrödinger

equation in many-body problem must resort to some approximations. In 1927, Max Born

and J. Robert Oppenheimer proposed an approximation that atomic nuclei motion and

electron motion can be treated separately due to the fact that nuclei are much heavier than

electrons [34]. Born-Oppenheimer approximation, therefore, reduces the nuclei factor from

the Hamiltonian function and treats the nuclei as a stationary source of an electrostatic

field. The next approximation is the Hartree method, which assumes a single electron

assumption by considering the same interaction between any two electrons [34]. The

Hartree-Fock is another approximation which separates the many-body wave function as

the combination of some standard base functions, i.e., ψ(r1,r2, ...,rN) = φ(r1)∗φ(r2)∗ ...∗

φ(rN), where one can incorporate the antisymmetric conditions of electron wave functions

(φ(r1) ∗ φ(r2) ∗ ... ∗ φ(rN) = −φ(r2) ∗ φ(r1) ∗ ... ∗ φ(rN)), using Slater determinant [34].

The density functional theory (DFT) is another intriguing approximation that substitutes

many-body wave function by electron probability density function. This approximation

reduces the N-dimensional problem to a 3-dimensional problem as the electron probability

density function is the function of spatial coordinates only. DFT was formulated by

Hohenberg-Kohn in 1964 [35] and this theory remained dormant till 1990. After the

advent of high performance supercomputers, DFT led to a rapid paradigm shift in material

science research, providing the alternate means of investigation, instead of using traditional

experimental methods. Today, DFT is a standard procedure in the atomistic simulation of

materials.
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2.1.2 Many-Body Problem

Many body problem consists of a set of atomic nuclei and electrons interacting via

Coulomb forces. The Hamiltonian of such system can be expressed as,

H =−∑
I

h̄2

2MI
∇

2
RI
−∑

i

h̄2

2me
∇

2
ri
+

1
2 ∑

I,J(I 6=J)

ZIZJe2

|RI−RJ|
+

1
2 ∑

i, j(i 6= j)

e2

|ri− r j|
− ∑

I,i(I 6=i)

ZIe2

|RI− ri|
(2.1)

where, I and J run on nuclei; Z, M and R represent atomic number, nuclear mass and

position respectively and correspondingly lower cases for electrons. The first term in the

right hand side of Equation (2.1) is the kinetic energy of nuclei, the second term is the

kinetic energy of electrons, the third term is the potential energy of the nucleus-nucleus

interaction, the fourth term is the potential energy of the electron-electron interaction and

the last term is the potential energy of the electron-nucleus interaction. Let us suppose that

φ(RI;ri) is the total wave function of the system, then the system is known if one can find

the solution of the time-independent Schrödinger equation,

Hφ(RI;ri) = Eφ(RI;ri) (2.2)

The wave function φ(RI;ri) can be separated into the wave function of the nuclei (Π) and

the wave function of the electrons in the potential of the stationary nuclei (Ω),

φ(RI;ri) = Π(RI)Ω(ri) (2.3)

This Equation (2.3) is the Born-Oppenheimer approximation, and incorporating this

approximation, the Schrödinger equation for electrons in the potential of stationary nuclei
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can be written as,

HeΩ(RI;ri) =V (RI)Ω(RI;ri) (2.4)

where, He is given as,

He =−∑
i

h̄2

2me
∇

2
ri
+

1
2 ∑

I,J(I 6=J)

ZIZJe2

|RI−RJ|
+

1
2 ∑

i, j(i6= j)

e2

|ri− r j|
− ∑

I,i(I 6=i)

ZIe2

|RI− ri|
(2.5)

The eigenvalue V (RI) can be known from Equation (2.4), which can be used to construct

the Hamiltonian for nuclei,

Hn =−∑
I

h̄2

2MI
∇

2
RI
+V (RI) (2.6)

The energy eigenvalue of nuclei En can be known from,

HnΠ(RI) = En
Π(RI) (2.7)

In this way, Born-Oppenheimer approximation can reduce the complexity of Equation (2.2).

The electronic structure calculation in the static potential of the nuclei, as described by

Equation (2.4) is the starting point for DFT.

2.1.3 Thomas-Fermi-Dirac Theory

In the earlier section, it has been discussed that the Schrödinger formulation of the wave

function is impractical for the many-body problem and the possible solution would be

electron density functional representation. DFT, by its name, is based on density functional
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representation and the first theory which proposes electron density function to determine

the electronic structure in the many-body system is the Thomas-Fermi (TF) model [36].

The TF model was proposed independently by two physicists, Thomas and Fermi, in the

year 1927. According to the TF model, the total energy of the electrons in the potential of

frozen nuclei is the functional of electron density n(r) and expressed as,

E[n(r)] = A1

∫
n(r)(5/3)dr+

∫
n(r)V (r)dr+

1
2

∫ ∫ n(r)n(r′)
|r− r′|

drdr′ (2.8)

where, the first term in the right hand side of the equation represents the kinetic energy

of the non-interacting electrons in a homogeneous electron gas, the second term is the

nucleus-electron interaction and the last term is the electron-electron interaction, or Hartree

energy [37]. Later, in the year 1930, Dirac added a new term called local exchange

term [38], A2
∫

n(r)(4/3)dr in Equation (2.8), i.e.,

E[n(r)] = A1

∫
n(r)(5/3)dr+

∫
n(r)V (r)dr+

1
2

∫ ∫ n(r)n(r′)
|r− r′|

drdr′+A2

∫
n(r)(4/3)dr

(2.9)

Finally, the ground state electron density can be known by minimizing the total energy

E[n(r)], under the normalizing conditions,
∫

n(r)dr = N and δ (E[n(r)]−µN) = 0, where

N and µ are the total number of electrons and Lagrange multiplier. The final expression

after minimization is,

5
3

A1n(r)(2/3)+V (r)+
∫ n(r′)
|r− r′|

dr′+
4
3

A2n(r)(1/3)−µ = 0 (2.10)

which can be readily solved to obtain ground state electron density. The primary drawbacks

of TF model is that it neglects the shell structures of the atoms and bonding between atoms

and molecules.
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2.1.4 Hohenberg-Kohn (HK) Theorem

DFT was introduced by Hohenberg and Kohn in 1964. They formulated and proved the

theorem, which is the backbone of DFT. This HK theorem states that the energy of the

many-body electronic system can be expressed exclusively in terms of its electronic density.

This theorem is scrutinized into two parts and the details can be found in [39]:

Theorem 1. The external potential is uniquely determined by the electronic density, besides

the trivial additive constant.

Proof. The proof follows the contradiction method, i.e., it assumes two different potentials

V and V ′ for the same electronic density n and ends with contradiction. Suppose, ψ

and E0 = 〈ψ|Ĥ|ψ〉 are the ground state wave function and ground state energy of the

Hamiltonian Ĥ = T̂ + V̂ + Ûee. Likewise, ψ ′ and E ′0 = 〈ψ ′|Ĥ ′|ψ ′〉 of the Hamiltonian

Ĥ ′ = T̂ +V̂ ′+Ûee. According to the variational principle,

E0 < 〈ψ ′|Ĥ|ψ ′〉

or, E0 = 〈ψ ′|Ĥ ′|ψ ′〉+ 〈ψ ′|Ĥ− Ĥ ′|ψ ′〉

˙. . E0 = E ′0 +
∫

n(r)[V (r)−V ′(r)]dr (2.11)

Similarly, for E ′0 < 〈ψ|Ĥ ′|ψ〉

E ′0 = E0−
∫

n(r)[V (r)−V ′(r)]dr (2.12)

By adding Equations (2.11) and (2.12), one obtains E0 + E ′0 < E ′0 + E0, which is a

contradiction, establishing that there exists one to one correspondence between electronic

density and external potential.
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Theorem 2. The global minimization of the energy functional E[n(r)] =
∫

n(r)V (r)dr +

F [n(r)] by the exact ground state density n0 is the exact ground state energy of the system

if and only if F [n(r)] exists as a universal functional of the density, independent of the

external potential V (r).

Proof. This can be proved by showing E[n(r)] as the unique functional of n(r) provided

E[n(r)] =
∫

n(r)V (r)dr +F [n(r)] where, F [n(r)] is the universal function of the density

n(r).

Following the HK theorem 1,

E[ψ] = 〈ψ|Ĥ|ψ〉= E[n(r)] =
∫

n(r)V (r)dr+F [n(r)]

If ψ0 is the ground state functional then Eψ0 =
∫

n0(r)V0(r)dr+F [n0(r)]. Since, E[ψ] >

E[ψ0] which implies E[n(r)]> E[n0(r)] and E[n(r)] = E[n0(r)] if and only if n(r) = n0(r).

Therefore, by minimizing the total energy functional E[n(r)], it is possible to obtain the

ground state energy of the system.

Though we have shown the one-to-one correspondence of total energy with density,

global minimization of total energy with the ground state density is the ground state energy.

However, in this process, there is one hindrance, which is the unknown universal functional

F [n(r)]. It is usually guessed that F [n(r)] is associated with the sum of the kinetic energy

of the electrons and their interaction energy. After one year of HK theorem, Kohn-Sham

provided the methods to identify F [n(r)], known as Kohn-Sham (KS) Ansatz [40].

2.1.5 Kohn-Sham (KS) Ansatz

Because of undeterministic universal density function F [n(r)], the K-S ansatz is a good

guess in determining the exact ground state energy of the multi-body system. In other

words, the KS ansatz utilizes the HK theorems, making DFT calculations possible even in

a personal computer. As a result, it has made DFT as a feasible and popular tool for the

electronic structure calculations, and for this development, Walter Kohn was awarded the

Noble Prize in 1998. The KS ansatz substitutes the real many-body interacting system by
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the fictitious system of non-interacting system weighted by the same ground state density.

The real potential of interacting system is replaced by KS potential VKS of non-interacting

system, expressing the Hamiltonian of the fictitious system as ĤKS =−1
2∇2+VKS in atomic

units. Then, the resulting Schrödinger like equation is,

ĤKSψi(r) = εiψi(r) (2.13)

where, ψi(r) is the independent particle KS orbital. The electron density of N electrons is

given by

n(r) =
N

∑
i
|ψi(r)|2 (2.14)

which is subject to the condition, ∫
n(r)dr = N (2.15)

Moreover, the kinetic energy Ts[n(r)] of the non-interacting independent particle is,

Ts[n(r)] =
1
2

N

∑
i

∫
ψ
∗
i (r)∇

2
ψi(r)dr (2.16)

Now, the universal functional F [n(r)] is expressed as,

F [n(r)] = Ts[n(r)]+EH [n(r)]+EXC[n(r)] (2.17)
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where, EH [n(r)] is the Hartree energy and EXC[n(r)] is the exchange-correlation (XC)

energy. Finally, using the HK theorem II and Lagrange minimization technique,

δF [n(r)]+
∫

n(r)V (r)dr−λ (
∫

n(r)dr−N) = 0 (2.18)

where, the Lagrange multiplier is given as,

λ =
δF [n(r)]

δn(r)
+V (r)

=
δTs[n(r)]

δn(r)
+

δEH [n(r)]
δn(r)

+
δEXC[n(r)]

δn(r)
+V (r)

=
δTs[n(r)]

δn(r)
+VH(r)+VXC(r)+V (r) (2.19)

=
δTs[n(r)]

δn(r)
+VKS(r)

where, VKS(r) =VH(r)+VXC(r)+V (r). In practice, one chooses the initial electron density

and find VKS(r). Then by virtue of Equations (2.13) and (2.14), new electron density is

calculated. This process iterates till both input and output electron density becomes same,

which is the required ground state density. However, this method approximates VKS as

VXC(r) is still unknown, giving unknown exchange-correlation (XC) energy, EXC[n(r)].

To fix this issue, a number of approximations for the quantity EXC[n(r)] are made. The

accuracy of DFT calculations depends on the choice of these approximations.

2.1.6 Approximations to Universal Density Functional

The success of the KS ansatz is the determination of kinetic energy of the non-interacting

electrons. This has resolved the unknown universal density functional and the accuracy of

determining the ground state density of original interacting system is limited only to the
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exchange-correlation energy EXC[n(r)]. In short,

E = minn(r)

∫
n(r)V (r)dr+F [n(r)]

= minn(r)

∫
n(r)V (r)dr+Ts[n(r)]+EH [n(r)]+EXC[n(r)] (2.20)

Therefore, for the determination of EXC[n(r)], a number of approximations are made. They

are as follows:

(i) Local Density Approximation (LDA): The LDA approximation assumes the

electron density n(r) to be uniform as in homogeneous electron gas model, i.e., n(r) is

same at any point r = r1 or r = r2 inside this gas. In this approximation,

EXC[n(r)] =
∫

n(r)εXC(n)dr (2.21)

where, εXC(n) is the XC energy per particle. The εXC(n) can be further decomposed as

εXC = εX + εC, where εX(n) is determined analytically as Dirac functional and εC(n) by

Quantum Monte Carlo calculations. In practice, the performance of LDA is good for

ionic, covalent and metallic materials, where this method predicts tighter chemical bonding.

For hydrogen bonds, Van der Waals bonds and negatively charged materials, the LDA

approximation is not sufficient.

(ii) Generalized Gradient Approximation (GGA): The GGA approximation is more

advanced than the LDA approximation, where the electronic density n(r) fluctuates in

space, implying the non-uniform electron gas. In other words, the XC energy is functional

of electron density and its gradient, i.e., EXC = EXC[n(r),∇n(r)]. There are different

parametrizations for exchange and correlation energy and many of them are semi-empirical

and derived from fitting the experimental data. However, the most common one is the

parameter-free GGA functional developed by Perdew, Burke, Ernzerhof (PBE) [41]. The
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EXC in PBE is defined as,

EXC[n(r)] =
∫

n(r)εXCX [n(r),∇(n(r))]dr (2.22)

where X is the enhancement factor, which includes both spatial and gradient factors.

(iii) Hybrid functional: The hybrid functional incorporates some portion of hybrid

exchange-correlation functional EHF
XC (derived from the Hartree-Fock exact exchange

functional), with the exchange-correlation functional of standard DFT. It includes families

of functionals such as PBE0, B3LYP and HSE. Generally, the EXC after mixing hybrid

functional with the PBE functional is given as,

EXC = αEHF
X +(1−α)EPBE

X +EPBE
C (2.23)

where, α is the HF mixing parameter. In PBE0 functional, α is 0.25 indicating that

HF exchange energy is mixed with PBE exchange energy in the ratio 1:3, with 100%

correlation energy from PBE functional. However, in B3LYP functional, the correlation

energy is incorporated with LDA and GGA functional. The PBE0 functional is mostly good

at structural optimization. One demerit of PBE0 functional is the long range convergence

issue of HF exchange. This issue is resolved in HSE functional, where the exchange part of

the electron-electron interaction is arbitrarily decomposed into short range (SR) and long

range (LR) factors, i.e.,

EHSE
XC = αEHF,SR

X (ω)+(1−α)EPBE,SR
X (ω)+EPBE,LR

X (ω)+EPBE
C (2.24)
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where, ω is the screening parameter. For α = 0.25 and ω = 0, one gets EHSE
XC = EPBE0

XC .

For standard HSE functional (HSE06), the α and ω are 0.25 and 0.2, respectively. Though

computationally expensive, the HSE06 functional usually gives good results for many

materials.

Besides these exchange-correlation functionals, there are many varieties of functionals,

which are not discussed in this dissertation. For example, the family of meta-GGA

functionals considers EXC[n(r),∇(n(r)),∇2(n(r))]. The Hubbard correction U is another

approximation, which is incorporated with the standard approximation (LDA, GGA), for

strongly correlated systems, where 3d, 4d, 4 f and 5 f electrons are localized and close

to Fermi energy. In short, there are many approximations, put forward for EXC[n(r)] and

to determine the correct one is the main challenge for DFT practitioners. The second

challenge would be the compromise between the accuracy of the results and computational

efficiency. The PBE functional is a good choice in terms of computational efficiency.

However, to increase accuracy, one needs to mix a certain amount of Hartree-Fock

exchange, that may be at the expense of the computational efficiency.

2.1.7 DFT Implementation in Periodic Systems

The KS ansatz described a self consistent iterative procedure in which the initial density

function n(r) is chosen and the KS potential is calculated and by virtue of Equations (2.13)

and (2.14), the new density function n′ is obtained. This process iterates till n(r) and n′(r)

satisfy the given condition yielding the final density function as the ground state density.

To implement this procedure computationally, the plane wave pseudo-potential method is

used. This method utilizes Bloch’s theorem [42] and expresses KS orbital in terms of an

infinite sum of plane waves. For the periodic system, the wave function ψn of an electron

in the nth band can be described as Bloch’s electron, containing periodic cell function un(r)

and a plane wave eikr,

ψn(r) = un(r)eikr (2.25)
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where k is the wave vector confined to the first Brillouin zone. The periodic cell function

can further be expressed as the linear combination of plane waves in reciprocal space,

un(r) = ∑
G

cn,GeiGr (2.26)

where G is the reciprocal lattice vector and cn,G is the coefficient. By combining the above

two equations, the KS orbitals can be expressed as the infinite sum of plane waves,

ψn(r) = ∑
G

cn,k+Gei(k+G)r (2.27)

In practice, this infinite sum of plane waves is truncated as a finite number by reducing the

Brillouin zone sampling using the point group symmetry of the lattice, that is, sampling

in the irreducible Brillouin zone. The next step is to choose the cutoff energy Ecut for

the plane-wave basis in such a way that the plane waves below this cut off are included

in the basis, i.e., Ecut ≥ 1
2 |k + G|2. For the efficient DFT performance, the number of

K-points for IBZ sampling and proper Ecut is required. Besides representing the KS orbital

as the finite sum of plane-wave basis, the pseudo-potential approximation is implemented

to reduce the number of KS orbitals. This is achieved by dividing the electrons as core and

valence. Core electrons are closer to the nuclei and can be replaced along with the nuclear

field by suitable pseudo-potential. Therefore, in DFT calculations, core electrons are not

treated explicitly (frozen core) and only valence electrons are responsible for the physical

properties of the system. There are mainly three methods to implement pseudo-potential:

norm-conserving, ultrasoft and projector augmented wave (PAW). The norm-conserving

pseudo-potential conserves the charge density inside the core region and outside the core

region; it behaves as a real wave function producing the same charge distribution and

eigenvalues. In ultrasoft pseudo-potential, there is no constraint of the norm conservation
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and uses lower cutoff energy for the convergence. The PAW method is quite advanced

and solves DFT calculations with greater computational efficiency. It utilizes the rapidly

oscillating core wave functions and transfers into smooth wave functions. From these

smooth wave functions, electronic properties are then calculated.

Therefore, the KS wave functions can be expressed by the application of Bloch’s

theorem and KS potential by pseudo-potential approximation. The ground state density is

obtained using the KS ansatz. Then, the total energy of a unit cell is obtained by summing

over IBZ. IBZ can be unrolled later to cover the entire Brillouin zone. The sampling of

the Brillouin zone is usually achieved through the tetrahedron method, in a special K-

points grid such as Cunningham K-points, Γ- centered, Monkhorst-Pack grids schemes etc.

The non-periodic or less symmetric system can also follow the similar schemes with some

reservations, if considered in a large super cell.

2.2 Structural Optimization

Structural optimization is the first and foremost process in computer simulation processing

of a material. This is because “structure dictates the properties” and finding the correct

configuration of electrons wandering in the positive background of the nuclei has, therefore,

paramount significance. Structure can be optimized either by including size, shape,

topology or both and therefore relates to many constraint variables. The best way to find

the correct structure is to use the X-ray diffraction technique. In the case of crystalline

solids, it is often useful to consider geometric optimization for finding the geometry which

minimizes the energy and the forces acting on each atom, together with the strain on a

given system. The effect of external conditions such as pressure and temperature can

be thought as the perturbation from this geometry. Theoretically, geometric optimization

can be performed by relaxing the structure at different volumes and finding the global

minimum energy and correct pressure. This can be done by fitting the structure with

suitable equations of state (EoS). There are various models for fitting energy or pressure
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with volume such as Birch’s EoS, Murnaghan EoS, Birch-Murnaghan isothermal EoS,

Rose-Vinet EoS, etc. One can get equilibrium bulk modulus and its derivative, which can

further be compared with the experimental value. It is always good to use EoS fitting

and know the volume which has minimum energy. This will be beneficial to reduce local

minimization of the structure, which often happens during simulations. Since EoS are

analytical equations, these may have limitations for high-pressure structures as in the rocks

found in the earth’s crust and phase transition induced by temperature and pressure. One

of the popular EoS is the third-order Birch-Murnaghan isothermal equation. In terms of

pressure-volume (P-V ), it is expressed as,

P(V ) =
3Bo

2
[(

Vo

V
)7/3− (

Vo

V
)5/3]{1+ 3

4
(B′o−4)[(

Vo

V
)2/3−1]} (2.28)

where, Bo and B′o are the bulk modulus and the derivative of the bulk modulus with respect

to pressure. Likewise, in terms of internal energy-volume (E-V ),

E(V ) = Eo +
9VoBo

16
{[(Vo

V
)2/3−1]3B′o +[(

Vo

V
)2/3−1]2[6−4(

V0

V
)2/3]} (2.29)

2.3 Vibrational Properties

The vibrational study bears tremendous significance as the thermal effects and phase

stability of the materials are related to the vibration of atoms around their equilibrium

positions. For instance, the phase stability of a material is related to the minimization of

free energy, i.e., G = H − T S, where, H is the enthalpy and T is the temperature. The

basic source of entropy S is the thermal vibration of atoms. Therefore, the vibrational

dynamics of materials are crucial to understanding the subtle mechanism of the evolution

of properties.
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2.3.1 Lattice Dynamics

Atoms in a crystal are not in a static position in their ground states. They are constantly

vibrating even at absolute zero (zero-point energy) and respond to external perturbation

and thermal energy by an increase in their kinetic energy. At higher temperatures, atoms

show different modes of vibration, and as the temperature decreases, they are restricted to

vibrate in fewer and fewer ways. From the ground state, the displacement of atoms can

be assumed to be smaller than their inter-atomic length. If Ri is the ground state position

of an atom in a lattice and ui is its displacement due to thermal energy, then its position ri

can be written as ri = Ri + ui. Then, the perturbation in the potential energy V (R) can be

expressed as the Taylor series of atomic displacement ui as,

V (R,ui) =V0(R)+∑
i

∂V
∂ui

+
1
2 ∑

i j

∂ 2V
∂ui∂u j

uiu j +
1
6 ∑

i jk

∂ 3V
∂ui∂u j∂uk

uiu juk + ... (2.30)

The term V0(R) is the potential at the ground state, the second term represents the sum of all

the forces acting on an atom, which is zero by virtue of Newton’s law, the third term is due

to restoring force and the remaining are higher-order terms. In the harmonic approximation

(HA) regime, the higher-order terms are neglected. This leads to,

V (R,ui) =V0(R)+
1
2 ∑

i j

∂ 2V
∂ui∂u j

uiu j (2.31)

The term ∂ 2V
∂ui∂u j

is called dynamical matrix Di j and the total restoring force Fi acting on

an atom due to displacement of remaining atoms can be written as Fi = müi =−∑ j Di ju j.

This gives the differential equation,

müi +∑
j

Di ju j = 0 (2.32)
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whose solution gives the allowed mode of the vibrational frequencies.

2.3.2 Linear Chain Model

Let us consider a crystal lattice containing two kinds of atoms/ions, say A and B. A

linear chain model is a 1D description, where A and B atoms are lying alternatively and

successively forming a chain. Let the distance between A and B be a
2 at rest, which

implies the distance between A-A and B-B is a. The force between A and B is considered

to be simple harmonic. Suppose Un is the displacement of the nth A atom, then on its

left, the displacement of the nth B atom be un and on its right the displacement of the

(n+1)th B atom be un+1. If J is the force constant, then the force acting on nth A atom is

Fn = −J(2Un−un−un+1) and nth B atom is fn = −J(2un−Un−Un−1). Newton’s II law

leads to second order differential equations as,

M
∂ 2Un

∂ t2 =−J(2Un−un−un+1) (2.33)

m
∂ 2un

∂ t2 =−J(2un−Un−Un−1) (2.34)

where, M and m are the masses of A and B atoms, respectively. The solutions of these

differential equations in the form of sinusoidal waves are,

Un = Ûexp{i[k(n+ 1
2
)a−ωt]} (2.35)

un = ûexp{i[kna−ωt]} (2.36)
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where, Û and û are the amplitudes of the A and B atoms, respectively. These sinusoidal

solutions when substituted into their respective differential equations yield two equations,

which can be combined in matrix form as,

 2J−Mω2 −2Jcos(ka
2 )

−2Jcos(ka
2 ) 2J−mω2


Û

û

= 0 (2.37)

For non-trivial solution

Û

û

 6= 0, which implies,

∣∣∣∣∣∣∣
2J−Mω2 −2Jcos(ka

2 )

−2Jcos(ka
2 ) 2J−mω2

∣∣∣∣∣∣∣= 0 (2.38)

After evaluating this determinant, one can get the value of ω2 as,

ω
2 = J(

1
M

+
1
m
)± J

√
(

1
M

+
1
m
)2−

4sin2(ka
2 )

Mm
(2.39)

which is known as the dispersion relation. Figure 2.1 shows the dispersion relations when

M = 0.5m, M = m, and M = 0.1m. One can easily notice that the dispersion relation is

periodic in k, with a period k = 2π

a and implies that the behavior of the curve is completely

described by the region−π

a : k : π

a , which is well known as the Brillouin zone. Furthermore,

Equation (2.39) is symmetric with k, i.e., ω(k) = −ω(−k). The branch for which ω = 0,

when k = 0 is an acoustic branch and ω 6= 0 when k = 0 is an optical branch and the

forbidden gap between them represents the mass difference between the atoms. In the

acoustic branch, atoms vibrate in phase with sound wave, i.e., ω = csk, whereas the
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Figure 2.1 The dispersion relation ω versus k, using Equation (2.39).

vibration is not in phase in the optical branch. For charged atoms or ions, the vibration

in the optical branch induces electromagnetic radiation of an infrared frequency.

The linear chain model can be generalized to 3D crystals. For instance, if there are

s atoms per unit cell of a crystal, then the total number of branches will be the number

of the total degree of freedom,i.e., 3s; one in the direction of k (longitudinal) and two

perpendicular to k (transverse). The number of acoustic and optical branches are 3 and

3s−3, respectively. The coupled harmonic oscillations of the atoms are described by lattice

waves. Each lattice wave is independent and has a unique pattern of collective oscillations

or modes with a common frequency, known as normal modes. The assumption of the

independent nature of normal modes is valid only in the harmonic regime and deviates

once the vibration is anharmonic. In the above illustration, 3s is the number of normal

modes. The quanta of these normal modes of vibrations are called phonons, analogous
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to the quanta of electromagnetic waves, the photons. In other words, an electron can be

considered as the smallest charge carrier and in the same way, a phonon can be considered

as the smallest carrier of heat. The energy of the lattice wave corresponding to the ith

normal mode of frequency ωi can be formulated by the quantum harmonic oscillator model

as,

Ei = (ni +
1
2
)h̄ωi (2.40)

where, ni is the number of phonons with frequency ωi, at temperature T , distributed

accordingly to the Bose-Einstein model,

ni(ωi,T ) =
1

exp( h̄ωi
kBT )−1

(2.41)

The total energy E is then the summation of Ei, where i runs from 1 to 3s. The

thermodynamic quantities can be derived from this E. As an example, the heat capacity at

constant volume can be found as cV = (∂E
∂T )V .

2.3.3 Phonon Density of States

The phonon density of states, D, describes the number of modes or states per frequency

range. Mathematically, it is expressed as the number of modes (N) per unit frequency per

unit volume (V ) of the real space, i.e.,

D =
1
V

dN
dω

=
1
V

dN
dk

dk
dω

(2.42)

33



The number of modes inside the sphere of radius k can be found by dividing the total

volume of the sphere V with the smallest unit cell in the phase space Vs, i.e.,

N =
V
Vs

=
4
3πk3

(2π

L )3
=

k3L3

6π2 (2.43)

this gives,
dN
dk

=
k2L3

2π2 (2.44)

substituting Equation (2.44) in Equation (2.42) yields,

D =
k2

2π2
1
vg

(2.45)

where, vg =
dω

dk is the group velocity. Since the group velocity of an optical phonon is zero,

the acoustic phonons are only responsible for the density of states. The group velocity of

an acoustic phonon is the sound wave cs, which further yields,

D =
3ω2

2π2c3
s

(2.46)

The factor 3 implies that there are three acoustic modes per k. The notion of phonon

density of states bears tremendous significance. The structural stability of the phase of a

material is governed by positive vibrational modes of phonons. The phonons associated

with imaginary modes are called soft modes, which is the basis to investigate the different

phases of a material. Debye has modelled a solid as a set of phonons in a box and calculated
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the total energy as,

E =
∫

ωD

0
D(ω)V h̄ω

1
exp( h̄ω

kBT )−1
dω (2.47)

where, ωD is the largest frequency that can be excited at a given temperature, called Debye

frequency and the temperature featuring Debye frequency is Debye temperature TD (TD =

h̄ωD
kB

). The thermal conductivity is associated with the product of energy and group velocity

of the phonons. Likewise, the coupling among electrons and phonons can give rise to many

phenomena that are associated with magnetic and optoelectronic properties.

2.3.4 Anharmonicity

As mentioned earlier, the normal modes are dependent on anharmonic lattice vibration.

The common drawbacks of HA are as follows: interatomic distances are kept invariant (no

thermal expansion) and as a consequence, there is no distinction between heat capacities

at constant pressure and constant volume. The HA is good at low temperature and as

temperature rises, atoms begin to vibrate anharmonically. As a result, one is forced to use

the higher-order term as mentioned in Equation (2.30). The inclusion of higher-order terms

makes the mathematical model more complex and the diagonalization of the dynamical

matrix is difficult to compute. Usually, the larger forbidden gap materials are good for HA

as the scattering processes rate is low and phonons can be assumed to have a longer lifetime.

Some portion of anharmonicity can be addressed by quasi-harmonic approximation (QHA).

QHA includes a part of an anharmonic effect with volume dependence of phonon

frequencies. Unlike HA, QHA, therefore, includes volume-dependent thermal expansion,

and the total energy is computed as,

E = ∑
i

Ei = ∑
i
[ni(ωi,T,V )+

1
2
]h̄ωi(V ) (2.48)
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where, ni(ωi,T,V ) is calculated in the same way as in HA for each lattice volume V .

The QHA model is essential to study the thermal expansion and temperature-dependent

properties such as phase transition, free energies, etc.

2.4 Elastic Properties

The elastic properties for a linear elastic material can be modelled from the generalized

Hooke’s law, 

σ1

σ2

σ3

σ4

σ5

σ6


=



C11 C12 C13 C14 C15 C16

C21 C22 C23 C24 C25 C26

C31 C32 C33 C34 C35 C36

C41 C42 C43 C44 C45 C46

C51 C52 C53 C54 C55 C56

C61 C62 C63 C64 C65 C66





ε1

ε2

ε3

ε4

ε5

ε6


(2.49)

i.e., {stress vector= stiffness matrix × strain vector}

In compact notation, σm = Smnεn. The stiffness matrix Smn is the central identity which

characterizes the various elastic properties such as bulk modulus, Poisson ratio, etc., of a

crystal. It is related to the energy E as,

Smn =
1

V0
(

∂ 2E
∂εm∂εn

) (2.50)

where, V0 is the equilibrium volume of a crystal. The inverse of stiffness matrix is known

as compliance matrix, [Cmn] = [Smn]
−1 and the Hooke’s law in terms of compliance matrix

is εm = Cmnσn. Both of these matrices are symmetric and thereby have 21 independent
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elastic constants, i.e.,

Smn =



C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66


(2.51)

However, for non-linear problems where stress at a point depends not only on the strain at

that point but also on the neighbouring points, the stiffness matrix may not be symmetric. If

the stress and strain relation is independent of orientation and is the same in all directions,

then the material is isotropic. For isotropic materials, symmetry reduces the number of

elastic constants to two, i.e.,

Smn =



C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 (C11−C12)
2 0 0

0 0 0 0 (C11−C12)
2 0

0 0 0 0 0 (C11−C12)
2


(2.52)

Furthermore, the stiffness matrix also depends on the crystal system. For example,

the number of elastic constants in cubic and orthorhombic crystals reduces to 3 and 9,

37



respectively.

Smn =



C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44


−→ cubic (2.53)

Smn =



C11 C12 C13 0 0 0

C12 C22 C23 0 0 0

C13 C23 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C55 0

0 0 0 0 0 C66


−→ orthorhombic (2.54)

The elastic modulus and other properties can be known once the stiffness matrix is

computed. For instance, in a cubic crystal, the elastic stability criterion is (C11−C12 > 0),

C11 > 0, C44 > 0, C11 + 2C12 > 0, which is also known as Born stability criteria. The

other macroscopic properties such as bulk modulus, shear modulus, Young’s modulus,

Poisson’s ratio, Cauchy pressure, and anisotropy coefficient are suitable for the collection

of a number of single crystals. The stress-strain relation is quite complex in polycrystals

and suitable approximations should be made. The Voigt approximation assumes the strain

to be the same in all grains, the Reuss approximation considers uniform stress, and the

Hill approximation takes the Voigt and the Reuss approximation as the upper and the lower

bounds for the effective elastic constants of polycrystals and takes the average between

these two approximations. Using the Voigt-Reuss-Hill (VRH) approximations, the bulk

38



modulus B is computed as,

BV =
C11 +2C12

3

BR =
C11 +2C12

3

B =
BV +BR

2

(2.55)

and the shear modulus G as,

GV =
C11−C12 +3C44

5

GR =
5C44(C11−C12

4C44 +3(C11−C12)

G =
GV +GR

2

(2.56)

The Young’s modulus E and Poisson’s ratio v are computed as,

E =
9BG

3B+G
(2.57)

v =
3B−2G

2(3B+G)
(2.58)

The Cauchy pressure C relates to the nature of atomic bonding and the anisotropy factor A

relates to the formation of cracks in the materials; they are computed as follows,

C =C12−C44 (2.59)
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A =
2C44

C11−C12
(2.60)

The Debye temperature TD can be calculated from the elastic constants, using average

sound velocity vm,

TD =
hvm

k
[
3n
4π

(
NAρ

M
)]

1
3 (2.61)

The average sound velocity can be found by,

vm = [
1
3
(

2
v3

t
+

1
vl

3
]−

1
3 (2.62)

vl and vt are longitudinal and transverse sound velocity and these can be calculated from

Navier’s equation,

vl = (
B+ 4G

3
ρ

)
1
2

vt = (
G
ρ
)

1
2

(2.63)

Similarly, for other crystal systems such as orthorhombic and tetragonal, the stiffness

matrix is calculated first for a single crystal, and then using VRH approximations, the

elastic properties of a polycrystal can be computed.

2.5 Electronic Properties

Electronic properties describe the state and behavior of electrons in the material. This

study is crucial in identifying the materials as conductors, semiconductors, insulators, or

superconductors. Furthermore, other properties such as electrical, transport, optical and
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magnetic are coupled with the electronic properties for making the latter as the fundamental

factor for the subtle evolution of the microscopic phenomena.

2.5.1 Band Structure

In an isolated atom, the electron energy levels are discretely represented by 1s, 2s,2p,...

orbitals and electrons occupy these orbitals from the lowest energy levels first (s < p <

d < f ) with Pauli exclusion rule. When two atoms are brought closer together within their

interaction distance, each energy level splits into two energy levels of slightly different

energies. In a solid material, the density of atoms (number of atoms per unit cell volume)

is in the range of 1023 atoms per cm3. When such N number of atoms approach together to

a distance of lattice constant, resulting in the formation of a solid, then each energy level

splits into N energy levels forming a continuum. A set of such continuum energy levels

is coined as an energy band. Each energy band can be occupied by 2N electrons. The

probability distribution of electrons in energy levels at a given temperature T is governed

by the Fermi-Dirac distribution function,

f (E) =
1

1+ exp[ (ε−µ)
kBT ]

(2.64)

where, µ is the chemical potential and at T = 0, µ = EF , where EF is the Fermi energy

level. All energy levels below EF are occupied and above EF are empty, i.e.,

f (E) =


1, if E < EF

0.5, if E = EF

0, if E > EF

(2.65)
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In the lower energy band, the energy levels are tightly packed as they are closer to the

nuclei. The width of the energy band for valence electrons is wider, which allows the

electrons to be more itinerant and therefore, possess higher energy. This energy band

is called the valence band and the conduction band is the next excited band, where the

electrons are mobile. Between valence band and conduction band, there is an interval where

electrons are forbidden or banned, called an energy gap or band gap. The knowledge of

the band gap is important for the categorization of materials. Metals have zero band gap,

semiconductors have a wide band gap and insulators have a comparatively wider band gap.

The quantum mechanical formulation yields deep insight into the description of band

structure. In the case of free electron propagating in a zero potential, the Schrödinger

equation is,
d2ψ

dx2 +
2m
h̄2 Eψ = 0 (2.66)

The wave function of ψ(r) = Aexp(ikr) represents the state of a free electron, which yields

the energy E as,

E(k) =
h̄2k2

2m
(2.67)

which is a dispersion relation and represents the single band. In the free electron model, the

band structure is not periodic, having an infinite Brillouin zone. In the phonon dispersion

relation, we have seen that when the mass of the atoms vary, there are acoustic and

optical branches. In the same way, adding periodic potential to represent the Coulomb

attraction of the positive nuclei in the free electron model results in the origin of bands.

The Schröndinger equation of a valence electron moving with a periodic crystal potential

V can be written as,
d2ψ

dx2 +
2m
h̄2 (E−V )ψ = 0 (2.68)
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and the energy level is described by Bloch wave function as shown earlier in Equation (2.25)

and the energy as,

E(k) = (
h̄2

2m
)|k+G|2 (2.69)

where, G is a reciprocal lattice vector. The Schröndinger equation with a periodic potential

has been described by the Kronig-Penney model. Another suitable approximation for

dispersion relation is obtained by the introduction of the effective mass. Analogous to

the free energy model, the dispersion relation for a localized electron is approximated by,

E(k) =
h̄2k2

2m∗
(2.70)

where, m∗ is the effective mass. This is also a single band model and therefore, the

dispersion relation in the valence band and the conduction band can be approximated as,

E(k) = Ev−
h̄2k2

2m∗

E(k) = Ec +
h̄2k2

2m∗

(2.71)

where, Ev and Ec are constants and represent the band edges of the valence and the

conduction band, respectively. The negative and positive signs describe hole and electron

and their respective velocity in the band can be found as,

vk =
1
h̄

∂E(k)
∂k

(2.72)
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The particle velocity is greater when the slope is higher, implying a greater overlap of

the energy levels inside the band and smaller inertia or mass. The electron-hole pairs are

collectively known as excitons. Moreover, the position of the band edges Ev and Ec further

categorize materials as direct and indirect band gap materials.

In heavy elements, the relativistic consideration of electrons is prominent. The

spin-orbit coupling should be taken into account as the total angular momentum of an

electron J is the sum of angular momentum L and spin-angular momentum S, i.e., ~J =~L+~S.

The inclusion of spin-orbit coupling can split the band structure and bring degeneracy.

The Rashba spin-orbit coupling factor α(∇V )× p.σ is added as an extra potential in the

Schröndinger equation, where α is the Rashba coupling, p is the momentum and σ is the

Pauli matrix.

2.5.2 Density of States

We have seen earlier that the number of energy levels in a band is very large and dependent

on the size of a material. Due to this limitation, it is necessary to calculate the number of

energy levels or states per unit energy and per unit volume of real space. Analogous to

the phonon density of states, the electronic density of states D is defined as the number of

states N per unit energy E per unit volume V of the real space,

D =
1
V

dN
dE

(2.73)

The number of states inside the sphere of radius k in the phase space can be found in

Equation (2.43). Instead, a factor of 2 is multiplied for two electronic states- spin up and

spin down,

N = 2
V
Vs

=
k3L3

3π2 (2.74)
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The dispersion relation in Equation (2.67) yields the value of k as,

k =
(2Em)

1
2

h̄
(2.75)

and substituting it in Equation (2.73) gives the value of N as,

N =
L3(2m)

3
2 E

3
2

3π2h̄3 (2.76)

Finally, differentiating Equation (2.76) and using the result in Equation (2.73) yields,

D =
1

2π2 (
2m
h̄2 )

3
2 E

1
2 (2.77)

And, the concentration of electrons n in the conduction band and holes h in the valence

band can be found by integrating with the Fermi-Dirac distribution function as,

n =
∫

∞

Ec

Dc(E) f (E)dE

h =
∫ Eh

−∞

Dh(E)(1− f (E))dE
(2.78)

where, Dc and Dh can be found from Equations (2.71) and (2.77) as,

Dc =
1

2π2 (
2m
h̄2 )

3
2 (E−Ec)

1
2

Dh =
1

2π2 (
2m
h̄2 )

3
2 (Ev−E)

1
2

(2.79)
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The product of nh gives the equation that is widely used in practical applications,

nh = 4(
kBT
2π h̄2 )

3(mcmh)
3
2 exp(

−Eg

kBT
) (2.80)

2.6 Optical Properties

Optical properties usually deal with the material’s ability to respond to the incident

electromagnetic radiation (ER). Based on this ability, materials are classified as transparent,

translucent, and opaque. Depending on their metallic or non-metallic characters, several

interesting properties are evolved due to exposure to ER. Recently, scientists from Tufts

University have found new materials that move when exposed to ER [43]. ER is treated

with particle nature rather than wave formulation, with quantized packets of energy called

photons. The energy E associated with a photon is,

E = hν =
hc
λ

(2.81)

where, symbols have their usual meaning.The interaction of ER with a material can be

studied first hand, by determining the change in incident intensity (IO), which is generally

approximated as,

IO = IA + IR + IT (2.82)

where, IA, IR and IT are the intensity of absorbed, reflected, and transmitted ER,

respectively. In terms of their coefficient, absorptivity (A = IA
IO

), reflectivity (R = IR
IO

) and

transmissivity (T = IT
IO

), Equation (2.82) is generally rewritten as,

A+R+T = 1 (2.83)
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On the other hand, the microscopic treatment of this interaction can be explained based

on the band structure of materials. Two important phenomena- electronic polarization and

electronic transitions may result due to interaction with ER. The electron absorbs energy

imparted by the incident photon and as a result, ER gets retarded in velocity leading to

another phenomenon called refraction, which is quantified by refractive index. If the

absorbed energy is on par or greater than the band gap, then electronic transitions may

occur, and the change in energy between unexcited state to the excited state is,

∆E = hν (2.84)

The excited electron emits a photon and again comes to its unexcited state, leading to

another phenomenon called luminescence. The color of a material is based on the frequency

of the emitted ER. The next important quantity is the dielectric function, which is the

fundamental microscopic property that associates the electronic structure with the optical

phenomena. The incident ER, E =E0exp(iωt) may cause the bound charges in the material

to polarize and the process can be described by classical Maxwell’s equations. Two

equations that describe the dielectric function εr are mentioned here. The first one is,

D(r,ω) = ε(ω)E(r,ω)

= εr(ω)ε0E(r,ω)

(2.85)

where, D is the displacement vector D= ε0E+P, ε0 is the dielectric constant of the vacuum

and P is the polarization vector. The second equation is,

εr = n2 (2.86)
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n being the refractive index. For a free electron in a uniform gas, the dielectric response

can be modelled by solving,

m
d2x
dt2 =−eE (2.87)

which gives,

εr(ω) = 1− ne2

ε0mω2

= 1−
ω2

p

ω2

(2.88)

where, ωp =
ne2

ε0m is the plasma frequency and this model is a good approximation for metal,

which describes the intraband transition of electron due to ER absorption. However, in

real materials, there is a damping effect, and in semiconductor and insulator, the valence

electrons are bound or less itinerant than metal. The model shown by Equation (2.87) can

be modified as,

m
d2x
dt2 + γ

dx
dt

+ kx =−eE (2.89)

where, γ is the damping parameter and k is the spring constant. It is interesting to note

that the inclusion of the damping parameter changes the dielectric function as a complex

variable, i.e., εr = ε1− iε2. Equation (2.89) can yield the real ε1 and the imaginary ε2 part

of εr as,

ε1 = 1+
ne2

ε0m
ω2

0 −ω2

(ω2
0 −ω2)2 + γ2ω2 (2.90)

ε2 =
ne2

ε0m
γω

(ω2
0 −ω2)2 + γ2ω2 (2.91)
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where, ω0 =
√

k
m . It should be noted that ε1 converges to Equation (2.88), when ω0 = 0.

This means that the incident photon with energy greater than h̄ω will make the electrons

less bound and shows an optically metallic character. Similarly, the refractive index

function can be expressed as,

n̂ = n− ik (2.92)

where, the real part n is refractive index and k is extinction coefficient. By virtue of

Equation (2.86),

n(ω) = {
[ε2

1 (ω)+ ε2
2 (ω)]

1
2 + ε1(ω)

2
}

1
2

k(ω) = {
[ε2

1 (ω)+ ε2
2 (ω)]

1
2 − ε1(ω)

2
}

1
2

(2.93)

The real part ε1(ω) and imaginary part ε2(ω) are related by the Kramers-Kronig relation,

ε1(ω) = 1+
2
π

∫
∞

0

ω ′ε2(ω
′)

ω ′2−ω2 dω
′ (2.94)
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CHAPTER 3

ENERGY GAP AND REFRACTIVE INDEX RELATIONS

This chapter presents a model which connects the energy gap with the refractive index

in perovskites. The work has been published in Materials and can be available at

“ https://doi.org/10.3390/ma13081917”. In less than a year, the article was read by more

than one thousand people and cited more than half a dozen times.

3.1 Introduction

Perovskites are materials having the crystal structure of strontium titanate at room

temperature (SrTiO3) with a general formula for the oxide analogs of ABX3, where A

is a cation, generally a rare-earth- or alkali-type element, B is a transition metal cation,

and X is an oxide or halide anion [18, 44, 45]. In recent years, there has been a growing

interest among material scientists in the study of perovskites [46–48]. This is because

perovskites exhibit a variety of functions such as piezoelectric, pyroelectric, ferroelectric,

photovoltaic cells, LEDs, superconductivity, and topological insulators [49–52]. Generally,

oxide perovskites exhibit good dielectric properties, and halide perovskites show excellent

photonic properties [53, 54]. Since the discovery of calcium titanium oxide, CaTiO3,

by Gustav Rose in 1839, the research on perovskites remained dormant until the 21st

Century [55,56]. The first paper on lead halide perovskites was published in 1892 [57]. The

structure of CsPbI3, cesium plumbo iodide, was studied in 1959 [58]. It is only in the last

decade that perovskites have gained notoriety as materials for photovoltaic conversion. The

paper “Organometal Halide Perovskites as Visible-Light Sensitizers for Photovoltaic Cells”

by Kojima and Miyasaka et al. [26] has been the catalyst for the exponential growth of

research on perovskite solar cells. Due to their inherent direct energy gap that matches the

solar spectrum, halide perovskites continue to perform well as photonic materials [59, 60].
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Moreover, the crystal structures of perovskites show different polymorphs [61–63], which

further contribute to significant changes in their dielectric and photonic properties.

It is, therefore, crucial to understand the electronic and optical properties of

perovskites to predict the behavior of these functionalities. Such predictions are useful

to engineer these materials for various applications. Among several properties, the

energy gap and the refractive index are fundamental entities whose correlation is vital

for the understanding of the optoelectronic behavior of materials, as well as band-gap

engineering [64–67]. While the threshold wavelength for the absorption of photons in

semiconductors is determined by the energy gap, the transparency to incident spectral

radiation is quantified by the refractive index. Such a correlation between these two

fundamental properties is critical for the determination of the choice of semiconductors

for applications in electronics and photonics [68]. Several studies about the relationship

between the energy gap and the refractive index have been proposed for semiconductors

and examined in the past, yielding various theories in this field [68–70]. There has been

renewed interest in these studies in recent years [71–78]. While several manuscripts have

reported on the studies of the energy gap and refractive index of perovskites [79–82],

Blessing N. Ezealigo et.al. [83] performed a detailed experimental investigation into their

research entitled “Method to control the optical properties: Band gap energy of mixed

halide Organolead perovskites”, and the results obtained have been interpreted by utilizing

the single-oscillator model of Wemple–DiDomenico.

To the best of our knowledge and understanding, a detailed study of the correlations

between the refractive index and energy gap for all inorganic perovskites is lacking in the

literature. This is the first study of its kind being reported here. A comprehensive study

of the fundamental properties such as the energy gap and refractive index is of paramount

importance for the study of materials, in particular perovskites, since they are the basis for

determining their applications in electronics and photonics. Furthermore, computational

frameworks in materials science such as “propnet” [75] require pre-knowledge of the
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database of these material properties. As materials informatics begins to grow, investi-

gations such as these that relate two fundamental macroscopic properties will pave the way

for new applications of perovskites.

3.2 Background

From a fundamental point of view, the refractive index of a material is simply defined as

the ratio of the speed of light in a vacuum to that in the material. In general, the refractive

index of a material is a function of (a) frequency and (b) doping, although studies in the

literature report on the dependence of the refractive index on thickness [84], voids [85],

grain boundaries [86], etc. In order to minimize such variation, it is good practice to

consider a static refractive index, which is obtained from the time-independent electric field

or the field at a zero wave vector. In 1950, Moss [87, 88] proposed the general relationship

between the energy gap (Eg) and the refractive index (n) as,

n4Eg = 95eV (3.1)

This model is based on the Bohr’s atomic model of hydrogen. The assumption was

that all energy levels in a solid are scaled down by a factor of 1
ε2

∞

, where ε∞ is the optical

dielectric constant satisfying the relation [89],

ε∞ = n2 (3.2)

Since energy levels in a solid are quite complex and involve band structure theory,

this gives rise to a structural restriction on Moss’s relation. Based on the band structure, in

1962, Penn [90] proposed a model for an isotropic semiconductor by modifying Callaway’s

approximation of the dielectric constant with the inclusion of the Umklapp process and
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showed the relation,

ε∞ = 1+(h̄ωp/Eg)
2, (3.3)

where ωp is the plasma frequency [91]. Almost, in all semiconductors, the trajectories of

valence and conduction bands are more or less parallel with each other, at least along the

symmetry directions. With these considerations, Gupta and Ravindra [92] proposed that

the difference between the Penn gap and the energy gap is constant and showed the linear

relationships between the energy gap and the refractive index as [93],

n = 4.084−0.62Eg(eV ) (3.4)

However, Equation (3.4) puts an upper limit on the refractive index. In order to

account for both the structural and the refractive index restriction of the Moss relation

and the Ravindra relation, respectively, several empirical relations have been presented by

various authors [70, 94, 95]. Based on the oscillatory theory, Herve and Vandamme [96]

presented the relation,

n =

√
1+(

A
Eg +B

)2 (3.5)

where A = 13.6 eV and B = 3.4 eV are the constants. Though this relation is quite superior

and agrees satisfactorily for most optoelectronic materials, it has shortcomings for materials

of the IV-VI group [97].

In light of these drawbacks, this study examines the correlations between the energy

gap and the refractive index in perovskites. Utilizing the Wemple–DiDomenico single

electron oscillator approximation [98] and based on the structure of perovskites, a simple

relation is proposed for such ternary systems. Later, this model is compared with the
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Moss (Equation (3.1)), Ravindra (Equation (3.4)), and Herve–Vandamme (Equation (3.5))

models, as well as the reported experimental values of the refractive indices of perovskites

in the literature.

3.3 Theory

The dependence of the refractive index (n) on the wavelength (λ ) or frequency (ν) has

been well described by dispersion relations. The first dispersion relation was developed by

Cauchy [99],

n(λ ) = A+
B
λ 2 +

C
λ 4 (3.6)

where A, B, and C are constants. The Cauchy dispersion relation is simply an empirical

fitting and bears no physical significance. A more significant dispersion model was given

by Sellmeier [100],

n2(λ ) = 1+Σi
Aiλ

2

λ 2−λ 2
i

(3.7)

where, Ai is a constant and subscript i denotes the multiple resonant wavelengths. The

Sellmeier dispersion relation represents a more realistic model as whenever the electric

field is impinged on a material, the electron clouds get disturbed by it, and the nuclei exert a

restoring force, yielding the possibilities of multiple excitation. Since both of these Cauchy

and Sellmeier relations are empirical, the concrete formulation for the dispersion relation

was given by the Drude–Lorentz electronic theory [101]. This theory assumes that the

electric field applied on an electron bound to the nucleus exerts Hooke’s force. Based on

this model, it was found that the refractive index is associated with the oscillator strength

(Ci) by [102],

n2(ω) = 1+
Ne2

2πm
Σi

Ci

ω2
i −ω2 (3.8)
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where, N is the particle density, e and m are the charge and mass of the electron, and ωi and

ω are the absorption and incident frequency, respectively. For a single oscillator, Wemple

and DiDomenico introduced the semi-empirical relationship of the form [103, 104],

n2(ν)−1 =
EdEo

E2
o − (hν)2 (3.9)

where, ν is the frequency, h is the Planck constant, Eo is the single oscillator energy, and Ed

is the dispersion energy. The dispersion energy measures the average strength of interband

optical transitions and is given by [103, 104],

Ed = βNcNeZa(eV ), (3.10)

where, Nc is the coordination number of the cation, Ne is the effective number of

valence electrons per anion, Za is the formal charge of the anion, and β is a constant

having the value 0.26 ± 0.04 eV for ionic compounds and 0.37 ± 0.05 eV for covalent

compounds. Furthermore, based on the experimental data tested on several materials, it

has been estimated empirically that the oscillator energy is related to the lowest energy gap

by [103, 104],

Eo ≈ 1.5Eg (3.11)

where, Eg is the lowest direct band gap. Using the values of Nc, Ne, Za, and β for the

perovskite structure in Equations (3.9), (3.10) and (3.11), the Wemple and DiDomenico
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form for the static refractive index (n(0) or simply n) can be written as,

n =

√
1+

16.64eV
Eg

(3.12a)

n =

√
1+

8.32eV
Eg

(3.12b)

for oxide perovskites and halide perovskites, respectively.

These Equations, (3.12a) and (3.12b), are based on the fact that the optoelectronic

properties of perovskites are dependent on the ionic nature of the bonds or by simply

treating perovskites as ionic solids. It is unambiguously known today that the octahedral

cage in perovskites is formed by the heteropolar bonds (mixed ionic/covalent interactions)

among the B cation and X anions, whereas the cation A shows electrostatic interaction

with this cage [21, 105]. A majority of the school of thought claims that the properties

of perovskites are dependent on the octahedral cage built from the interaction of B−X

ions, and the role of cation A is merely for the charge neutrality of the final stable

structure [106, 107]. In other words, the properties of perovskites evolve from the

octahedral frame of B−X ions, and the cation A affects those properties by distorting this

frame. Moreover, this claim can be justified by the Pauling rule [108], as in a multication

system, cations with high valency and a small coordination number (CN) form polyhedra

with the anion and the cation with low valency and a high coordination number (CN)

adjusting their positions for final stability. The cation/anion ratio, as suggested by Pauling,

determines the coordination number (CN), which in turn determines the structure of the

polyhedra. In the case of perovskites, we take the cation/anion ratio as the average ratio for

two cations, i.e.,
(

rA
rX

+
rB
rX

)

2 , where rA, rB, and rX are the ionic radii of A, B, and X at CNs 12,

6, and 2, respectively [109].

Henceforth, one can paraphrase that the properties of perovskites are dependent on

the octahedral cage created by B−X ions, and the adjustments of cation A for the final

56



stable structure may lead to distorting this octahedral frame, which in turn influences these

properties. Furthermore, the distortion of the octahedral cage induced by cation A may

depend on the covalent nature of the B−X bond [110,111]. The greater the covalent B−X

bond, the less is the distortion of the structure of ABX3. Finally, incorporating the covalent

nature of the B−X bond with the adjustment of A for the final stable structure, we propose

the following modification of the Wemple and DiDomenico form,

n =

√
1+

(rA + rB)

rX

11.84eV
Eg

(3.13a)

n =

√
1+

(rA + rB)

rX

5.92eV
Eg

(3.13b)

for oxide perovskites and halide perovskites, respectively.

3.4 Results and Discussion

I. Validity of the model: Based on Equations (3.13a) and (3.13b), we calculated the

refractive index values of various oxide perovskites and halide perovskites. The results

were then compared with the literature values obtained from various sources as shown

in Table 3.1, and the resulting data are further plotted in Figure 3.1. One can notice

that the computed results using Equations (3.13a) and (3.13b) were in agreement with

the corresponding literature values. These could further be compared with the values

obtained from the Wemple–DiDomenico relation, Moss relation, Ravindra relation, and

Herve–Vandamme relation. It must be noted that the reference values of the refractive

index were not homogeneous in terms of the wavelength used, whereas the refractive index

calculated by Equations (3.13a) and (3.13b) corresponded to the static or low-frequency

values. Thus, this factor may contribute to some error during the comparison. Furthermore,

we calculated the absolute accuracy error (AAE = |Xstandard − Xcalculated|) and mean

absolute error (MAE = average(AAE)) to reckon the deviation of the proposed relation
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along with the other established relations with their corresponding refractive indices. It

can be seen that the proposed model showed a mean absolute error of 0.07, which was the

smallest of all the other established models.

II. Consistency of the model: As mentioned above, the experimental values of the

direct energy gap and the refractive index values at low frequency are not frequently

available for various perovskite materials. Moreover, the searched values were not as

unique as they depended on the experimental methods used in the literature. Further,

a few papers mentioned the phases and distortion of the structure before measuring the

energy gap. Such inconsistency may impede the validity of the model. In order to remove

such inconsistency, the energy gap values were taken from one common source [112]

obtained from density functional theory (DFT) using the HSE (Heyd–Scuseria–Ernzerhof)

functional. The results are shown in Tables 3.2 and 3.3. We also included some available

values of the refractive index in the last columns of these tables. They can serve as a

reference and may be used with caution in comparing with other computed values.
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Figure 3.1 Comparison of various models with available literature data for perovskites,
shown in Table 3.1.
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This is because of the fact that all the computed values of the refractive indices are a

function of their respective energy gaps, and it is well known that the computed energy gaps

using HSE underestimate the actual energy gaps [113]. Moreover, their structural phases

may not be the same. For instance, in Table 3.3, the value of the refractive index (as shown

by the last column) for orthorhombic (Pnma) CsNaF3 is 4.56, whose energy gap is 0.019

eV as calculated by DFT using the GGA (generalized gradient approximation) functional,

whereas the energy gap for cubic (Pm3m) CsNaF3 is 0.26 eV using the HSE functional.

Our model predicted a higher value of the refractive index for the energy gap close to zero,

which was consistent for conducting materials. These results can be seen in Figures 3.2 and

3.3. At higher energy gaps, this model converged with the Wemple–DiDomenico, Moss,

and Herve–Vandamme models. One can notice that the prediction of the refractive index

by the Ravindra relation showed negative values when the corresponding energy gaps were

above 6.6 eV.
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Figure 3.2 Simulated behavior of various models for oxide perovskites, shown in Table 3.2.
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Table 3.1 Comparison of Refractive Indices Computed by Various Models with Literature Values, AAE, Absolute Accuracy Error

Perovskite
ABX3

Energy
Gap

′Eg(eV )′

Refractive
Index
′n′

This
Method

(Eqs. (3.13a),(3.13b)) AAE

Wemple-
DiDomenico

Relation
(Eqs. (3.12a),(3.12b)) AAE

Moss
Relation
(Eq. (3.1) AAE

Ravindra
Relation

(Eq. (3.4)) AAE

Herve-
Vandamme

Relation
(Eq. (3.5)) AAE

SrTiO3 4.1 [114] 2.388(632.8 nm) [114] 2.32 0.07 2.25 0.14 2.20 0.19 1.54 0.85 2.06 0.33
SrSnO3 3.93 [115] ≈2.4 [116] 2.40 0.00 2.29 0.11 2.22 0.18 1.65 0.75 2.09 0.31
KMgF3 10.2 [117] 1.404 (632.8 nm) [114] 1.44 0.04 1.35 0.05 1.75 0.35 N.V. N.D. 1.41 0.01
CaTiO3 3.5 [118] ≈ 2.46 [119] 2.46 0.00 2.40 0.06 2.28 0.18 1.91 0.55 2.19 0.27
PbTiO3 3.4 [120] 2.52 [121] 2.53 0.01 2.43 0.09 2.30 0.22 1.98 0.54 2.22 0.3
CsPbF3 3.8 [122] 2.134 (5.7eV) [122] 2.17 0.04 1.79 0.34 2.24 0.11 1.73 0.40 2.12 0.01
CsPbI3 1.67 [123] 2.46 (435nm) [123] 2.46 0.00 2.45 0.01 2.75 0.29 3.05 0.59 2.83 0.37
KTaO3 4.35 [124] 2.2(632.8 nm) [114] 2.36 0.16 2.19 0.01 2.16 0.04 1.39 0.81 2.02 0.18
CsPbBr3 2.3 [125] ≈2.3 (580nm) [126] 2.25 0.05 2.15 0.15 2.54 0.24 2.66 0.36 2.59 0.29
CsPbCl3 3.0 [125] ≈1.91 [127] 2.09 0.18 1.94 0.03 2.37 0.46 2.22 0.31 2.35 0.44
LiTaO3 4.7 [128] ≈2.183 (632.8nm) [114] 2.28 0.10 2.13 0.05 2.12 0.06 1.17 1.01 1.94 0.24
BaZrO3 5.30 [129] 2.13 [130] 2.20 0.07 2.03 0.10 2.06 0.07 0.80 1.33 1.85 0.28
SrZrO3 6.15 [129] 2.16 [15] 2.02 0.14 1.92 0.24 1.98 0.18 0.27 1.89 1.73 0.43
CaZrO3 6.40 [129] 2.1 [131] 1.96 0.14 1.90 0.20 1.96 0.14 0.12 1.98 1.70 0.4
KCaF3 10.86 [132] 1.388(583.9nm) [102] 1.46 0.07 1.33 0.06 1.72 0.33 N.V. N.D. 1.38 0.01
LiBaF3 9.8 [117] 1.544(632.8 nm) [114] 1.45 0.09 1.36 0.18 1.76 0.22 N.V. N.D. 1.43 0.11
KZnF3 7.237 [133] 1.53(583.9nm) [102] 1.59 0.06 1.47 0.06 1.90 0.37 N.V. N.D. 1.62 0.09
RbCaF3 10.9 [134] 1.46 [135] 1.47 0.01 1.33 0.13 1.72 0.26 N.V. N.D. 1.38 0.08
CsCaCl3 6.89 [136] 1.58,1.603(583.9nm) [102, 136] 1.54 0.04,0.06 1.49 0.09,0.11 1.93 0.35,0.33 N.V. N.D. 1.65 0.07,0.05

N.V. represents a negative value MAE 0.07 0.11 0.23 0.87 0.21
N.D. represents not defined
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Figure 3.3 Simulated behavior of various models for halide perovskites, shown in
Table 3.3.

This could be attributed to the non-parallelism in the trajectories of valence and

conduction bands along the symmetry directions in perovskites [137–139]. Overall, the

tabulated values indicated that Equations (3.13a) and (3.13b) were consistent enough for

oxide perovskites and halide perovskites.

So far, we have seen that the proposed model not only predicts the refractive index of

the perovskites with sufficient accuracy, but also shows a consistent behavioral pattern with

some of the well-established models. However, it may not be appropriate to claim that the

new formula is superior to these established models. First of all, the Wemple–DiDomenico

model, Moss model, Ravindra model, and Herve–Vandamme model can be applied to all

kinds of materials. However, the behavior of these models depends on various factors such

as the types of bonds, the energy gaps, the nature of the materials such as unary, binary,

or ternary, etc. Secondly, all these models take a single argument, i.e., the smallest direct

energy gap to compute the corresponding static refractive index. However, the proposed

new formula could be applicable only to perovskites, and it takes two arguments: one is a
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Table 3.2 Energy Gap of Various Oxide Perovskites with Their Corresponding Refractive Indices Computed from Various Models

Oxide
perovskite

ABO3

Energy
gap

(HSE)
′Eg(eV )′

[112]

(
rA
rX

+
rB
rX

)

2
[140]

This
method

(Eq. (3.13a))

Wemple–
DiDomenico

Relation
(Eq. (3.12a))

Moss
Relation

(Eq. (3.1))

Ravindra
Relation

(Eq. (3.4))

Herve–
Vandamme

Relation
(Eq. (3.5))

Other
works

PbTiO3 3.95 0.78 2.38 2.28 2.21 1.64 2.09 ≈ 2.52 [121]

BaNbO3 0.31 0.85 8.11 7.39 4.18 3.89 3.73 −

BaTiO3 4.12 0.82 2.39 2.24 2.19 1.53 2.05 ≈ 2.4 [141]

KTaO3 4.1 0.84 2.42 2.25 2.19 1.54 2.06 ≈ 2.2(632.8nm) [114]

NaNbO3 4.55 0.75 2.22 2.16 2.14 1.26 1.97 ≈ 2.11 [142]

SrFeO3 1.2 0.75 3.97 3.86 2.98 3.34 3.08 ≈ 3.2 [143]

SrVO3 0.04 0.75 21.07 20.42 6.98 4.06 4.00 −

KT cO3 0.13 0.85 12.45 11.36 5.20 4.00 3.91 −

T lIO3 4.26 0.98 2.54 2.21 2.17 1.44 2.02 −

CsIO3 4.18 1.05 2.63 2.23 2.18 1.49 2.04 −

CaFeO3 1.41 0.71 3.60 3.58 2.87 3.21 2.96 −

BaZrO3 4.92 0.86 2.27 2.09 2.09 1.03 1.90 ≈ 2.13 [130]

BaSnO3 2.34 0.85 3.10 2.85 2.52 2.63 2.54 −

KNbO3 4.44 0.84 2.35 2.18 2.15 1.33 1.99 ≈ 2.1 [141]

SrTiO3 3.97 0.76 2.35 2.28 2.21 1.62 2.08 ≈ 2.388(632.8nm) [114]

RbIO3 3.88 0.99 2.65 2.30 2.22 1.68 2.10 −

BaBiO3 0.25 0.88 9.17 8.22 4.42 3.93 3.79 7.87∗ [144]

SrNbO3 0.08 0.79 15.28 14.46 5.87 4.03 3.96 −

SrCrO3 0.61 0.76 5.53 5.32 3.53 3.71 3.48 −

PbZrO3 4.65 0.82 2.27 2.14 2.13 1.20 1.95 ≈ 2.58 [145]

NaTaO3 4.78 0.75 2.17 2.12 2.11 1.12 1.93 −

LaNiO3 0.03 0.68 23.21 23.57 7.50 4.07 4.01 24.31∗∗ [146]

AgTaO3 3.61 0.79 2.48 2.37 2.26 1.85 2.17 ≈ 1.736 [147]

SrZrO3 5.27 0.80 2.14 2.04 2.06 0.82 1.85 ≈ 2.16 [15]

LaCrO3 3.71 0.73 2.38 2.34 2.25 1.78 2.14 ≈ 2.25 [148]
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Table 3.2 Energy Gap of Various Oxide Perovskites with Their Corresponding Refractive Indices Computed from Various Models

Oxide
perovskite

ABO3

Energy
gap

(HSE)
′Eg(eV )′

[112]

(
rA
rX

+
rB
rX

)

2
[140]

This
method

(Eq. (3.13a))

Wemple–
DiDomenico

Relation
(Eq. (3.12a))

Moss
Relation

(Eq. (3.1))

Ravindra
Relation

(Eq. (3.4))

Herve–
Vandamme

Relation
(Eq. (3.5))

Other
works

LaMnO3 2.26 0.74 2.96 2.89 2.55 2.68 2.58 −

CaTiO3 4.03 0.74 2.32 2.26 2.20 1.59 2.07 ≈ 2.46 [119]

LaTiO3 0.1 0.75 13.38 12.94 5.55 4.02 3.94 −

SrCoO3 0.88 0.74 4.56 4.46 3.22 3.54 3.28 ≈ 3.7 [143]

∗ Estimate based on reflectivity of 0.6 at 0 K; ** estimate based on reflectivity of 0.85 at 0 K.
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Table 3.3 Energy Gap of Various Halide Perovskites with Their Corresponding Refractive Indices Computed from Various Models

Halide
Perovskite

ABX3

Energy
Gap

(HSE)
′Eg(eV )′

[112]

(
rA
rX

+
rB
rX

)

2
[140]

This
method

(Eqs. (3.13b))

Wemple–
DiDomenico

Relation
(Eqs. (3.12b))

Moss
Relation

(Eq. (3.1))

Ravindra
Relation

(Eq. (3.4))

Herve–
Vandamme

Relation
(Eq. (3.5))

Other
works

T lZnF3 5.8 0.95 1.71 1.56 2.01 0.49 1.78 −

CsSnCl3 1.57 0.79 2.64 2.51 2.79 3.11 2.88 ≈ 2.19 [149]

CsGeI3 1.48 0.59 2.40 2.57 2.83 3.17 2.92 −

KMgF3 9.58 0.92 1.46 1.37 1.77 N.V. 1.44 ≈ 1.404(632.8nm) [114]

KCdF3 6.69 1.01 1.67 1.50 1.94 N.V. 1.67 ≈ 1.28 [136]

RbZnF3 7.16 0.96 1.61 1.47 1.91 N.V. 1.62 −

RbCaF3 9.11 1.06 1.54 1.38 1.80 N.V. 1.47 ≈ 1.5 [150]

RbCdF3 6.61 1.04 1.69 1.50 1.95 N.V. 1.68 −

RbCaCl3 7.31 0.76 1.49 1.46 1.90 N.V. 1.61 ≈ 1.52 [150]

RbMnF3 6.49 0.99 1.68 1.51 1.96 0.06 1.69 ≈ 1.478 [102]

CsNaF3 0.26 1.13 7.24 5.74 4.37 3.92 3.78 4.56∗ [15, 112]

T lCdBr3 5.91 0.68 1.54 1.55 2.00 0.42 1.76 −

RbNiF3 5.56 0.94 1.73 1.58 2.03 0.64 1.81 −

CsCaF3 9.97 1.12 1.53 1.35 1.76 N.V. 1.42 −

CsPbF3 4.79 1.19 1.99 1.65 2.11 1.11 1.93 ≈ 2.134(5.7eV ) [122]

CsSnBr3 1.11 0.72 2.96 2.91 3.04 3.39 3.13 ≈ 2.769 [149]

CsCdF3 6.37 1.10 1.74 1.52 1.96 0.13 1.70 −

KZnF3 7.51 0.93 1.57 1.45 1.88 N.V. 1.59 ≈ 1.53(583.9nm) [102]

CsCaCl3 7.3 0.80 1.52 1.46 1.90 N.V. 1.61 ≈ 1.58,1.603(583.9nm) [102, 136]

CsGeBr3 1.97 0.67 2.24 2.28 2.63 2.86 2.69 ≈ 2.31 [151]

CsPbBr3 2.42 0.79 2.20 2.11 2.50 2.58 2.52 ≈ 2.3(580nm) [126]

CsCaBr3 6.35 0.74 1.54 1.52 1.97 0.15 1.71 ≈ 1.72 [15]

CsPbCl3 2.95 0.86 2.11 1.95 2.38 2.25 2.34 ≈1.91 [127]

CsSnI3 0.85 0.64 3.15 3.28 3.25 3.56 3.30 ≈ 3.3 [149]

KCaF3 8.71 1.03 1.55 1.40 1.82 N.V. 1.50 ≈ 1.388(583.9nm) [102]
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Table 3.3 Energy Gap of Various Halide Perovskites with Their Corresponding Refractive Indices Computed from Various Models

Halide
Perovskite

ABX3

Energy
Gap

(HSE)
′Eg(eV )′

[112]

(
rA
rX

+
rB
rX

)

2
[140]

This
method

(Eqs. (3.13b))

Wemple–
DiDomenico

Relation
(Eqs. (3.12b))

Moss
Relation

(Eq. (3.1))

Ravindra
Relation

(Eq. (3.4))

Herve–
Vandamme

Relation
(Eq. (3.5))

Other
works

KMnCl3 5.73 0.69 1.56 1.56 2.02 0.53 1.78 −

T lFeF3 2.85 0.96 2.24 1.98 2.40 2.32 2.37 −

LiSnCl3 4.94 0.72 1.65 1.64 2.09 1.02 1.90 −

T lCuF3 2.25 0.95 2.44 2.17 2.55 2.69 2.58 −

N.V. represents a negative value; * orthorhombic lattice, Eg = 0.019 eV.
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structural parameter, quantified as the cation-anion ratio, and the other is the energy

gap. Generally, perovskites are sensitive to an external stimulus, and therefore, the question

of the stability of this structure is very crucial as many electro-optical properties depend on

the evolution of the lattice. Therefore, one cannot solely depend on Wemple–DiDomenico

model, Moss model, Ravindra model, and Herve–Vandamme model for perovskites as

these models isolate structural reformation.

3.5 Conclusions

In summary, this study presented a new model to correlate the refractive index with the

energy gap in perovskites. This model was tested on various oxide perovskites and halide

perovskites, and the results obtained were in accord with some established models, as well

as the literature values. All these models facilitated the calculation of the static refractive

index based on the transition of valence electrons to the conduction band after absorbing

the threshold photon energy, and henceforth, all these were discrete models. The efficacy

of the proposed model was that it represented the correct picture of optical and electronic

properties depending on the structural evolvement in perovskites. It took account of both

structural distortion and the covalent nature of the B-X bond that were responsible for the

fluctuations of the optoelectronic properties. Moreover, it is a well-established fact that

the optoelectronic properties are susceptible to the structural reorganization in perovskites.

Therefore, the more precise the measurement of the cation/anion ratio, the more accurate

will be the correlation predicted by this model.
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CHAPTER 4

DENSITY FUNCTIONAL STUDY OF ZIRCONATE PEROVSKITES

Zirconate perovskites are known for their ionic conductivity. First principles study are

performed to analyze the structural, elastic, electronic and optical properties of zirconate

perovskites. The effects of alkaline earth metal cation substitution on their overall

properties are further investigated. The calculations are performed using the projector

augmented wave (PAW) within GGA-PBE and HSE06 formalism. The obtained results

not only predict the properties in accord with the experimental ones, but also compare the

efficacy of these two functionals. These results are published in the Journal of Physics

Communications and can be found at “https://iopscience.iop.org/article/10.1088/2399-

6528/abe9fd/pdf”.

4.1 Introduction

Perovskite materials exhibit numerous functionalities such as piezoelectric, ferroelectric,

ferromagnetic and pyroelectric. They are utilized in photovoltaic cells, LEDs, supercon-

ductivity, colossal magneto-resistance and topological insulators [49–52, 152]. Generally,

oxide perovskites display good dielectric properties, halide perovskites are good photonic

materials and chalcogenide perovskites exhibit applications in energy harvesting, solid-

state lighting and sensing [53, 54, 153]. In recent decades, there has been keen interest in

zirconate perovskites as these materials are known for good proton conductivity and thus

have potential uses for fuel cells or hydrogen sensors [154, 155]. Moreover, due to their

high thermal stability, zirconate perovskites are often regarded as potential candidates for

thermal barrier coating materials [156].

Significant experimental work has been done to study different types of zirconate

perovskites, establishing that injecting small dopant into these materials can result in ionic

conduction behaviour [157,158]. From a theoretical perspective, commonly first-principles
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based DFT calculations, the study of zirconate perovskites has been implemented from the

beginning of the twenty-first century. In 2005, Terki et al [156] have studied the structural,

elastic and electronic properties of BaZrO3 and SrZrO3 using Perdew-Burke-Ernzerhof

(PBE) functional [41, 159]. Likewise, Hou (2008) [160] and Stoch et al (2011) [161] have

investigated cubic and orthorhombic phases of CaZrO3, using PBE functional. Similarly,

Shawahni et al (2018) [162] have studied SrRhO3 and SrZrO3 compounds, using PBE

functional. Furthermore, one can notice from the literature that there are numerous DFT

based studies performed on different zirconate perovskites. Using PBE functional for

investigation, especially of optoelectronic properties, is always dubious as this functional

underestimates the band gap by more than 40% [163, 164]. This is because standard

functionals such as PBE have intrinsic self-interaction errors which treat electrons to be

more itinerant. Therefore, it is often not suitable to use PBE functional for localized

systems such as defects, d and f block elements. To overcome such shortcomings, usually

Heyd-Scuseria-Ernzerhof hybrid functional (HSE) [165] approach is incorporated with

standard calculations. The HSE functional rectifies the self-interaction error to some

extent by mixing some portion of Hartree-Fock (HF) exact exchange with the exchange

part of PBE. DFT calculations using HSE can thus give more reliable results other than

standard functionals [166], though, the choice of functionals along with the accuracy of

calculations depend on both atomistic systems and the availability of computing resources.

HSE functional is an improvement over another hybrid functional PBE0 [167,168]. Due to

problematic convergence of long-range mix of HF exact exchange in PBE0, HSE utilizes

the screening parameter that allows the short-range mix between non-local HF exchange

with local PBE exchange. Here, we have used standard HSE functional, called HSE06,

which incorporates 25% Hartree-Fock (HF) exact exchange α , screening parameter w of

0.21 Å−1 and 100% correlation energy from PBE [169]. The magnitude of the screening

parameter is crucial in predicting the accurate electronic structure of a material. It should

be noted that HSE06 functional converges to PBE0 and PBE whenever ω → 0 and ω → ∞
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respectively. Besides these functionals, we have also tested another functional PBEsol,

which is quite popular for structure prediction [170, 171].

The principal aim of this study is to perform a comprehensive study of the cubic phase

of AZrO3 (A = Ca,Sr,Ba). Their structural, elastic, electronic and optical properties are

predicted not only by using PBE functional but also with HSE06 functional. Throughout

this chapter, it is believed that one can easily trace the computational difference between

these two functionals. Further, the effect of variation of cation A on the overall properties

of these materials can also be examined. To the best of our knowledge, the simultaneous

investigation of calcium zirconate, strontium zirconate and barium zirconate perovskites

using both PBE and HSE06 functionals is the first of its kind in the literature.

4.2 Computational Details

The investigation of structural, elastic, electronic and optical properties of alkaline-earth

metal zirconate perovskites was executed through Density Functional Theory (DFT) as

implemented in the Vienna Ab initio Simulation Package (VASP) [29, 30]. The projector

augmented wave (PAW) [172, 173] method considers the valence states 3s23p64s2 for

Ca, 4s24p65s2 for Sr, 5s25p66s2 for Ba, 4s24p64d25s2 for Zr and 2s22p4 for O while

the remaining core states are considered to be frozen with the ion’s environment. The

cut-off energy for plane-wave basis sets was set at 520 eV (1.3 times the maximum cut-off

energy) and the k-points grid for Brillouin-zone integration was set as 24×24×24 for all

PBE calculations and 4×4×4 for HSE06 calculations. Only exception was made for the

calculations of the dielectric functions where the k-points grid was set as 12×12×12. The

criteria for the convergence tolerance of self-consistent calculations was set as 10−6 eV for

total energy and 0.015 eV/Å for force.
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4.3 Results and Discussion

4.3.1 Structural Properties

The cubic structure of alkali-earth metal zirconate perovskite AZrO3 (A=Ca, Sr and Ba)

with space group Pm3m is shown in Figure 4.1.

Figure 4.1 The cubic unit cell of AZrO3, where A, Zr and O atoms are shown by blue, cyan
and red colors, respectively.

The initial structures of AZrO3 are taken from the materials project databases [15].

The geometrical positions of the elements in the primitive unit cell are: A (1/2,1/2,1/2), Zr

(0,0,0) and O (0,1/2,0), (0,0,1/2), (1/2,0,0). The obtained lattice constants and bond lengths

computed using PBE and HSE06, along with their respective available literature values are

shown in Table 4.1. Both of these functionals overestimate the lattice constant. Lattice

constants are also calculated using functionals PBEsol and PBE0. It can be seen that the

PBEsol greatly reduces the overestimation of PBE, and can be used as an alternative to

computationally expensive hybrid functionals. Moreover, the structure predicted by hybrid

functional PBE0 indicates that the lattice parameters are insensitive to the screening factor.

In the case of CaZrO3 and SrZrO3, there is a significant difference in computed values
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Table 4.1 Calculated Values of Lattice Constant (a0) and Bond Length (d) along with Their
Experimental Values

a0(Å)

Materials PBE PBEsol PBE0 HSE06 Literature
d(Å)

PBE;HSE06

CaZrO3 4.14 4.10 4.10 4.10 4.02 [174]
dCa−O = 2.93;2.90
dZr−O = 2.07;2.05

SrZrO3 4.17 4.13 4.14 4.14 4.10 [175]
dSr−O = 2.95;2.93
dZr−O = 2.09;2.07

BaZrO3 4.24 4.19 4.20 4.20 4.19 [176]
dBa−O = 3.00;2.97
dZr−O = 2.12;2.10

with their respective available literature values. This may be due to the fact that these

zirconate perovskites do not crystallize in cubic phase but rather in orthorhombic phase

below room temperature [177]. Further, the larger size of cation A would have higher

lattice constant as there is no effect of charge in the structure due to the same number

of valence electrons. Since the DFT simulation is a zero temperature calculation, the

cubic structural phase of AZrO3 may not be dynamically stable at 0 K. This can be seen

from the phonon dispersion curves and density of states curves, as shown in Figure 4.2

and Figure 4.3 respectively. These phonon spectra are calculated from PHONOPY [178],

under harmonic approximation, by considering non-analytical term correction. The phonon

calculations are done in a 2x2x2 super-cell, with a sampling mesh of 30x30x30. In the case

of PBE functional, density functional perturbation method (DFPT) [179] is implemented

whereas for HSE06 functional, finite displacement method (FDM) [180] is used for phonon

calculations. It is ensured that the computed dynamical force constant matrix is symmetric.

The presence of soft modes and negative (imaginary) frequency at the M and R points at the

Brillouin zone in CaZrO3 and SrZrO3 indicates that the cubic structure is not their ground

state structures. One can easily notice that the stability increases as the size of cation A

increases. More accurately, the orthorhombic form transitions to cubic phase as the cation
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size A increases. Only BaZrO3 shows the stable cubic structure at 0 K. Furthermore, it

has been experimentally known that there is no phase transition in BaZrO3 between 4

and 1200 K, indicating high stable cubic structure [181]. The negligible forbidden gap

between acoustic and optical phonons illustrates that they are good for thermal barrier

coating materials.

4.3.2 Elastic Properties

The elastic properties of a crystal can be determined by computing its stiffness tensor [Ci j],

which is actually the response of a material to external stress. The stiffness matrices [Ci j]s of

calcium zirconate, strontium zirconate and barium zirconate perovskites, calculated using

PBE and HSE06 functionals are shown below,

(a) CaZrO3

[
Ci j

]
PBE

=



326.901 71.570 71.570 0 0 0

71.570 326.901 71.570 0 0 0

71.570 71.570 326.901 0 0 0

0 0 0 63.301 0 0

0 0 0 0 63.301 0

0 0 0 0 0 63.301


;
[
Ci j

]
HSE06

=



359.921 76.418 76.418 0 0 0

76.418 359.921 76.418 0 0 0

76.418 76.418 359.921 0 0 0

0 0 0 72.559 0 0

0 0 0 0 72.559 0

0 0 0 0 0 72.559
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Figure 4.2 Calculated phonon band structure of calcium zirconate, strontium zirconate
and barium zirconate perovskites, computed using both PBE and HSE06
functionals.
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Figure 4.3 Calculated phonon density of states of calcium zirconate, strontium zirconate
and barium zirconate perovskites, computed using both PBE and HSE06
functionals.

(b) SrZrO3

[
Ci j

]
PBE

=



314.074 73.665 73.665 0 0 0

73.665 314.074 73.665 0 0 0

73.665 73.665 314.074 0 0 0

0 0 0 74.027 0 0

0 0 0 0 74.027 0

0 0 0 0 0 74.027


;
[
Ci j

]
HSE06

=



347.714 81.260 81.260 0 0 0

81.260 347.714 81.260 0 0 0

81.260 81.260 347.714 0 0 0

0 0 0 83.017 0 0

0 0 0 0 83.017 0

0 0 0 0 0 83.017



(c) BaZrO3

[
Ci j

]
PBE

=



290.827 79.417 79.417 0 0 0

79.417 290.827 79.417 0 0 0

79.417 79.417 290.827 0 0 0

0 0 0 85.255 0 0

0 0 0 0 85.255 0

0 0 0 0 0 85.255


;
[
Ci j

]
HSE06

=



322.908 86.971 86.971 0 0 0

86.971 322.908 86.971 0 0 0

86.971 86.971 322.908 0 0 0

0 0 0 96.363 0 0

0 0 0 0 96.363 0

0 0 0 0 0 96.363
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The inclusion of HF exchange causes an increment in the values of the elements in

stiffness tensor. One can notice from the stiffness matrices that, in a cubic system,

normal stress only produces normal strain and shear stress only produces shear strain.

In contrast with the diagonal elements of the fourth quadrant, the diagonal elements of

the first quadrant decrease and off-diagonal elements increase in the order of cation size

A, as observed in these zirconate perovskites. This observation implies that the shear

modulus/bulk modulus increases/decreases whenever the cation size increases. Using the

Voigt-Reuss-Hill (VRH) [182, 183] averaging scheme, the shear modulus G and the bulk

modulus B are related to [Ci j] as [184],

Gv =
C11−C12 +3C44

5

GR =
5C44(C11−C12)

4C44 +3(C11−C12)

G =
1
2
(Gv +GR)

(4.1)

Bv = BR =
C11 +2C12

3

B =
1
2
(Bv +BR)

(4.2)

We have also calculated Zener anisotropy factor A, Young’s modulus E, Poisson’s ratio

v, Cauchy pressure C, Vickers hardness Hv and Debye temperature ΘD according to the

relations [185–188],

A =
2C44

(C11−C12)
(4.3)

E =
9BG

3B+G
(4.4)
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v =
3B−2G

2(3B+G)
(4.5)

C =C12−C44 (4.6)

Hv = 2(
G3

B2 )
0.585−3 (4.7)

ΘD =
h
k
(
3nNAρ

4πM
)(1/3)vm (4.8)

where h, k, NA and ρ are Planck constant, Boltzmann constant, Avogadro number and

density respectively; n and M are number of atoms and molecular mass per formula unit

respectively; vm is the average wave velocity calculated from G and B. They are shown

in Table 4.2. The mechanical stability of these zirconate perovskites can be known from

the Born’s stability criteria [189], i.e., C11 > 0, C44 > 0, C11 > |C12| and (C11 +2C12)> 0.

Based on these criteria, the materials under study are mechanically stable. Similarly, the

anisotropic factor A being less than unity for all zirconate perovskites conveys that the

materials exhibit elastic anisotropy. The brittle/ductile nature of the material can be known

from the Pugh criterion B/G and the Poisson’s ratio [190]. If B/G exceeds the critical value

of 1.75, the material shows ductile nature; otherwise it is brittle. Likewise, the Poisson’s

ratio v greater than 0.33 indicates the ductile nature of the material; otherwise, it is brittle.

Moreover, according to Pettifor criterion [191], the materials develop covalent character

and possess brittle nature for negative Cauchy pressure; otherwise, they exhibit metallic

character with ductile nature. All these criteria points that strontium zirconate and barium

zirconate show brittle nature. Except the Poisson’s ratio criterion, the Pugh criterion and

the Pettifor criterion indicate that calcium zirconate shows ductile character. The hardness
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test is important as it describes the material’s ability to resist deformation. The computed

Vickers hardness qualitatively conveys that the more brittleness the material, the more is its

hardness. The Debye temperature correlates the highest normal mode of vibration. It can

be seen from Table 4.2 that the Debye temperature decreases as one goes down the group of

alkali-earth metal. This is because the density of an atom increases down the group which

in turn decreases the velocity of sound.

4.3.3 Electronic Properties

The electronic band structures for calcium zirconate, strontium zirconate and barium

zirconate perovskites, along with their density of states (DOS), are shown in Figures 4.4

and 4.5. It can be seen that HSE06 functional predicts the band gap with better accuracy

than PBE functional. The spin-orbit coupling (SOC) shows trivial influence on these band

structures. The band gaps due to HSE06 are also calculated using the PBE- generated

structures (PBE-g). The severe underestimation of band gap by PBE and PBEsol indicates

that these functionals suffer intrinsic self-interaction errors tremendously. On the other

hand, the hybrid functional PBE0 tends to overestimate the band gap. Though PBE0 and

HSE06 utilize the same portion of the mixing parameter, it shows that the screening factor

is responsible for affecting the band gap. One can easily notice that the band gap bears

an inverse relation with the screening parameter. Furthermore, these zirconate perovskites

contain 4d electrons and besides global exchange correction, the correlation effect does

influence the determination of band gap. The correction of correlation errors along with

the pre-knowledge of the amount of HF exchange and the screening parameter is therefore

crucial for predicting the more accurate electronic structure of zirconate perovskites. All

these zirconate perovskites show topological resemblance and possess indirect band gap

with transition occurring at R−Γ symmetric points. However, the energy eigen values of

the valence band are close to each other at M and R symmetric points. The computed band

gaps along with their experimental values are shown in Table 4.4. From the analysis of
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Table 4.2 Calculated Values of Elastic Constants, Anisotropy Factor, Cauchy Pressure, Vicker’s Hardness and Debye Temperature, using
Functionals PBE and HSE06, along with Their Available Experimental and Theoretical Values

Materials Methods
G

(GPa)
B

(GPa) A
E

(GPa) v
C

(GPa)
Hv

(GPa)
ΘD
(K)

CaZrO3

PBE
HSE06
Expt.

T heory [160]

84.169
95.200-
87.9

156.681
170.919-

154.8

0.495
0.512-
0.495

214.159
240.878-

221.8

0.272
0.265-
0.261

8.27
3.86-
8.2

9.927
11.493-
11.148

612.964
648.714--

SrZrO3

PBE
HSE06

Expt. [192]
T heory [156, 162, 193]

89.983
100.427-

102.2,118.8,74.84

153.802
170.078

150
154.90,160,124.76

0.615
0.623-

0.71,0.58,0.64

225.894
251.733-

248.62,247.64,241.34

0.255
0.253-

0.23,0.20,0.25

−0.362
−1.76

-
−15.51,−6,−0.01

11.853
13.011-

15.418,20.094,10.519

564.808
594.051--

BaZrO3

PBE
HSE06

Expt. [194]
T heory [195]

92.920
104.493

103
93

149.887
165.617

127
153

0.806
0.816-

0.8

231.022
259.007

243
260

0.243
0.239
0.18
0.247

−5.838
−9.392

--

13.196
14.708
4.95

12.835

522.858
551.897

544-

78



orbital contributions to DOS, it has been found that the valence band maxima (VBM)

is dominated by O-2p states and the conduction band maxima (CBM) is dominated by

Zr-4d states. These states also satisfy the selection rule for transition, that the change in

angular momentum is unity, i.e., ∆l =±1. One can notice that the band gap is independent

Table 4.3 The Magnitude of BECs of Calcium Zirconate, Strontium Zirconate and Barium
Zirconate Perovskites, Calculated using PBE and HSE06 Functionals

Materials PBE HSE06
CaZrO3
Ca 2.62 2.56
Zr 5.92 5.73
O −1.83,−4.89 −1.79,−4.69
SrZrO3
Sr 2.57 2.54
Zr 6.01 5.78
O −1.85,−4.88 −1.83,−4.66
BaZrO3
Ba 2.72 2.68
Zr 6.12 5.88
O −1.99,−4.86 −1.96,−4.64

Table 4.4 Calculated Values of Band Gap (Eg) along with Their Experimental Values and
Flow of Charge in Ions, Computed using Functionals PBE and HSE06

Eg(eV )

Materials PBE
PBE

(SOC) PBEsol PBE0 HSE06
HSE06
(PBE-g) Experimental

Flow
(PBE)

Flow
(HSE06)

CaZrO3 3.30 3.27 3.48 6.67 5.01 4.98 ≈ 5.7 [196]

Ca-31.28%
O-8.60%; O-144.75%

Zr-48.13%

Ca-28.25%
O-10.01%; O-134.90%

Zr-43.23%

SrZrO3 3.33 3.28 3.56 6.82 4.92 4.90 ≈ 5.6 [197]

Sr-28.70%
O-7.35%; O-144.10%

Zr-50.37%

Sr-27.30%
O-2.67%; O-133.12%

Zr-44.56%

BaZrO3 3.12 3.08 3.37 6.64 4.69 4.65 5.33 [198]

Ba-36.23%
O-0.27%; O-143.16%

Zr-53.19%

Ba-34.10%
O-1.965%; O-132.30%

Zr-47.13%

≈ room-temperature structure

of the order of cation size A. Similarly, in order to know the nature and strength of bonds

in these structures, the Born effective charges (BECs) [179, 199] have been calculated and

shown in Table 4.3. It is plausible to do so as studies have shown that ionicity defined by

charge transfer can be described by the square root of Phillips ionicity [200]. Furthermore,
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there are many empirical relationships between effective charge and ionicity [201]. The

flow of a charge in an ion with respect to its static charge (SC) arises from the coupling

between lattice displacement and electrostatic field and can be quantified as,

f low =
|BEC−SC|

SC
×100% (4.9)

They are shown in Table 4.4. The significantly higher flow indicates the covalent character

of the bond. One can notice that the oxygen ion has both low and high flow, at directions

perpendicular and parallel to the [Ba−O] bond respectively, indicating that the low flow

makes the ionic bond with the cation A and the high flow makes covalent bond with the

cation Zr. The ionic strength in [Ba−O] bond is the strongest as the flow of charge in

oxygen is lowest among all, indicating that the O atom is the farthest from the Ba atom.

This seems convincing from the notion of Fajan’s rule [202] that the cation which is nearer

to the anion can polarize it maximum, yielding higher degree of covalency. Therefore, the

strength of ionic bond follows the order [Ba−O] > [Sr−O] > [Ca−O] and the covalent

bond strength as [Zr−O]Ca > [Zr−O]Sr > [Zr−O]Ba .

4.3.4 Optical Properties

The electronic response of a material towards an incident photon can be described from

its complex dielectric function ε(ω) = ε1(ω) + iε2(ω). Generally, the real part ε1(ω)

represents the phase lag between the incident field and induced field due to polarization

and the imaginary part ε2(ω) represents the measure of energy loss. The imaginary part

ε2(ω) can be evaluated from the momentum matrix elements between
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Figure 4.4 The electronic band structures of calcium zirconate, strontium zirconate and
barium zirconate perovskites.

the unoccupied and occupied electronic states as [203],

ε2(ω) =
Ve2

2π h̄m2ω2

∫
d3k∑

nn′
|<
−→
k n|−→p |

−→
k n′ > |2 f (

−→
k n)

[1− f (
−→
k n′)]δ [E−→k n−E−→k n′− h̄ω]
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Figure 4.5 The total density of states (TDOS) of calcium zirconate, strontium zirconate and
barium zirconate perovskites, along with orbitals contribution of their respective
elements.

where, −→p , f (
−→
k n), E−→k n are the momentum operator, Fermi distribution function and

eigenvalue of state
−→
k n respectively. The real part ε1(ω) can then be evaluated from the

imaginary part ε2(ω) using the Kramers-Kronig relation as [204],

ε1(ω) = 1+
2
π

∫
∞

0

ω ′ε2(ω
′)

ω ′2−ω2 dω
′ (4.10)
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The calculated ε1(ω) and ε2(ω) for calcium, strontium and barium zirconate

perovskites using both PBE and HSE06 functionals are shown in Figure 4.6. Both PBE and
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Figure 4.6 Real and imaginary parts of dielectric function of calcium zirconate, strontium
zirconate and barium zirconate perovskites, computed using functionals PBE
and HSE06.

HSE06 computations show similar dielectric spectra and any variation can be attributed to

the effect of short range electron-electron interaction. For the time dependent field, ε1(0) is

the static dielectric constant. It is noteworthy that the variation of static dielectric constant

is independent of the size of ion A and shows inverse relation to band gap as suggested by

Penn model [90] as,

ε1(0)≈ 1+[
h̄ωp

Eg
]2S0 (4.11)

where, S0 is a dimensionless constant, ωp is a screened plasma frequency and Eg is a Penn

gap. Usually, the Penn gap is larger than a band gap, and refers to energy corresponding

to the first reflectivity peak. The value of S0, as suggested by Penn himself, is 1 and

the more accurate value, especially for homopolar semiconductors, is taken as 0.62 [91].
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Recent study by Diego Julio Cirilo-Lombardo [205] has suggested the value to be 2/3.

Our work on zirconate perovskites suggest the value to be 0.86. Table 4.5 shows the

values of ε1(0), plasmon energy h̄ωp, Penn gap Eg and reflectivity peak ER. On the other

hand, ε2(ω) is seldom negative and starts from zero and shows variation after the incident

photon energy exceeds the threshold band width. The peaks of ε2(ω) are related to the

interband transitions. From the knowledge of ε1(ω) and ε2(ω), the other optical properties

Table 4.5 Calculated Values of ε1(0), h̄ωp, Eg(Penn) and ER

Materials Methods ε1(0)
h̄ωp

(eV )

Eg(Penn)
(eV )

S0 = 2/3,1
ER
(eV )

CaZrO3 PBE 4.56 11.88 5.14,6.29 5.65
CaZrO3 HSE06 3.56 14.22 7.34,8.88 8.02

SrZrO3 PBE 4.52 12.76 5.55,6.80 6.50
SrZrO3 HSE06 3.59 13.85 7.02,8.60 8.01

BaZrO3 PBE 4.83 12.10 5.04,6.18 5.70
BaZrO3 HSE06 3.84 13.91 6.74,8.25 7.89

such as reflectivity R, refractive index n, extinction coefficient k, energy loss spectra L and

absorption coefficient α are calculated as [206–208],

R(ω) =
(n−1)2 +(

αc
2ω

)2

(n+1)2 +(
αc
2ω

)2
(4.12)

where c is the speed of light.

n(ω) = [
{ε2

1 (ω)+ ε2
2 (ω)}1/2 + ε1(ω)

2
]1/2 (4.13)

k(ω) = [
{ε2

1 (ω)+ ε2
2 (ω)}1/2− ε1(ω)

2
]1/2 (4.14)
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L(ω) =
ε2(ω)

[ε2
1 (ω)+ ε2

2 (ω)]
(4.15)

α(ω) =
2ω

c
[
{ε2

1 (ω)+ ε2
2 (ω)}1/2− ε1(ω)

2
]1/2 (4.16)

They are shown in Figure 4.7. One can notice that not only ε1(0) but also R(0) and n(0)
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Figure 4.7 Reflectivity, refractive index, extinction coefficient, energy loss and absorption
coefficient spectra.

are independent of the size of cation A. The values of R(0) and n(0) indicate that BaZrO3

shows higher metallic character for the time-independent field. The reflectivity spectra

R(ω) of all zirconate perovskites show minima at energies corresponding to the plasma

edge. This decrease in reflectivity may be due to plasmonic excitation. Furthermore,

our calculated static refractive index satisfies the relation n(0) = (ε(0))1/2 and its inverse
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Table 4.6 Calculated Values of Static Reflectivity and Refractive Index

Materials Methods R(0) n(0) n(H−V )

CaZrO3 PBE 0.13 2.14 ≈ 1.80
CaZrO3 HSE06 0.09 1.88

SrZrO3 PBE 0.13 2.13 ≈ 1.78
SrZrO3 HSE06 0.09 1.89

BaZrO3 PBE 0.14 2.20 1.84
BaZrO3 HSE06 0.11 1.95

dependence with band gap can be verified from Harve-Vandamme (H−V ) relation [96],

n(H−V ) =

√
1+(

A
Eg +B

)2 (4.17)

where A=13.6 eV and B=3.4 eV are the constants. Utilizing H−V relation, the refractive

indices are calculated with the aid of their experimental band gaps and then compared with

the simulated values. They are shown in Table 4.6. The peak of energy loss spectra L(ω)

characterizes the plasma resonance. The absorption coefficient α is almost zero when the

photon energy is below band gap, which is trivial for single particle model. At energy

higher than plasmon energy, the absorption coefficient decreases to zero and refractive

index approaches one, indicating the transparency of the material. All these materials show

high absorption in the UV region.

4.4 Conclusions

In summary, a comprehensive study of the cubic phase of CaZrO3, SrZrO3 and BaZrO3

was performed using both PBE and HSE06 functionals. It was found that the lattice

constants of these zirconate perovskites are dependent on the size of their respective

alkaline-earth metal cations. Moreover, except BaZrO3, the cubic phases of CaZrO3 and

SrZrO3 are high temperature structures. The study of mechanical properties reveals that
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SrZrO3 and BaZrO3 show brittle nature whereas CaZrO3 shows some ductile character.

All these materials show high indirect band gap with A−X dominated by ionic bond and

B−X by covalent bond. The optical absorption of these zirconate perovskites are higher in

the UV regions. Finally, it is anticipated that this study will be helpful to tune the properties

of these materials by altering the cation A.
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CHAPTER 5

DENSITY FUNCTIONAL STUDY OF Cs-Pb-Br VARIANTS

This chapter is based on the study of Cs-Pb-Br variants. The variants include CsPbBr3,

CsPb2Br5 and Cs2PbBr4. The results of this study are presented in TMS conference 2021.

5.1 Introduction

Perovskite solar cells have gained notoriety in the last few years as their light-harvesting

capacity has been augmented from 3.8% in 2009 to over 24.2% in 2019 [209]. Despite

the demonstration of increasing efficiency of perovskite solar cells in a short time, there

are several issues such as fabrication processes, stability, degradation, predictability

in behavior, durability, toxicity etc., that has hindered their use in the commercial

realm [210–212]. Methylammonium lead halide has been extensively studied from the

very beginning due to its potential as a perovskite solar cell material [26, 213]. However,

this material deteriorates rapidly when exposed to light, heat, air or moisture [214, 215].

As an alternative to methylammonium lead halide, it has been found that lead-based and

tin-based inorganic halide perovskites show better stability under external conditions and

qualify as suitable materials for solar cells and other optoelectronic devices [216–219].

From the environmental perspective, tin-based perovskites are considered as a better choice

than lead-based perovskites [220]. Nevertheless, the efficiency and stability of tin-based

perovskites is inferior. Furthermore, it has been found that lead-based perovskite solar

cells pose a minor environmental hazard [221–224]. Among several inorganic halide

perovskites, cesium lead bromide CsPbBr3 shows promise as a candidate for the fabrication

of solar cells and optoelectronic devices due to its stability, inherent direct band gap,

broad absorption spectrum and good transport properties [225–227]. In recent years, it

has been found that lowering the dimensionality of halide perovskites leads to enhanced

photoluminescence and stability than their three-dimensional counterparts [228–231].
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Further, the change in the dimensionality of an inorganic halide perovskite can evoke

surprising ramifications to its intrinsic behavior. The dimensionality in perovskites are

governed by their octahedral cages. In zero-dimensional perovskites, the octahedral

cages are discrete whereas they are connected with one another forming a layer in

two-dimensional perovskites. Likewise, in three-dimensional perovskites, the octahedral

cages share the corner atoms with each other. Generally, 2D perovskites are synthesized

by inserting some suitable chemical that sits in the intercalated region and acts as a spacer

between the layered structure. This technique is profound in 2D organic-inorganic hybrid

perovskites. Moreover, the variation of such a spacer not only produces the desired stability

to the structure but also yields different functionalities of significant interest to the required

2D system. This is illustrated in Figure 1.2.

This study describes the two-dimensional (2D) counterpart of CsPbBr3. One

plausible model for 2D-CsPbBr3 would be Ruddlesden-Popper (RP) phase [232]- Cs2PbBr4.

Unfortunately, the RP phase is not so frequent in halide perovskites in contrast to oxide

perovskites [233]. Nevertheless, it is of interest to proceed with the theoretical study

of RP phase of CsPbBr3. On the other hand, the most likely second model for 2D

counterpart of CsPbBr3 would be ternary halogen-plumbate CsPb2Br5. In contrast to

Cs2PbBr4, CsPb2Br5 can be synthesized at room temperature, different from CsPbBr3

which requires a higher temperature. The first report on the synthesis of CsPb2Br5 was

probably mentioned by Yu et al. [234] stating its efficient photoluminescence in the visible

region (512 nm) with a quantum yield of 87%. In the paper of Sun et al. [235], they

have reported that CsPb2Br5 results as a by-product during the synthesis of CsPbBr3,

yielding higher photoluminescence by transitioning to CsPb2Br5. However, the work of

Jiang et al. [236] has some contradiction by reporting CsPb2Br5 as an indirect band gap

material with inactive photoluminescence. Further, Zhang et al. [237], in their paper, have

clarified from the luminescence mechanism that CsPb2Br5 exhibits a band-edge emission
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in the ultraviolet region and photoluminscence is associated with CsPbBr3 by-product in

CsPb2Br5.

The need for a theoretical study of Cs-Pb-Br variants is significant due to the

complexity in the synthesis and characterization of these materials. The aim of this paper

is to study the structural, electronic and optical properties of 3D-CsPbBr3 in conjunction

with its 2D counterparts- both RP phase Cs2PbBr4 and CsPb2Br5; utilizing the framework

of density functional theory (DFT). The emergence of new physical phenomena with

respect to the decreasing dimensionality of CsPbBr3 are analyzed. It is anticipated that

this work will be beneficial in the design and fabrication of solar cells and other potential

optoelectronic devices.

5.2 Computational Details

This work utilizes first-principles calculations based on DFT in which projector augmented

wave (PAW) method was implemented using the Vienna Ab initio Simulation Package

(VASP) [29, 30]. All the calculations were performed within the Generalized Gradient

Approximation (GGA) using Perdew, Burke and Ernzerhof (PBE) as exchange-correlation

functional [159, 238]. The plane wave basis functions with large cut off energy- 400

eV (greater than 1.3 times the maximum cut off energy) were used in all the three

variants of Cs-Pb-Br along with a sufficiently large Monkhorst K-mesh for Brillouin

Zone integration. The lattice optimizations were performed with total energy convergence

criteria of 10−6 eV and final force acting on each atom smaller than 0.02 eV/Å. The

resultant optimized structures, along with the lattice parameters, are summarized in Table

1. For post processing, simulation tools such as Vesta [239], Vaspkit [240], Phonopy [178]

and Sumo [241] are used in this study.
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Table 5.1 Calculated Structure of Unit Cell Geometry with Lattice Parameters
(a,b,c) along with Their Corresponding Literature Values in Angstrom

Material Crystal system Space group
Unit cell

dimensions

Others work
Experimental
(Theoretical)

CsPbBr3 Orthorhombic Pnma (62)
a = 8.34, b = 8.40

c = 11.97
a = 8.21,b = 8.25
c = 11.76 [242]

Cs2PbBr4 Tetragonal I4/mmm (139)
a = b = 5.97

c = 18.33
(a = b = 5.95

c = 18.19) [243]

CsPb2Br5 Tetragonal I4/mcm (140)
a = b = 8.61

c = 15.47
a = b = 8.49

c = 15.19 [244]

5.3 Results and Discussion

5.3.1 Structure and Stability

The computed structure of CsPbBr3 crystallizes in the orthogonal space group of Pnma (62)

and its 2D counterpart Cs2PbBr4 and CsPb2Br5 in the tetragonal space group of I4/mmm

(139) and I4/mcm (140) respectively. Their structures are shown in Figure 5.1. CsPbBr3

has interconnected or corner-sharing octahedron cage [BX6]
−1 and Cs+ reside at the centre

formed by eight such octahedral cages whereas they are disjoint in Cs2PbBr4. Similarly,

the structure of CsPb2Br5 reveals that Cs+ reside in the intercalated region of [Pb2Br5]
−

layers.

CsPbBr3
Cs2PbBr4

Cs

Pb

Br

CsPb2Br5

Figure 5.1 Structure of 3D and 2D variants of Cs-Pb-Br.
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Further, the stability of these molecules can be verified by calculating their cohesive

energy. The cohesive energy per atom (∆Ec) for any molecule, say AaBbXx, is quantified

through the relation,

∆Ec(AaBbXx) =
aE(A)+bE(B)+ xE(X)−E(AaBbXx)

a+b+ x
(5.1)

where, E(i), i = A,B,X is the energy of an isolated atom i and E(AaBbXx) represents

the total energy of AaBbXx. The calculated values of cohesive energy per atom in eV

for CsPbBr3, Cs2PbBr4 and CsPb2Br5 are 2.89, 2.87 and 2.88 respectively. Therefore, it

appears easy to dissociate Cs2PbBr4 among the three compounds of Cs-Pb-Br. Moreover,

the orthorhombic phase is possibly the ground-state structure of CsPbBr3 and tetragonal

phases of their 2D counterparts are unstable at 0 K temperature. This can be seen by the

presence of soft modes in their phonon dispersion diagram, as illustrated in Figure 5.2.

It has been reported that the stability can be affected by temperature as well as with the

number of layers, in the case of 2D [245,246]. Henceforth, one has enough room to suspect

that these tetragonal structures might be stable at room temperature or higher, unless they

have low phase transition temperature.

Figure 5.2 Phonon dispersion diagram-(a) CsPbBr3, (b) Cs2PbBr4 and (c) CsPb2Br5 under
harmonic approximation.
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Figure 5.3 The variation of Gibbs free energy of CsPbBr3 phases with temperature,
compared with respect to its orthorhombic phase.

It can be seen that Cs cation in APbBr3 does not form a modular structure. Its phase

evolution with respect to temperature shows that CsPbBr3 has an orthorhombic (space

group 62) structure till 200 K and morphs to tetragonal (space group 127) between 200-400

K and cubic (space group 221) above 400 K. This has been predicted by studying the

variation of Gibbs free energy using the QHA model, as shown in Figure 5.3. Further,

it illustrates that the transition from orthorhombic to tetragonal is second order and from

tetragonal to cubic, it is first order. The results agree with experiment [247] which states

that the first order and the second order transition occurs at 130 ° C and 88 °C, respectively.

5.3.2 Electronic Properties

For simulating their electronic properties, we have computed the band structures, the total

density of states (DOS) and partial density of states (PDOS); these are shown in Figure 5.4.
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One can notice that except CsPb2Br5, the other variants show direct band gap. Due to

heavy atom Pb, the spin-orbit coupling (SOC) is included in all our calculations. In all

three variants of Cs-Pb-Br, there is no significant change in the topography of the valence

band with the inclusion of SOC. However, to demonstrate the conduction band degeneracy

Table 5.2 Calculated Values of Band Gap (Eg) with SOC and WSOC along with
Their Corresponding Literature Values in Electron Volt

Material
Eg

SOC;WSOC Experimental;Theoretical

CsPbBr3 0.95;2.0 2.25 [248];2.16 [249]
Cs2PbBr4 0.98;2.26 −;2.29 [250]
CsPb2Br5 2.55;3.04 3.87 [251];3.08 [249]

or split due to SOC, an illustration has been shown for CsPb2Br5. The calculated values

of the band gap with SOC and without SOC, along with their literature values, are shown

in Table 5.2. It is well known that DFT calculations, using standard functional, severely

underestimate the band gap and due to the intrinsic error cancellation between SOC and

neglect of quasi-particle corrections, the band gap computed without SOC has higher

proximity to the correct value. Further, the orbital contribution of the valence band

maximum (VBM) and the conduction band minimum (CBM) can be analyzed from their

DOS and PDOS. In all three variants, the VBM is dominated by Br p state and the CBM

mainly constitute Pb p state. It is interesting to note that Cs has no direct contribution to

the band edge state.
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Figure 5.4 Calculated band structure diagrams with SOC, from left to right- CsPbBr3,
Cs2PbBr4, CsPb2Br5 with SOC and WSOC (Without SOC) respectively. Their
corresponding DOS and PDOS are shown at bottom.

The absorption of photons in halide pervoskite solar cells leads to the generation

of electrons and holes. These charge carriers are coupled with each other via Coulomb

interaction to form quasiparticles in the form of excitons. The effective mass (m∗) is

estimated by the parabolic fitting of energy (E) with momentum (k),

m∗ = h̄2[
∂ 2E
∂k2 ]

−1 (5.2)

and the exciton binding energy (Eb) is calculated by utilizing the Wannier exciton

model [252],

Eb =
2µe4

(h̄8πε(∞))2 (5.3)
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where, µ and h̄ are the reduced effective mass and Planck constant respectively, e is the

electronic charge and ε(∞) is the permittivity at high wavelength limit. In the case of

CsPbBr3, the computed values of m∗e and m∗h, under the effect of SOC, are 0.157 me and

0.124 me respectively and Eb is 51.72 meV . The literature values of m∗e /m∗h are slightly

greater/less than 0.2 me, indicating m∗h <m∗e [253]. The calculated values of exciton binding

energy for CsPbBr3 are in the range of 27-63 meV [254]. Likewise, the values of m∗e , m∗h and

Eb for Cs2PbBr4 are 0.17 me, 0.19 me and 102.5 meV respectively. The values of me and

mh for Cs2PbBr4 are 0.194 me and 0.316 me respectively [250]. Similarly, for CsPb2Br5,

the values of m∗e , m∗h and Eb are 0.52 me, 2.41 me and 292.30 meV respectively. The large

exciton binding energy in 2D counterparts of CsPbBr3 can be attributed to weak screening

of Coulomb interaction. It should be noted that the high value of m∗h can be justified by the

flat valence band, as shown in Figures 5.4(c) and 5.4(d). The relative permittivity values,

used in the calculations for CsPbBr3, Cs2PbBr4 and CsPb2Br5, are 4.29, 3.45 and 4.47

respectively. These values are the geometric mean of their respective anisotropic values.

5.3.3 Optical Properties

For investigating the optical properties, the absorption coefficient spectra have been studied

for all the three variants of Cs-Pb-Br. The absorption spectra of materials are of paramount

significance as the first and foremost criterion for solar cells should exhibit very high values

of the absorption coefficient in the visible range of the solar spectra. Secondly, they play

a major role in determining the thickness of cells and therefore in influencing the aspects

of cell design. For instance, materials having a higher absorption coefficient are not only

suitable for solar cells but also comparatively thin cells can be designed. The absorption

coefficient of materials depend on the incident frequency of light and the required variation

in materials CsPbBr3, Cs2PbBr4 and CsPb2Br5 are shown in Figure 5.5.

96



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

CsPbBr
3

Cs
2
PbBr

4

CsPb
2
Br

5

Figure 5.5 Calculated absorption coefficients of Cs-Pb-Br variants in 100 direction.
CsPbBr3 is anisotropic in all direction whereas its 2D counterparts- Cs2PbBr4
and CsPb2Br5 is isotropic in 100 and 010 direction.

The absorption coefficients were calculated from frequency (ω) dependent dielectric

functions, ε(ω) = ε1(ω)+ iε2(ω) according to the relation [206],

α(ω) =
2ω

c
[
(ε2

1 (ω)+ ε2
2 (ω))

1
2 − ε1(ω)

2
]

1
2 , (5.4)

The absorption edge values found in the literature for CsPbBr3 and CsPb2Br5 were 2.4 eV

[254] and 3.26 eV [255] respectively, which indeed agree well with our computed values.

It can be seen that there is no absorption below the band edge of these materials. CsPbBr3

and Cs2PbBr4 show broad absorption ranging from visible to UV region whereas CsPb2Br5

shows absorption prominent in the UV region. Therefore, CsPbBr3 and Cs2PbBr4 materials

are more suitable for photovoltaic applications.
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5.3.4 Conclusions

In summary, we have studied the structural, electronic and optical properties of CsPbBr3

along with its 2D variants-Cs2PbBr4, CsPb2Br5. There is no significant difference in the

cohesive energy of these compounds. All of them show anisotropy and their band structures

show noticeable variation in the conduction band region, due to spin-orbit coupling. Except

CsPb2Br5, the other two variants possess intrinsic direct band gap. The optical properties

reveal that CsPbBr3 and Cs2PbBr4 have absorption edge in the wavelength range of visible

to low UV, while CsPb2Br5 shows dominant absorption in the UV region. The calculations

show that the excitons are loosely bound in CsPbBr3 than its 2D counterparts.
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CHAPTER 6

ISOSYMMETRIC STRESS ON CUBIC HALIDE PEROVSKITES

This chapter discusses the isosymmetric stress and its application to some cubic halide

perovskites. All the calculations are performed with generalized gradient approximation

schemes. The study has been published in SN Applied Sciences and can be found at

“https://link.springer.com/article/10.1007/s42452-020-04059-1”.

6.1 Introduction

Halide perovskites, ABX3 (A is a monovalent cation, B is a bivalent cation and X is a

halogen are found to be important ternary materials for potential use in optoelectronic

and photovoltaic applications due to their efficient light-harvesting capabilities [256–259].

Their inherent direct band gap, which resemble the solar spectrum qualify them as excellent

solar cell materials [59, 60]. Recent studies of halide perovskites have reported the power

conversion efficiency above 25% for perovskite-based solar cells [60].

Despite the tunable band gap, large absorption coefficient in the visible spectrum

with long charge carrier diffusion length, small exciton binding energy, defect resistance

enabling non-radiative recombination and low-cost fabrication process for perovskite solar

cells than conventional cells, they show instability with even minor external conditions

and thereby degrade swiftly, decreasing the power conversion efficiency [27,59,260–266].

A number of measures have been taken by various researchers not only to make them

stable but also tune the band gap at the same time [267–269]. Among several measures,

the application of pressure is considered to be one of the clean and green ways to nullify

such problems. Furthermore, the investigation of the influence of the reorganization on

the lattice structure and its implications on the electronic structure of perovskites can be

understood by applying pressure at different scales.

The application of pressure on perovskites can cause several effects such as dilation
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of the lattice [270], displacement of cation and anion [271, 272], rotation of octahedral

cages [273], phase transitions [274, 275] etc. Generally, more than one effect can occur in

perovskites at a time, leading to the dependence of the electronic structure calculations on

a number of factors. It is, therefore, critical to study the effect of each factor individually

by isolating other effects. Such a study will be beneficial in identifying one-to-one

understanding of the dynamics of electronic structure configuration and the properties that

are associated with it.

A number of papers on perovskites in the literature discuss the effects of lattice

dilation and octahedral rotations [276–278]. The significance of the present study is

that it focuses only on the lattice dilation, keeping octahedral rotations unchanged, in

the aftermath of the hydrostatic pressure. For this purpose, we have chosen to study

the influence of hydrostatic pressure on halide perovskites to investigate how the lattice

dilation would affect the electronic structure and the associated properties without any

rotation of the polyhedra or phase transitions. Such an application of pressure here on

is called isosymmetric compression and the choice of materials that are used to study the

isosymmetric lattice contraction are cubic (space group Pm3m) ABX3 where A = K,Rb,Cs;

B=Ge,Sn,Pb and X =Cl,Br, I. The chosen halide perovskites are taken in such a way that

their respective cation and anion belong to the same group (A=alkali metal, B=crystallogen

and C=halogen). This way of selecting the perovskites is advantageous as it not only

facilitates the study of size effect but also hinders the charge effect as one moves down

the periodic table.

The stability and degree of distortion in perovskites are usually quantified by the

Goldschmidt tolerance factor (t) [17],

t =
RA +RX√
2(RB +RX)

(6.1)
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where, RA, RB and RX are the radii of A, B and X respectively and the measured octahedral

tilt angle. In the case of isosymmetric compression, it is easy to note that the tolerance

factor for all cubic distorted structure, under compression, should be constant close to unity

and exhibits no octahedral tilt or a0a0a0 in terms of Glazer notation [22].

In this paper, the various aspects of isosymmetric effects have been discussed.

We have investigated the structural, mechanical and electro-optical properties of halide

perovskites under isosymmetric lattice contraction. Further, the size effects due to cation

and anion substitution have been explored in detail. It is anticipated that the results of this

study will be beneficial to design future materials.

6.2 Computational Methods

The first principles calculations based on Density Functional Theory (DFT) have been

implemented using the Vienna Ab initio Simulation Package (VASP) [29, 30]. The

calculations were performed within the Generalized Gradient Approximation (GGA) using

Perdew, Burke and Ernzerhof (PBE) [159, 238, 279] as exchange-correlation functional.

This approach considers the valence states 3s23p64s1 for K, 4s24p65s1 for Rb, 5s25p66s1

for Cs, 3d104s14p2 for Ge, 5s25p2 for Sn, 5d106s26p2 for Pb, 3s23p5 for Cl, 4s24p5 for

Br and 5s25p5 for I. All the lattice optimization for cubic structures were performed with

a convergence criterion that the final force acting on each atom should not exceed 0.015

eV /Å. A large Monkhorst K-mesh with spacing of 0.06 Å−1 and the plane-wave basis

functions with cut off energy of 410 eV were considered. The Gaussian smearing of

width 0.05 eV was carried out for Brillouin zone integration except for density of states

calculations where tetrahedron method with Blöchl corrections were used. The electronic

band structures were calculated by considering both spin-orbit coupling (SOC) and without

spin-orbit coupling (WSOC). The hydrostatic pressure was applied from 1 GPa to 10 GPa

and optimization of the pressure induced structures were implemented with total energy

convergence tolerance of 1.5×10−9 eV and force convergence tolerance of 0.0154 eV/Å.
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All the simulations were performed by imposing the symmetry preserved constraint, as

this study is focused on isosymmetric lattice contraction. For the simulations of the

mechanical properties, the elastic stiffness constants, matrices [Ci j], were computed using

the stress-strain relationships for all the pressure induced optimized structures [280]. The

bulk modulus B and the shear modulus G were calculated from the matrix [Ci j] using the

Voigt-Reuss-Hill (VRH) averaging scheme [185, 281],

Bv = BR =
C11 +2C12

3

B =
1
2
(Bv +BR)

(6.2)

Gv =
C11−C12 +3C44

5

GR =
5C44(C11−C12)

4C44 +3(C11−C12)

G =
1
2
(Gv +GR)

(6.3)

The bulk modulus was also calculated by fitting the pressure-volume (P-V ) data points

using the Birch-Murnaghan 3rd order equation of state [282],

P(V ) =
3B
2
[(

V0

V
)7/3− (

V0

V
)5/3][1+

3
4
(B
′
−4)((

V0

V
)2/3−1)] (6.4)

where, V0 is the equilibrium volume and B
′
=

dB
dP

. The mechanical nature of all these

structures were quantified by measuring Pugh ratio (B/G) and normalized Cauchy pressure

(
C12−C44

E
), where E is the Young’s modulus calculated as in [283],

E =
9BG

3B+G
(6.5)
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The optical properties were analyzed for all the pressure induced structures by calculating

the frequency (ω) dependent dielectric functions, ε(ω) = ε1(ω)+ iε2(ω), where imaginary

part is calculated as,

ε2(ω) =
e2h

πm2ω2 ∑
v,c

∫
∞

BZ
|Mcv(k)|2δ [ωcv(k)−ω]d3k (6.6)

where, Mcv is the momentum matrix for a vertical transition from a filled initial state to an

empty final state. The corresponding real part is calculated from the imaginary part using

Kramers-Kronig transformation. Likewise, the estimation of the optical parameters such

as the absorption coefficient (α), reflectivity (R) and refractive index (n) were performed

according to the relations [206, 207, 284],

α(ω) =
2ω

c
[
{ε2

1 (ω)+ ε2
2 (ω)}1/2− ε1(ω)

2
]1/2 (6.7)

n(ω) = [
{ε2

1 (ω)+ ε2
2 (ω)}1/2 + ε1(ω)

2
]1/2 (6.8)

R(ω) =
(n−1)2 +(

αc
2ω

)2

(n+1)2 +(
αc
2ω

)2
(6.9)

where c is the speed of light.

6.3 Results and Discussion

We have selected cubic halide perovskites ABX3 (A = K,Rb,Cs; B = Ge,Sn,Pb and

X = Cl,Br, I) and studied how their structures and electro-optical properties vary due to

the exchange of cation and anion in their respective group of the periodic table, under
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the influence of isosymmetric compression. The lattice parameter (a0), band gap (Eg)

and bulk modulus (B) of various optimized structures along with their corresponding

available experimental and theoretical values are shown in Table 6.1. Our calculated lattice

parameters overestimate experiment by 2%, as expected given that they were calculated

using the PBE. Likewise, the band gap severely underestimates experiment under WSOC

by 9%-49% and the underestimation is even worse due to SOC. The reason for the closer

proximity of WSOC may be due to a fortuitous error cancellation between the neglect of

quasi-particle correction and spin-orbit coupling. However, since we are only interested in

trends, this underestimation is not problematic. Further, the bulk modulus values obtained

by fitting the third-order Birch-Murnaghan equation 6.4 match well with those calculated

from elastic tensor matrices. The bond length variations of A−X and B−X along with

their compressibilities were calculated to quantify whether the simulations yield optimized

isosymmetric structures for all cubic compressed structures. The variations in bond lengths

with pressure are shown in Figure 6.1, which satisfy the condition < A− X >=
√

2 <

B−X >. Similarly, from the compressibility point of view, it is hitherto understandable

that the compressibility of polyhedron AX12 should match with the polyhedron BX6 under

isosymmetric compression. Their variations are also shown in Figure 6.2, which implicitly

yields the condition for isosymmetric cubic structure contraction as VA−X = 3.24×VB−X ,

where VA−X and VB−X are the volumes of polyhedra AX12 and BX6 respectively. The

structural variations of lattice parameters of these perovskites, under hydrostatic pressure,

are highlighted in Figure 6.3. The lattice parameter varies inversely with compression and

it can be seen that a quadratic model of the form a(P) = a0 + c1P+ c2P2 can be used to

describe the variation, where a0 is the equilibrium lattice parameter, c1 and c2 are negative

and positive coefficients respectively. One can further notice that the size of the atomic

radius contributes significantly to the variation of the lattice parameters.
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Table 6.1 Calculated Values of Lattice Parameters (a0), Energy Gap (Eg) and Bulk Modulus (B)

Materials a0(Å) Eg (eV ) B(GPa)

this work literature
this work
WSOC

this work
SOC literature this work literature

CsPbCl3 5.714 5.605a [285] 2.27 1.10 3.0a [286] 23.690c,23.464d 21.54b,22.59b,31b,25.8b [287]
CsPbBr3 5.989 5.87a [285] 1.87 0.69 2.25a-2.30a [248, 286] 18.845c,18.956d 18.45b,27b,23.5b [287]
CsPbI3 6.384 6.289a [285] 1.59 0.35 1.73a [288] 14.904c,14.998d 14.38b,14.4b,19.8b,23b [287]
CsGeI3 5.991 5.98a-6.05a [258, 285] 0.83 0.4 1.63a [289] 17.824c,18.265d 18.89b [287]
CsSnI3 6.273 6.219a [285] 0.68 0.08 1.31a [290] 15.22c,15.754d 15.10b,17.59b,6.30b [291]
KPbI3 6.337 6.352b [292] 1.54 0.28 1.36b [292] 15.261c,15.939d -
RbPbI3 6.359 6.366b [292] 1.57 0.31 1.37b [292] 15.536c,15.284d -

a experimental value of room-temperature phase, b theoretical value of cubic phase; obtained using -c third-order Birch-Murnaghan EOS, d
elastic tensor matrix
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Figure 6.1 The bond length variation under isosymmetric lattice contraction.

For the size of atomic radius K < Rb < Cs, Ge < Sn < Pb and Cl < Br < I, the

order of variations in lattice parameters are KPbI3 < RbPbI3 <CsPbI3, CsGeI3 <CsSnI3 <

CsPbI3 and CsPbCl3 < CsPbBr3 < CsPbI3 respectively. This is due to the fact that

there is no contribution of bonding to lattice variation in these structures as these alkali

metals, crystallogens and halogens have the same number of valence electrons down their

respective groups of the periodic table. The size of cation and anion is also associated

with the compressibility. The smaller the size, the smaller the bond lengths < A−X >

and < B−X >, which in turn results in smaller compressibility. The compressibility in

perovskites is usually dominated by the bond length < A−X > due to the larger volume

of the polyhedron [A−X ]12. However, for isosymmetric contraction, both < A−X > and

< B−X > play equal role as shown earlier in Figure 6.2. Thus, it can be said that CsPbCl3

shows more resistance to deformation than CsPbBr3 and CsPbI3 because of its smaller size

anion and the order follows in accordance with the size of their respective anions (Cl <

Br < I). Likewise, similar comparison can be drawn for the remaining perovskites based
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Figure 6.2 The variation of compressibility of the polyhedra in isosymmetric compression.

on the size of their respective cations. The effect of size can also be seen in the mechanical

behavior of these materials. For instance, due to the higher compressibility, CsPbI3 is

softer and more ductile than CsPbBr3 and CsPbCl3. In other words, CsPbI3 can withstand

fracture longer than CsPbBr3 and CsPbCl3 under compression. Their deformation behavior

can also be quantified by measuring Pugh ratio and normalized Cauchy pressure [293].

The Pugh ratio criterion [190] suggests that the materials show ductile nature when B/G

ratio is greater than 1.75; otherwise, they exhibit brittle nature. Likewise, the Pettifor

criterion [191] suggests that the materials develop covalent character when the Cauchy

pressure is negative and hence possess brittle nature and vice-versa. The result is shown

in Figure 6.4. According to Pugh ratio and Cauchy pressure criteria, except CsGeI3, all

of them show ductile character and ductility increases under isosymmetric compression.

Therefore, the transition of materials from brittle character to ductile character might be

achieved by the application of compression. According to the Pettifor criterion, CsGeI3

shows greater tendency for directional bonding and therefore makes this material brittle.
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Figure 6.3 The lattice parameter variation as a function of the isosymmetric compression.

Moreover, one can notice that the red line is the longest among other ductile materials

indicating that the associated material can rupture quicker during compression and the

presence of discontinuity in the lines can be interpreted as the change in the nature of

the bonding.

It has been observed that the alteration of cation and anion size contributes signifi-

cantly to the macroscopic elastic properties. The very next implication would be the change

in the electro-optical behaviors resulting from this alteration. The electronic behaviour can

be studied by performing the band structure computations along the high symmetric path.

As an example, due to the smaller size of the Cl atom, the lattice volume of CsPbCl3 is

the smallest among CsPbBr3 and CsPbI3. As a result, the volume of reciprocal space or

the Brillouin zone (BZ) follows the order CsPbCl3 > CsPbBr3 > CsPbI3. This effect has

been shown by the dashed lines in the plots of Figure (6.5). The dashed lines indicate

that the resulting position of high symmetric K-points of CsPbI3 is mapped in the band
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Figure 6.4 The brittle/ductile nature interpreted in terms of Pugh ratio and normalized
Cauchy pressure.

structures of the remaining perovskites. Furthermore, due to compression, there is an

increment in the Brillouin zone which can be seen from the position of dashed curves

(in red and cyan color) in the band structures. One can notice that, all these perovskites

are direct band gap materials with transition occurring at R-R symmetric points. Under

isosymmetric compression of these structures, the band gap remains direct but reduces,

thereby altering the semiconductor behavior towards metallic nature. It should be noted

that the computed band structures in Figure 6.5, do not consider SOC. This is because

the simulated band gap is worsened more by considering SOC than WSOC and, under

isosymmetric compression, there is a probability of reducing the band gap to negative

values. The density of states (DOS) and the individual contribution of each element or

partial density of states (PDOS), in Figure 6.6, shows clearly that the hybridization of s

orbital of B and p orbitals of X contribute to the valence band maxima (VBM) whereas the

conduction band minima (CBM) is dominated by p orbitals of B. Further, the antibonding

of B-s and X-p at VBM is significant resulting in covalent nature of the overlap. Unlike in

109



X M R X
-2

0

2

4

CsPbCl
3

E
F

@5 GPa

@10 GPa

X M R X
-2

0

2

4

CsPbBr
3

E
F

@5 GPa

@10 GPa

X M R X
-2

0

2

4

CsPbI
3

E
F

@5 GPa

@10 GPa

X M R X
-2

0

2

4

CsGeI
3

E
F

@5 GPa

@10 GPa

X M R X
-2

0

2

4

CsSnI
3

E
F

@5 GPa

@10 GPa

X M R X
-2

0

2

4

RbPbI
3

E
F

@5 GPa

@10 GPa

X M R X
-2

0

2

4

KPbI
3

E
F

@5 GPa

@10 GPa

Figure 6.5 Electronic band structure of cubic halide perovskites in the high symmetric
path under different pressure. The vertical dashed lines, except CsPbI3, are
used to denote high symmetric K-points of CsPbI3 mapped into BZ of other
perovskites.

110



VBM, the overlap in CBM has ionic nature as the band is singly dominated by p orbitals

of B. Therefore, based on the analysis of DOS, the size of anion can influence the tuning of

band gap in these halide perovskites in a definite order. For instance, the band gap varies in

the order of CsPbCl3 > CsPbBr3 > CsPbI3 indicating that the larger size of anion results
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Figure 6.6 The density of states showing TDOS and PDOS of X and B with their orbitals
contributions.

in red-shift of the band gap. However, the effect of cation size of alkali elements in the
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PbI framework shows increase in the band gap (KPbI3 < RbPbI3 <CsPbI3) with respect to

size. Similarly, it is interesting to note that there is no definite size effect due to crystallogen

cations in the band gap- as the band gap varies in the order of CsSnI3 <CsGeI3 <CsPbI3

whereas size varies in the order of Ge < Sn < Pb. These trends of band gap variation,

with respect to the order of the size of A cation and X anion, are the same with or without

SOC. However, they are different for B cation. The variation of band gap under SOC

follows the order CsSnI3 <CsPbI3 <CsGeI3. This may be due to higher SOC corrections

(∆ESOC
g = ESOC

g − EWSOC
g ) in CsPbI3, which is 81% greater than CsGeI3, as shown in

Figure 6.7. The other possibility can be the choice of exchange-correlation functional or

method implemented, which results in different magnitudes of quasi-particle corrections

in these systems. In the work of Huang and Lambrecht [285], they have shown that the

band gap follows the order CsSnI3 <CsGeI3 <CsPbI3, under both SOC and WSOC, using

quasi-particle self-consistent GW method. However, these conformities are violated, when

anion I is replaced by anion Cl; plus all their results (trends of variation) agree with our

under WSOC formalism. As the cubic phases of these perovskites are unstable at room

temperature, it is very difficult to reckon the correct trend experimentally. Nevertheless,

we have compared with their room-temperature phases and found that the trends in all the

cation and anion variations do satisfy with the trends calculated under WSOC. All these

variations can be explained based on the degree of overlap between B-s and X-p orbitals.

For instance, one can notice from Figure 6.6 that the overlap in Sn-perovskite is more than

that of Ge-perovskite and Pb-perovskite, suggesting that the band gap follows the order of

CsSnI3 <CsGeI3 <CsPbI3. Based on this observation, it can be said that the greater ionic

nature of hybridization between B-s and X-p orbitals results in blue-shift of the band gap in

halide perovskites. Further, the influence of compression on the lattice has been observed

by the red-shift of DOS with increasing pressure.

For the optical properties, we have chosen independent particle approximation (IPA)

to study optical parameters such as absorption coefficient (α), reflectivity (R) and refractive
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index (n), under isosymmetric compression. One can notice from Figure 6.8 that all

these materials show good absorption in the visible spectrum. The application of pressure

increases the absorption coefficient towards low band gap. In contrast, reflectivity and

refractive index are high at the beginning indicating opacity for time independent field.

Likewise, the variation of refractive index can be interpreted based on the band gap.

The computed static refractive index implies qualitatively that it varies inversely with

the band gap and the order of refractive index ABI3 > ABBr3 > ABCl3 can be explained

as the larger size of anion I has comparatively more loose electrons resulting in higher

degree of polarizability. As the accuracy of DFT calculations rely on the choice of

exchange-correlation potential, the underestimation of band gap can also be thought as the

overestimation of refractive index. For instance, our computed static refractive index for

CsPbBr3 and CsPbI3 overestimate their experimental counterparts roughly by 8% and 14%

respectively [123, 126]. Similarly, the effect of compression on these optical parameters

can also be explained based on the shrinkage of the band gap. It can be seen that, under

isosymmetric compression, materials with less band gap have higher optical parameters till

the visible region and the pattern becomes opposite towards the ultra-violet region. On the

other hand, one can qualitatively imply that the larger band gap materials show less optical

response, even during compression.

6.4 Conclusions

To the best of our knowledge, this study has explored the idea of isosymmetric lattice

compression for the first time in perovskites. We have studied the aftermath of the

isosymmetric lattice compression in seven halide perovskites and some of the key findings

are as follows: (a) the Goldschmidt tolerance factor remains unchanged, (b) the degree of

compressibility of polyhedra AX12 matches well with their corresponding polyhedra BX6,

(c) the volume of these polyhedra satisfies the relation, VA−X = 3.24×VB−X , and (d) band

gap decreases but the compression preserves the band gap nature. Since the changes in
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Figure 6.8 Optical spectra- absorption coefficient (α), reflectivity (R) and refractive index
(n) as a function of pressure. Solid line represents normal conditions.
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properties of perovskites emerge from the competition between octahedral tilt and lattice

contraction, the study of isosymmetric lattice compression is significant as it isolates

octahedral tilt. Further, the size reduction due to A cation and X anion is accompanied

by the widening of band gap, and there is no definite pattern in the band gap variation

due to B cation. It is observed that band gap widening is caused by a decrease in overlap

between B-s and X-p and vice-versa. From this study, one can remark that the overlap

between B-s and X-p increases with isosymmetric lattice contraction, implying that such

changes may have been anomalous if the octahedral tilting is taken into account. Moreover,

the study has qualitatively shown the inverse relation between band gap and refractive index

with the larger band gap materials showing less optical response. All the studied materials

have intrinsic direct band gap matching the solar spectrum and show good absorption for

the visible spectrum. These photonic qualities can be further enhanced with isosymmetric

strains. The application of isosymmetric stress resists the external conditions and therefore

allows these potent solar materials to behave predictably. Such information may be useful

to design optoelectronic devices such as LEDs, solar cells etc.
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CHAPTER 7

CONCLUSIONS

Density functional theory is the state-of-the-art technique for investigating the electronic

structure of materials. Perovskites are multi-functional materials with properties ranging

from dielectric, pyroelectric, piezoelectric, ferroelectric and ferromagnetic, therefore,

making them suitable for various optoelectronic devices. In this dissertation, we have

studied various oxides and halide perovskites, using density functional theory.

In Chapter 1, we started by surveying the evolution of computational materials

science. Its present status is prominent among various other disciplines of sciences, in

not only predicting the properties of the given material but also discovering new materials

based on given properties. A brief introduction to the perovskites is presented describing

structural properties along with deformation and other modular forms.

In Chapter 2, the theoretical foundation of density functional theory is presented,

beginning with the limitations of applying Schrödinger equation in the multi-body system.

Then an elementary theoretical description of different properties of materials, viz.,

structural, elastic, electronic, and optical is discussed.

In Chapter 3, we have presented a model which relates the energy gap with the

refractive index. This model has been tested among different perovskites, yielding accuracy

on par with the other well-established models.

In Chapter 4, a detailed study of the structural, elastic, electronic, and optical

properties of some alkaline earth metal zirconate perovskites is performed, using both

standard and hybrid functionals. The effect of the size of A cation on the overall properties

can be analyzed. It is found that increasing the size of A cation leads to higher stability. The

phonon dispersion indicates that these zirconate perovskites are suitable for thermal coating

materials and the electronic dispersion designates them as insulators. The internal bond
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strength is studied by quantifying charge flow due to coupling between lattice displacement

and electrostatic field. Further, the dimensionless constant in the Penn model was predicted

to be 0.86. Besides parsing the properties, Chapter 4 implicitly describes the efficacy

between standard and hybrid functionals.

Chapter 5 describes Cs-Pb-Br variants such as CsPbBr3 and its 2D counterparts

Cs2PbBr4 and CSPb2Br5. The structural phase transition from tetragonal to orthorhombic

crystal system is predicted below 200 K and from tetragonal to cubic above 400 K. It is

found that the former transition is second order and the latter is the first order. CsPbBr3

and Cs2PbBr5 have a direct band gap and the absorption of photons is higher in the

visible region, whereas CsPb2Br5 has indirect band gap and absorption is higher at the

UV region. Likewise, the exciton binding energy of 2D counterparts is higher due to the

lesser screening effect.

Chapter 6 presents the notion of isosymmetric stress and its effect on several cubic

halide perovskites ABX3 (A = K,Rb,Cs; B = Ge,Sn,Pb and X = Cl,Br, I). The exchange

of cations A, B, and anion X on the overall properties are analyzed. The non-trivial effects

in band structure due to spin-orbit coupling are studied.
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APPENDIX

INTRODUCTION TO VASP

A brief description of VASP, as mentioned in chapter 1, is described in this section.

VASP (Vienna Ab Initio Simulation Package) is one of the important packages for
performing ab-initio quantum mechanical calculations, using pseudo-potentials and a plane
wave basis set. It can easily operate and handle an atomistic system containing 100-200
atoms. The bulk system can be modeled better than the isolated system or molecule as the
code utilizes periodic boundary conditions. VASP requires at least four input files. They
are as follows:

i) INCAR is a central file, containing the setting tags of the parameters, as per the need of
the calculations.

ii) POSCAR contains information about the geometry of the system.

iii) POTCAR contains information about the potentials, exchange-correlation functional,
valence and core electrons, etc.

iv) KPOINTS contains the set of k-points for sampling the first Brillouin zone.

Except for the POTCAR file, the input files need to be prepared based on the atomistic
system and level of convergence. The POTCAR file can be found on the database and the
pseudopotentials in it must follow the same sequence as the POSCAR file. After successful
convergence of any calculations, the VASP generates its output in two formats. The first one
is the text format and the output is written in the files CONTCAR, EIGENVAL, OUTCAR,
OSZICAR, DOSCAR, etc. The next output format is the xml format and the name of the
file is vasprun.xml. These output files can be parsed and made compatible with various
post-processing tools such as Vesta, Matlab, or Python scripts, etc. The detailed tutorial
about atomic-scale materials modeling using VASP can be found at “https://www.vasp.at”.

As an illustration to describe some of the important setting tags needed to prepare
INCAR file for high throughput results for structural optimization are shown below,
PREC= Accurate
ADDGRID=.TRUE.
EDIFF=1e−8

EDIFFG=−5e−4

ISIF=3
IBRION=2
NSW=200
NELMIN=5

PREC tag is used to control the precision of the calculations. The tag ADDGRID=
.TRUE. is used to add an additional grid for charge augmentation. EDIFF=1e−8 implies
that the electronic relaxation terminates when the total energy change becomes less than
1e−8 eV. Similarly, the EDIFFG tag is used for ionic relaxation. In this case, the ionic
relaxation will stop, when the forces acting on the ions are smaller than 5e−4. ISIF
determines the degree of freedom to be updated during the relaxation of the structure.
ISIF=3 is good for bulk structure relaxation which allows ionic positions, cell shape, and
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volume to change during optimization. For 2D structures, ISIF=2 or 3 are more preferable.
IBRION tag controls the movement of ions. For structural optimization, IBRION=2 is
frequently used. Likewise, IBRION= 0 describes molecular dynamics, IBRION=6 is used
to calculate Hessian and Stiffness matrices, and IBRION=8 for phonon calculations using
density functional perturbation method. NSW and NELMIN describe the number of ionic
and electronic steps, respectively.

Besides these tags, there are other useful tags such as ISYM, ENCUT, LREAL,
ISMEAR etc., which are used to increase convergence and accuracy of the calculations.
ISYM tag tells VASP whether to consider symmetry or not. If the symmetry of the
final structure is known pre-hand then the use of this tag increases the convergence.
The symmetry should be off for any symmetry-breaking calculations such as spin-orbit
coupling. ENCUT is another important tag that determines the cutoff energy for the
plane-wave basis set. Generally, ENCUT and KPOINTS should be determined by setting
convergence tests. Otherwise, ENCUT with 30% greater than ENMAX is roughly
considered suitable. LREAL tag determines the evaluation of projection operator to be
done in real space or reciprocal space. For a small system, the projection should be done at
reciprocal space, which yields higher accuracy. ISMEAR tag provides a smearing method
for the Brillouin zone sampling. Smearing is useful to avoid numerical problems, during
finite sampling of the Brillouin zone. Gaussian smearing is used for structural optimization
and tetrahedron smearing for accurate energy calculations. For comparison purposes,
calculations need to be done with the same setup of PREC, ENCUT, LREAL, EDIFF,
EDIFFG, and ISMEAR.

Among several output files of VASP, the chief files are CONTCAR, OSZICAR,
OUTCAR, and DOSCAR. CONTCAR contains the geometry of the structure, which can
later be named POSCAR for the continual of the job. OSZICAR contains information
about total energy, energy change, convergence parameters, iteration, number of electronic
and ionic steps, etc. OUTCAR is the central output file and contains all the information
of the simulation. DOSCAR contains information about the density of states (DOS) and
integrated DOS.
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