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ABSTRACT

ERROR CORRECTION FOR ASYNCHRONOUS COMMUNICATION
AND PROBABILISTIC BURST DELETION CHANNELS

by
Chen Yi

Short-range wireless communication with low-power small-size sensors has been

broadly applied in many areas such as in environmental observation, and biomedical

and health care monitoring. However, such applications require a wireless sensor

operating in “always-on” mode, which increases the power consumption of sensors

significantly. Asynchronous communication is an emerging low-power approach for

these applications because it provides a larger potential of significant power savings

for recording sparse continuous-time signals, a smaller hardware footprint, and a lower

circuit complexity compared to Nyquist-based synchronous signal processing.

In this dissertation, the classical Nyquist-based synchronous signal sampling

is replaced by asynchronous sampling strategies, i.e., sampling via level crossing

(LC) sampling and time encoding. Novel forward error correction schemes for sensor

communication based on these sampling strategies are proposed, where the dominant

errors consist of pulse deletions and insertions, and where encoding is required to take

place in an instantaneous fashion. For LC sampling the presented scheme consists of

a combination of an outer systematic convolutional code, an embedded inner marker

code, and power-efficient frequency-shift keying modulation at the sensor node.

Decoding is first obtained via a maximum a-posteriori (MAP) decoder for the inner

marker code, which achieves synchronization for the insertion and deletion channel,

followed by MAP decoding for the outer convolutional code. By iteratively decoding

marker and convolutional codes along with interleaving, a significant reduction in

terms of the expected end-to-end distortion between original and reconstructed signals

can be obtained compared to non-iterative processing. Besides investigating the



rate trade-off between marker and convolutional codes, it is shown that residual

redundancy in the asynchronously sampled source signal can be successfully exploited

in combination with redundancy only from a marker code. This provides a new low

complexity alternative for deletion and insertion error correction compared to using

explicit redundancy. For time encoding, only the pulse timing is of relevance at

the receiver, and the outer channel code is replaced by a quantizer to represent the

relative position of the pulse timing. Numerical simulations show that LC sampling

outperforms time encoding in the low to moderate signal-to-noise ratio regime by a

large margin.

In the second part of this dissertation, a new burst deletion correction

scheme tailored to low-latency applications such as high-read/write-speed non-volatile

memory is proposed. An exemplary version is given by racetrack memory, where the

element of information is stored in a cell, and data reading is performed by many

read ports or heads. In order to read the information, multiple cells shift to its

closest head in the same direction and at the same speed, which means a block of bits

(i.e., a non-binary symbol) are read by multiple heads in parallel during a shift of

the cells. If the cells shift more than by one single cell location, it causes consecutive

(burst) non-binary symbol deletions.

In practical systems, the maximal length of consecutive non-binary deletions is

limited. Existing schemes for this scenario leverage non-binary de Bruijn sequences

to perfectly locate deletions. In contrast, in this work binary marker patterns in

combination with a new soft-decision decoder scheme is proposed. In this scheme,

deletions are soft located by assigning a posteriori probabilities for the location of

every burst deletion event and are replaced by erasures. Then, the resulting errors

are further corrected by an outer channel code. Such a scheme has an advantage over

using non-binary de Bruijn sequences that it in general increases the communication

rate.
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CHAPTER 1

INTRODUCTION

Since the far-reaching work of Shannon [33], coding and information theory has

been significantly improved. Fundamental limits and efficient coding solutions which

approach these limits are well known for many communication channels. However, for

all those vast majority of coding schemes invented, it is assumed that the receiver is

perfectly synchronized with the transmitter, i.e., the symbol arrival times are known

at the receiver. If the perfect synchronization is not guaranteed, random symbol

deletions and/or insertions (synchronization errors) occur in the received sequence.

This phenomenon poses a great challenge for error correction because the positions of

the inserted/deleted symbols are unknown at the receiver, even a single uncorrected

insertion/deletion can result in a catastrophic burst of errors. Thus, conventional

error-correcting codes fail at these deletion/insertion channels.

In this dissertation, we investigate coding designs and their corresponding

probabilistic decoding schemes for some typical applications associated with deletion

and insertion channels: 1) Forward error correction for low power sensors in

short-range wireless asynchronous communication via level crossing (LC) sampling

and time encoding, where the dominant errors consist of pulse deletions and insertions,

and where encoding is required to take place in an instantaneous fashion; 2) Error

correction for probabilistic burst deletion channels in non-volatile storage.

Short-range wireless communication with low-power small-size sensors has been

broadly applied in many areas during the last years (see, e.g., [10, 42, 12]), such

as in environmental observation, biomedical, and health care monitoring. However,

such applications require a wireless sensor operating in “always-on” mode, which

increases the power consumption of sensors significantly. For instance, the battery
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of a surveilance wireless image sensor [8] needs to be replaced every two days, which

limits the deployment of such sensors in the wild. Therefore, extremely power efficient

small size integrated sensors being capable of providing reliable wireless links under

a long battery life and with low circuit complexity are required.

In order to address the challenges of such a power-efficient sensing operation,

it has been proposed to replace the classical Nyquist-based synchronous signal

processing by an asynchronous sensing architecture. This is motivated by the

observation that the Nyquist “sampling and quantization” approach is not always

the optimal solution for recording sparse continuous-time signals [17]. For instance, if

the input signal is inactive or if no changes are detected, sampling and transmission

do not need to be carried out, which has the potential of significant power savings.

Another advantage in asynchronous sensing is that the sensor hardware is not required

to have a clock circuit [32], which produces lower electromagnetic interference [36] and

thus allows for a very energy efficient and compact size hardware design. In contrast

to the sensor node, it is often assumed that the base station is wall powered and thus

is able to run complex algorithms. We make the same assumption in this dissertation.

Although there exists many works related to theory and implemention of

asynchronous sampling, no results have been published so far addressing the difficulty

in communicating asynchronous samples reliably over noisy channels to the best of

our knowledge, apart from our work [16]. In [16], we have shown that the drawback

of uncoded asynchronous communication lies in the fact that the channel noise may

lead to symbol insertions and deletions at the receiver, thus destroying the data

synchronization.

On the other hand, a large amount of work has addressed insertion and/or

deletion error correction for synchronous communication systems [37, 15, 28, 13].

Recently, concatenated codes have been considered to maintain synchronization of

bit streams (see, e.g., [24, 7, 9, 39]), where an outer forward error correcting code and
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an inner code for resynchronization are concatenated. Also, convolutional codes for

insertion/deletion channels have been investigated by either extending the state space

of the code or by modifying the path metric of the Viterbi decoder [29]. Note that

synchronous insertion/deletion error correcting schemes from above cannot directly

be applied to the asynchronous setting. For example, the fact that in asynchronous

communication the information about the underlying waveform signal is mostly

contained in the timing information of the transmitted signal pulses only allows to

embed code redundancy via extending the modulation alphabet and not by adding

extra pulses. For the same reason, the code must be necessarily systematic.

These constraints are addressed in this dissertation by proposing a novel

deletion/insertion correction scheme for asynchronous communication based on a

combination of a systematic convolutional code, an embedded marker code, and

power-efficient frequency-shift keying (FSK) modulation at the sensor node tailored

to the asynchronous setting. Note that employing a convolutional code allows for

encoding in a streaming fashion with low latency and only requires a buffer length

of a few bits at the sensor node. We show that burst deletions/insertions exist

in asychronous communication, and by solely interleaving a short block of parity

bits in combination with an iterative decoder a significant iterative gain can be

obtained both in terms of symbol error probability and the expected end-to-end

distortion between original and reconstructed signals. We also show that residual

redundancy in the asynchronously sampled source signal can successfully be exploited

for synchronization in combination with a marker code, thus providing an extremely

low complexity alternative to using explicit redundancy from a channel code. We

employ two different asynchronous sampling techniques in this dissertation, level

crossing (LC) sampling [25, 31, 11, 38, 35, 16], and for comparison purposes, time

encoding (TE), which was proposed in [19, 20]. For TE, we replace the systematic
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channel code encoding by a quantization for the relative position of each timing with

respect to its previous and next position in time.

In asynchronous communication, we employ the encoder with an additional

interleaver and employ iterative processing in the decoder to correct burst deletions

and insertions. However, due to the imposed latency by this strategy, iterative

processing is not an appropriate solution for other important applications as for

example high-read/write-speed non-volatile memory, which also suffers from burst

deletion errors. Take an emerging non-volatile memory technology called racetrack

memory for example. This technology has attracted significant attention in recent

years due to its promising ultra-high storage density and low power consumption

[30, 34]. In racetrack memory [30], the element of information storage is called a cell.

The data reading in this memory is operated by many read ports or heads. In order

to read the information, each cell is shifted to its closest head, once a cell is shifted,

all the other cells are also shifted in the same direction and at the same speed, which

means a block of bits (i.e., a non-binary symbol) are read by multiple heads in parallel

during a shift of the cells. If the cells shift more than by one single cell location, one

or more cells will not be read by each head, which causes not only a single non-binary

symbol deletion but also consecutive (burst) non-binary symbol deletions.

In practical systems, the maximal length of consecutive non-binary deletions

is limited [47]. This process can be considered as that a non-binary symbol is

transmitted through a specific channel, i.e., a non-binary deletion channel with an

additional segmentation assumption [22, 40]. According to this assumption, a fixed

number of consecutive transmitted non-binary symbols are considered as a block or a

segment, and the number of the non-binary deletions within each segment is limited

to a certain number. This channel is referred to as the non-binary segmented burst

deletion channel in the following. For instance, in racetrack memory, when the cells

shift by more than one single cell location, which correspond to a burst deletion event,
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the next burst event only appears after some time. This fact can also be referred to

as intermittent errors occuring in high density magnetic channels [27].

Correcting non-binary deletions has been addressed, for example, in [6, 5]. In

[6] codes which are used to perfectly locate deletions in the non-binary segment burst

deletion channel were proposed, where each non-binary code symbol consists of both

a non-binary de Bruijn symbol and a Maximum Distance Separable (MDS) code

symbol. The non-binary de Bruijn symbols are responsible for locating the deletions

perfectly if the number of deletions per segment is limited; by inserting erasures

appropriately, the symbol sequence is resynchronized. After that, the resulting errors

introduced in the resychronization stage are corrected by an error correcting code

(e.g., an MDS code or a convolutional code). However, in order to perfectly locate

deletions in the non-binary segment burst deletion channel, the code rate of these

codes decreases as the maximal burst length increases because non-binary de Bruijn

symbols of larger alphabet size are required. For example in [5], extra heads are

added to reconstruct the data, which leads to a decreasing code rate. In [13, 14], so

called Guess & Check codes are proposed which also employ MDS codes to correct

non-binary i.i.d. deletions. The deletions in this approach cannot be perfectly located

but the code rate is higher than the codes proposed in [6]. Nevertheless, this approach

assumes that boundaries between the MDS code words are known at the receiver.

In this dissertation we relax the requirement of locating the deletions perfectly

for the burst deletion channel and instead compute the likelihood for potential

positions of the deletions. Instead of using non-binary de Bruijn sequences, we restrict

ourselves to binary marker patterns. This increases the code rate independently of

the maximal burst length and thus is advantageous for storage applications. The

binary marker patterns are obtained by minimizing a simple union bound on the

resulting error probability, with deletions replaced by erasures, via an exhaustive

search. This search is feasible for both moderate segment and burst lengths. The
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resynchronized sequence is obtained via a soft-decision forward-backward algorithm

adapted to a Markov model which describes the burst deletion model at hand, and

soft values of the resynchronized sequence are further utilized by an outer channel

code decoder. We observe that the reduced overhead of our proposed scheme only

incurs a slightly increased deletion locating error probability under the soft-decision

decoding compared to using non-binary marker patterns. Also, the proposed scheme

provides better error correction performance than existing schemes for the same code

rate.

This dissertation is organized as follows. In Chapter 2, we present error

correction scheme for low power sensors in short-range wireless asynchronous

communication. In Chapter 3, based on our work in Chapter 2, we provide an error

correction scheme for probabilistic burst deletion channels, occuring for example in

non-volatile memory settings. Finally, we provide concluding remarks in Chapter 4.

1.1 Notation

Analog waveforms are denoted as s(t) with the continuous time t in the argument.

Discrete-time quantities are denoted as xtk , indexed by the time instant tk, enumerated

by a nonnegative integer k ∈ [0, 1, . . . ]. Vectors are boldfaced roman, as x, and may

depend on the continuous time, as in x(t) or a discrete time instant, as in xtk . Binary

vectors are specifically denoted by a boldfaced italics notation, as in c. Matrices are

denoted with upper case boldfaced letters, as X. The probability of a random variable

X with realization x is denoted as P (x) or with Pr(·), if we refer to the probability of

an event, similarly for random vectors. Q(·) indicates the Q-function. Finite sets are

denoted in calliographic notation, as in D. We also indicate the length of the support

of a set of non-overlapping time intervals T as |T |. A finite alphabet with q elements

is denoted as Fq, and we indicate the set of all positive integers with N and all reals

with R, respectively. Finally, integer sets {a, a+ 1, . . . , b} are denoted with [a : b].
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CHAPTER 2

ERROR CORRECTION SCHEMES FOR LOW POWER

ASYNCHRONOUS COMMUNICATION

Short-range wireless communication with low-power small-size sensors has been

broadly applied in many areas [10, 42, 12] such as in environmental observation,

biomedical, and health care monitoring. However, such applications require a wireless

sensor operating in “always-on” mode, which increases the power consumption of

sensors significantly. Therefore, extremely power efficient small size low circuit

complexity integrated sensors being capable of providing reliable wireless links are

required.

In this chapter1, we replace the classical Nyquist-based synchronous signal

sampling by asynchronous sampling strategies, i.e., sampling via level crossing (LC)

sampling and time encoding (TE). The main advantage is that these asynchronous

sampling strategies provide a larger potential of significant power savings for recording

sparse continuous-time signals [17], a smaller hardware footprint, and a lower circuit

complexity compare to Nyquist-based synchronous signal sampling.

We propose a novel deletion/insertion correction scheme for asynchronous

communication based on a combination of a systematic convolutional code, an

embedded marker code, and power-efficient frequency-shift keying (FSK) modulation

at the sensor node tailored to an asynchronous setting such as LC sampling. For TE,

we replace the systematic channel code encoding by a quantization for the relative

position of each timing with respect to its previous and next position in time.

1This chapter is based on [43, 44, 46].
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2.1 System Model and Preliminaries

In this section, we introduce the system model for two different asynchronous

communication schemes employing LC sampling [25, 31, 11, 38, 35, 16] and TE

[19, 20], respectively.

2.1.1 Asynchronous Communication Model Based on Level Crossing

Sampling

MF
receiver

AWGN

L-C
sampling

Recon-
struction

s(t)

ŝ(t) ût̂k
yt̂k̂

utk

x̂(t)

x(t)Systematic
outer channel 

encoding

mtk

    -FSK 
pulse forming 
& modulation

xtk

Soft-input
soft-output

outer
decoder

Soft 
output inner

marker
decoder

ctk
= [utk

,ptk
]

Add marker
symbol

γThreshold:

M

v(t)ĉt̂k

Figure 2.1 System model for LC sampling.

The system model for asynchronous communication based on LC sampling

is shown in Figure 2.1. The dashed blocks in Figure 2.1 will be replaced by a

modification for iterative decoding discussed in Section 2.4. In the transmitter,

s(t) is first sampled into the discrete-time sample/information bit utk at time tk,

k ∈ N, via LC sampling, as described in Section 2.1.3. Then, after systematic

channel encoding is performed, a binary codeword ctk = [c
(1)
tk
, . . . , c

(ntk )
tk

] = [utk ptk ],

c
(n)
tk
∈ F2, n = 1, . . . , ntk , is generated where ptk is a binary parity sequence of length

ntk − 1. Note that the length of the codeword ntk can in general be (periodically)

time varying, i.e., it can depend on the position in the source sequence. After that, a

marker sequence mtk of length jtk is added to ensure synchronization. This yields the

code symbol xtk ∈ FM , M = ntk+jtk , by multiplexing code and marker bits for a fixed

time instant tk. Then, each xtk is subsequently modulated into a M -FSK orthogonal

sinc waveform [3]. The modulated waveform x(t) is obtained, which is transmitted

8



over a continuous-input AWGN channel. Note that in order to preserve the timing

information generated in the sampling process, redundancy can only be added by

extending the FSK symbol alphabet, which extends the transmission bandwidth. In

the system models discussed in this chapter, we employ M -FSK-modulation due to

the fact that (i) FSK modulation has a simple structure, which can be implemented

easily in sensor hardware; (ii) FSK is power efficient and suitable for ultra wideband

radio operation (see our work in [16]).

In the receiver, the observation at the channel output x̂(t) is applied to a

matched filter (MF) receiver. In the MF receiver, the output of the matched filters

v(t) = [v1(t), . . . , vM(t)]T , with vm(t), m = 1, . . . ,M , indicating the MF output for

the m-th FSK frequency fm, is compared with a pre-given threshold γ on a fine

time grid by running a high frequency local clock at the receiver. Whenever this

threshold is exceeded for one of the outputs vm(t), the corresponding index m is

encoded in the M -ary discrete-time symbol yt̂k ∈ FM associated with an estimated

time t̂k. The symbol yt̂k̂ is then passed to the inner soft output marker decoder which

ensures resynchronization (i.e., insertion and deletion error correction) to obtain the

log-likelihood ratio (LLR) L(c
(n)

t̂k
) = ln

P (Y R1 |c
(n)

t̂k
=0)

P (Y R1 |c
(n)

t̂k
=1)

, where Y R
1 denotes the whole

received sequence of R symbols at the output of the threshold test over all time

instances. Then, L(c
(n)

t̂k
) is passed to the outer soft input soft output (SISO) channel

decoder to obtain an estimate ût̂k . The LC reconstruction then provides the waveform

estimate ŝ(t).

2.1.2 Asynchronous Communication Model Based on Time Encoding

The system model for TE sampling is shown in Figure 2.2. In contrast to the system

model for LC sampling in Figure 2.1, the signal information is solely contained in

the sign change of a rectangular signal z(t), indicated by the times tk, and not in

the amplitude. Specifically, the relative position of sign change tk−1 of z(t) between

9
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ŝ(t) yt̂k̂

x̂(t)

x(t)
Relative timing
quantization

mtk

xtk

Time 
recovery
Dequan-
tization

Add marker
symbol

γThreshold:

qtktk

t̂k

    -FSK 
pulse forming 
& modulation

M

Soft output
marker

decoder

v(t)

D, I
q̂t̂k

Figure 2.2 System model for TE sampling.

its previous and next sign changes, i.e., tk−2 and tk, is quantized and then mapped

into a W -bit non-binary symbol qtk , W ≤ log2M , to encode the signal timing, as

explained in Section 2.2.1 below. As another difference to Figure 2.2, yt̂k̂ is first

passed to the soft output marker decoder to obtain the estimate q̂t̂k , along a with a

list of deleted D and inserted symbol positions I in the whole block. These positions

can be determined according to the approach outlined in Section 2.2.4 below. The

timing recovery block is only active, whenever the k-th transmit pulse is deleted or

an additional k-th transmit pulse is inserted. In the case of a deletion, the symbol

value of q̂t̂k is dequantized to t̂k.

2.1.3 Asynchronous Sampling

In the following, we discuss the two above mentioned asynchronous signal acquisition

schemes employed in this chapter in more detail.

Level Crossing Sampling. The LC asynchronous sampling process [17, 16, 43] at

the sensor node is shown in Figure 2.3.

10
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Figure 2.3 LC sampling [17, 16, 43].

In Figure 2.3, s(t) ∈ R is the real-valued amplitude of the waveform signal at

time t, and ut ∈ {+1,−1} denotes the sample sequence obtained from LC sampling,

containing the timing information where the samples take place. At each time, the

waveform is compared with Z pre-determined uniformly distributed levels, with the

decision interval defined as ∆ =
2 max

t
(|s(t)|)

Z
. Whenever the waveform triggers a decision

level in the direction of increasing amplitude a “+1” sample is recorded at that

specific time; otherwise, a “-1” sample is placed. “+1” and “-1” are mapped to bits

1 and 0, respectively. In the LC sampling stage, no clock circuit is required at the

sensor node compared to a traditional periodical sampling based on a “sample and

quantize” operation, which significantly reduces the power consumption of the sensor

node. Therefore, the timing interval τk for any adjacent samples tk and tk+1 is a

variable instead of a constant, and the smallest possible sampling interval is defined

as min(τk) , τ ∗, which is a function of the source waveform signal, Z, and ∆. Also,

if the signal is sparse, the number of samples generated by LC sampling will become

significantly smaller than periodical sampling for the same duration of the signal

waveform [17, 16].

Time Encoding. TE [20] represents the amplitude information s(t) at the input

as a time sequence z(t) at its output (see Figure 2.4). The analog input signal s(t) is
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bounded by |s(t)| ≤ ε < ϕ, and the analog output z(t) assumes one of two different

steady states, i.e., +ϕ or −ϕ. Before entering the integrator, s(t) is added to the

feedback from the output z(t), which is given by the constant ±ϕ. At the beginning,

the output of TE is assumed to be in the state z(t) = −ϕ, and the feedback is given

by ϕ. The signal s(t) − z(t) is then fed into an integrator, and the output of the

integrator, i.e. w(t), grows from −ε to ε. When w(t) reaches the maximum value

ε, z(t) transits from −ϕ to ϕ instantly, the output state becomes z(t) = ϕ and the

feedback becomes −ϕ, respectively.

s(t) 1

K

∫
dt

w(t)
+

−

z(t)

−ϕ

ϕ

z

ǫ−ǫ
w

Integrator

Non inverting Schmitt trigger

ϕ

−ϕ

z(t)

t0 t1 t2 t3
t

tk

Figure 2.4 TE sampling [20].

We note that z(t), which is utilized for the reconstruction of s(t), contains both

the amplitude value ±ϕ and the time where the amplitude of z(t) transits, as shown

in Figure 2.4. However, since the amplitude of z(t) alternates between −ϕ and ϕ,

z(t) can be represented by the times tk only, provided that the initial amplitude value

of z(t) is known to the receiver. Therefore, only the real-valued timing information

tk is required in the waveform reconstruction stage.

2.1.4 Errors in Asynchronous Communication

Note that the dominant errors in the asynchronous settings in Figures 2.1 and 2.2

are deletion and insertion errors as elaborated below. To this end, let T i,+m be the

time interval associated with the i-th out of T FSK pulses of frequency fm in the

overall transmit signal x(t) and T +
m =

⋃T
i=1 T i,+m the union of these intervals. Then

T + =
⋃M
m=1 T +

m is the set of time intervals where the transmitter is active. If the
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source signal s(t) has total duration T , all time segments where the transmitter is

not active are included in the set T − = T \T +. Likewise, T −m describes the set of

non-active intervals for frequency fm.

Insertion errors can now only happen in time segments contained in T −, as

there may exist a channel noise realization inducing a signal vm(t) at the MF output

for which vm(t̄) > γ, m ∈ [1 : M ], and at least one t̄ ∈ T −, i.e., even though

the transmitter was not active. Likewise, deletion errors can only happen for time

segments in T +, as even if the transmitter is active, there may exist a channel noise

realization for which vm(t) < γ for all t ∈ T i,+m , i ∈ [1 : T ], m ∈ [1 : M ]. Note

that we assume for the rest of the chapter that deletion and insertion error events are

stationary and occur uniformly distributed for all t ∈ T + and t ∈ T −, respectively.

For the simple case of uncoded transmission and M = 2 we can compute

insertion and deletion error probabilities analytically as a function of the threshold

γ. To elaborate, consider the amplitude values xm(·) ∈ R, m = 1, 2, of every point in

the sampled FSK transmit pulse as

xm = [xm(t−µ), . . . , xm(t−µ+i), . . . , xm(t0), . . . , xm(tµ−i), . . . , xm(tµ)]. Here µ is an

integer, which depends on the time grid employed at the receiver. Further, the FSK

pulse is assumed to be even-symmetric around xm(t0), which is true for any practical

FSK pulse [3]. If we further assume that the time-domain FSK waveform is limited

to τ ∗ seconds, the maximum value at the output of the MF is given as

Vm(t0) =
τ ∗

2µ+ 1

2µ∑

i=0

xm(t−µ+i) · xm(tµ−i) +N =
τ ∗

2µ+ 1

2µ∑

i=0

x2
m(tµ+i) +N,

where N ∼ N (0, σ2
m). Now, as outlined above, a deletion error is caused if vm(t) < γ

for any t ∈ T +
m . Likewise, an insertion error is obtained if vm(t) > γ for at least one t

with t ∈ T −m . For convenience we define a normalized threshold γ̃ ∈ [0, 1]. Then, the
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deletion probability is given as

Pd =
2∑

m=1

Pr
(
vm(t) < vm(t0)γ̃

∣∣ t ∈ T +
m

)
Pr
(
t ∈ T +

m

)

=
2∑

m=1

Q

(
vm(t0)(1− γ̃)

σm

) |T +|
|T | . (2.1)

Likewise, for the insertion probability we obtain

Pi =
2∑

m=1

Pr
(
vm(t) > vm(t0)γ̃

∣∣ t ∈ T −m
)

Pr
(
t ∈ T −m

)

=
2∑

m=1

Q

(
vm(t0)γ̃

σm

)(
1− |T

+|
|T |

)
, (2.2)

where |T
+|
|T | is the duty cycle [2] of x(t). For an example of a sparse medical signal and

LC sampling with Z = 63 Figure 2.5 shows both deletion and insertion probability

versus the AWGN channel signal-to-noise ratio (SNR) Es/N0 and different selected

thresholds γ̃, computed from (2.1) and (2.2), respectively. Here, the noise variance

after MF is given as σ2
m = N0/(2Es) where Es is the energy to transmit each bit

and N0 the one-sided power spectral density of the noise. We observe that, as the
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Figure 2.5 Deletion (Pd) and insertion (Pi) error probability versus AWGN channel
SNR for different normalized thresholds γ̃ (M = 2 and LC sampling with Z = 63.)
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threshold increases, the deletion probability increases but the insertion probability

decreases, so the intersection points of these curves move left, and vice versa. Finally,

we remark that even if it cannot be directly compared, this analysis nevertheless also

provides guidance on suitable threshold values for the coded case with M > 2.

2.2 Error Correction for Asynchronous Communication

2.2.1 Code Design

For the synchronous communication case, in [9] the authors introduce a code

construction for correcting insertion, deletion, and substitution errors, where all the

redundant bits are added by introducing additional transmit symbols. Note that such

a solution is not feasible in an asynchronous setting. Therefore, in this section we

propose novel deletion and insertion correcting constructions with the feature that

redundancy is added while maintaining the symbol timing.

Construction for the LC Sampling Scheme. In this section, we propose a

novel code construction to add redundant bits for LC sampling. Figure 2.6 shows an

example how asynchronously sampled information bits utk , encoded parity bits p
(j)
tk

,

and periodic marker bits m
(j)
tk

can be arranged in a two-dimensional array to form

M -ary modulation symbols, where the superscript indicates the corresponding layer

j ∈ [1 : L − 1]. Here, we have defined L = log2M for brevity. As can be seen from

Figure 2.6, the mapping to FSK symbols indicated by columns in this array can be

characterized in different horizontal layers, namely information, parity, mixture, and

marker layers. Apart from the information layer, all other layers can in principle

be absent or present in multiple quantities, providing a significant flexibility to the

proposed design and a structured way to generate higher order M -FSK symbols.

In this scheme, channel encoding is organized in blocks of K information bits each.

During the first block of K symbols, the parity bits are set to zero because parity bits

have not been generated yet. In Figure 2.6, the parity bits are denoted by red circles,
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Figure 2.6 Allocation of information and redundant bits for M -FSK pulse forming
with LC sampling.

where p
(jtk )
tk

and p
(L−1)
tk

represent parity bits in a parity symbol ptk = [p
(jtk )
tk

, . . . , p
(L−1)
tk

].

We here introduce a novel chaining construction for the parity bits in order to deal

with the causality constraints and the demand for instantaneous transmission: Once

a sensor sample is generated at time tk, the parity bits in the corresponding block

are generated causally from the information bits in the previous length-K block. In

Figure 2.6, the quantity Nc represents the number of parity bits in each block in the

mixture layer. The marker bits in Figure 2.6 (m
(1)
tk

and m
(jtk )
tk

represent marker bits

in a marker symbol mtk = [m
(1)
tk
, . . . ,m

(jtk )
tk

] shown in Figure 2.1) are assumed to be

known at the decoder and are used to resynchronize the received symbol sequence

from deletion and insertion errors. Note that the parity and information bits in the

same symbol xtk are only moderately dependent as they are associated with different

codewords, which disperses the bit errors in each codeword and improves the error

correcting performance. Since K is directly related to the memory requirements and

the chip area of the sensor [16], it is required to be not too large. To this end, we

employ systematic convolutional codes whose code rates are given as Rc. Also, let

Rm denote the code rate associated with the marker symbols. Then, it is easy to see

that the fundamental trade off between the two code rates is given as

RcRm =
1

L
. (2.3)
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Construction for the TE scheme. Different from LC sampling, where both the

value and the timing of the samples are required in the waveform reconstruction stage,

only the timing of the samples is relevant in TE. A similar two-dimensional mapping

as in Figure 2.6 adapted to the TE case is shown in Figure 2.7, where at least one

...

...

... ......
...

...
...

...
...

...
...

xt1 xt2

L

q
(L)
t2 q

(L)
t3

q
(L)
tn−1

q
(L)
tn−2

q
(L)
tn−3

q
(L)
t4

xt3 xt4 xtn−3
xtn−2

xtn−1
xtn

m
(1)
t1 m

(1)
t2 m

(1)
t3 m

(1)
t4 m

(1)
tn−3

m
(1)
tn−2

m
(1)
tn−1

...

q
(L)
tn

...W

...
...

...
...

...
...

...
... ...

...

...m
(1)
tn

... ...

q
(L)
t1

q
(L−W+1)
t1 q

(L−W+1)
t2 q

(L−W+1)
t3 q

(L−W+1)
t4 q

(L−W+1)
tn−3

q
(L−W+1)
tn−2

q
(L−W+1)
tn−1

q
(L−W+1)
tn

Figure 2.7 Allocation of quantized relative position and marker bits for M -FSK
pulse forming with TE.

marker layer is employed for deletion/insertion error protection (see the bottom layer

in Figure 2.7). Let qk = 1+
∑L

i=L−W+1 q
(i)
tk

2i−(L−W+1), q
(i)
tk
∈ {0, 1}, i ∈ [L−W+1 : L],

represent the symbol value of the W -bit symbols qtk , which provides the quantized

relative position in time of the sample xtk−1
between its previous sample xtk−2

and the

subsequent sample xtk . The details related to the calculation of the relative position

of each pulse timing and its quantization will be discussed in Section 2.2.4 below.

2.2.2 Generating Soft Outputs from Marker Redundancy

In this subsection, we introduce a generalized symbol-based forward-backward

recursion (FBA) used to locate the deletions/insertions by computing the corre-

sponding likelihoods. For notational brevity, in this section the time values tk and

its estimate t̂k are denoted by their enumeration k. Hence, the transmitted symbol

sequence of length T before modulation is defined as XT
1 , (x1, x2, . . . , xT ), and the

received symbol sequence of length R after detection is given by Y R
1 , (y1, y2, . . . , yR).

Both R and T are assumed to be known at the receiver. As in the classical BCJR

algorithm [1], we define αk,n = P (Dk,n, Y
n

1 ) and βk,n = P (Y R
n+1|Dk,n), where Dk,n
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denotes the event that k symbols are transmitted and n symbols are received. The

change of events Dk−1,n−1 ⇒ Dk,n and Dk−1,n ⇒ Dk,n indicates symbol transmission

and deletion, respectively. A symbol insertion is represented by a change of events

as Dk,n−1 ⇒ Dk,n. Let Pi, Pd, and Ps denote the insertion, deletion and substitution

probabilities, respectively, and Pt = 1 − Pi − Pd. Further, let P (xk) denote the

a priori probability of the transmitted symbols, where xk is the binary vector notation

associated with the M -ary symbol xk, likewise for the received vector yk. Then, the

symbol-based forward recursion [1] is given as

αk,n =
Pi
M2

αk,n−1 + Pdαk−1,n + Ptαk−1,n−1

∑

xk

P (xk)δxk,yn , (2.4)

where

δxk,yn =





1− Ps if marker bits in yn are equivalent to the marker bits in xk,

Ps if marker bits in yn are not equivalent to the marker bits in xk,

1 if xk only contains information and/or parity bits.

(2.5)

In each time slot k, for LC sampling xk contains jk marker bits mk = [m
(1)
k , ...,m

(jk)
k ],

and j̄k = log2 (M) − jk uniformly distributed binary non-marker bits ck =

[p
(jk+1)
k , ..., p

(L−1)
k , uk], jk ∈ [0 : L − 2], respectively. For TE, we have ck =

[q
(j+1)
k , . . . , q

(L)
k ] with j̄ = W , j = L−W , independent of k. We then obtain

P (xk = [ck,mk]) = P (ck) =

j̄k∏

i=1

P (c
(i)
k ) =

1

2j̄k
, (2.6)

as the marker bits are assumed to be known at the receiver. For example, consider

4-FSK: If xk contains a single marker bit, then j̄ = 1 and j = 1 and we have

P (xk = [0, 0]) = P (xk = [1, 0]) = 0.5 or P (xk = [0, 1]) = P (xk = [1, 1]) = 0.5. On

the other hand, if xk contains a parity bit instead of the marker bit, then j̄ = 2 and

j = 0, which yields P (xk) = P (c
(1)
k ) · P (c

(2)
k ) = 0.25.
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The recursion for βk,n is defined similarly as in (2.4). Finally, by combining αk,n

and βk,n, we obtain the soft-output of the FBA as

P (Y R
1 |xk) =

∑

n

P (Dk,n, Y
R

1 )

P (xk)
(2.7)

=
1

P (xk)

∑

n

{
deletion term︷ ︸︸ ︷

P (Dk−1,n, Dk,n, Y
R

1 ) (2.8)

+

transmission term︷ ︸︸ ︷
P (Dk−1,n−1, Dk,n, Y

R
1 ) +

insertion term︷ ︸︸ ︷
P (Dk,n−1, Dk,n, Y

R
1 )}, (2.9)

which can be readily used for estimating the position of deletions/insertions as

elaborated below. Also, it can be used to estimate xk or as soft-input L(c
(n)

t̂k
) for

the outer SISO channel decoder in the LC sampling case as shown in Figure 2.1.

2.2.3 Exploiting Residual Source Redundancy

In this section, we introduce a simple data-driven model for the bits obtained by

asynchronously sampling the waveform source signal. This allows us to exploit

residual source redundancy in the outer decoder of the LC scheme in Figure 2.1 instead

of explicit redundancy from an outer channel code. The proposed model makes use

of the simple observation that for an asynchronously sampled waveform signal with

a moderate choice of parameter Z the obtained data sequence contains alternating

contiguous runs of the form “00. . . ” and “11. . . ”. We consider the most conservative

case by addressing only the two-bit “runs” “00” and “11”, which leads to the four-state

Markov chain depicted in Figure 2.8. Based on the transition probabilities α and β we

can compute the steady state probabilities µi for state Si ∈ I, I = {S0, S1, S2, S3}, as

µ0 = ᾱβ̄
2ᾱβ̄+ᾱ+β̄

= µ2, µ1 = β̄
2ᾱβ̄+ᾱ+β̄

, and µ3 = ᾱ
2ᾱβ̄+ᾱ+β̄

with ᾱ , 1− α and β̄ , 1− β,

respectively.
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Figure 2.8 Four-state Markov chain with states S0, . . . , S3 for the data bits obtained
by LC sampling. The parameter u indicates the output bit for each state.

We now use a variant of the BCJR algorithm [1] to compute the a posteriori

probabilities P (Ψk = p|Y R
1 ) for the state Ψk at time tk, where p, q,Ψk ∈ I, as

P (Ψk = p|Y R
1 ) =

∑

q∈Ip

P (Ψk = p,Ψk+1 = q|Y R
1 )

=
∑

q∈Ip

αk(p)γk(p, q)βk+1(q), (2.10)

where Ip represents the set of all states at time tk+1 which are connected to state

Ψk = p. We further have

αk+1(q) =
∑

p∈I

αk(p)γk(p, q), (2.11)

with a similar definition for the βk(p) term in (2.10). Finally, the γk(p, q)-term is

given as

γk(p, q) = P (Ψk+1 = q|Ψk = p) · P (Y R
1 |Ψk = p)︸ ︷︷ ︸
P (Y R1 |xk)

·P (Y R
1 |Ψk+1 = q)︸ ︷︷ ︸
P (Y R1 |xk+1)

, (2.12)

where P (Ψk+1 = q|Ψk = p) is the state transition probability of the Markov

chain in Figure 2.8 for p, q ∈ I. Further, the probabilities P (Y R
1 |Ψk = p) and

P (Y R
1 |Ψk+1 = q) are determined by the output of the soft output inner marker decoder

(see equation (2.10)) and constitute the a priori input for the source BCJR algorithm.
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Figure 2.9 Most likely path to locate deletions and insertions. In (a), the estimated
path moves downwards at transmitted position 50, indicating a deletion at this
position; In (b), the estimated path moves downwards and upwards at transmitted
positions 197 and 211, indicating a deletion and an insertion at these two positions,
respectively.

2.2.4 Localization of Deleted and Inserted Symbols

In the following we elaborate how the soft output at the marker decoder can be

employed to localize the position of deleted and/or inserted FSK pulses by visualizing

the evolution of transmitted and received symbols on a two-dimensional grid of

dimension T ×R. Examples are shown in Figure 2.9. A diagonal path with n(k) = k

means that no insertions or deletions have occurred during transmission. In contrast,

for synchronization errors, the path deviates from the diagonal line, where insertion

errors cause the path to move upwards, and deletion errors downwards, respectively.

For example, in Figure 2.9(a), there is a deletion at transmitted position 50, and

Figure 2.9(b) shows both a deletion and an insertion at transmitted positions 197

and 211, respectively.

By leveraging the results from the symbol-based FBA in equation (2.7), this

path can be estimated by obtaining the most likely grid point n(k) at position k

belonging to this path as

n(k) = arg max
n

{
P (Dk,n, Y

R
1 )
}
. (2.13)
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Note that P (Dk,n, Y
R

1 ) is given by the numerator on the right-hand side of

equation (2.7). For insertion errors, we can remove the extra pulses directly where

they are located. However, the exact position in time of a deleted pulse between its

neighbor pulses is unknown and cannot be recovered at the receiver by the above

mentioned approach. In the following, workarounds to fix the timing of deleted

symbols for both LC sampling and TE are introduced.

Deletion Timing Localization for LC Sampling. In LC sampling, even though

the employed marker bits may correctly estimate the position of the deleted pulse,

the exact timing of the deleted pulse is unknown. As a remedy, we place a deleted

pulse at the midpoint between its previous and next sample. Note that this is the

optimal solution if the pulse position is uniformly distributed between the neighboring

samples.

Deletion Timing Localization for TE. Let the relative position of timing of the

sample xtk−1
between its previous sample xtk−2

and next sample xtk be given as

νk =
tk−1 − tk−2

tk − tk−2

, (2.14)

where tk−2 < tk−1 < tk, and 0 < νk < 1. The value νk is then quantized to qk

(see Section 2.2.1) via Lloyds-Max quantization [23] according to the distribution

of νk, where each qk corresponds to one of 2W -level optimum quantization values.

If a symbol xtk−1
is deleted but xtk−2

and xtk are intact, the quantization value q̂k

and its corresponding dequantized value ν̂k are obtained in the decoder. Then, an

estimated timing of xtk−1
, i.e., t̂k−1, can be recovered according to (2.14) as t̂k−1 =

ν̂k(tk − tk−2) + tk−2. It is easy to see that we always have tk−2 < t̂k−1 < tk.
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2.3 Simulation Results

In this section, a 100 ms excerpt of a recorded mouse heart beat signal is employed

as the test signal to evaluate the proposed error-correction strategy. This signal

represents a typical sparse waveform signal. In order to carry out the simulations

below on a computer, the analog signal is first sampled with 20 kHz and converted

to a discrete-time signal. Then it is upsampled to a sampling frequency of 20 MHz

via Whittaker–Shannon interpolation [26] to model a “quasi-analog” source signal in

order to run numerical simulations.

We have considered two different setups, which are shown in Table 2.3 and

only differ on the number of quantization levels Z and the total number of samples

obtained from asynchronous sampling Ns. For the numerical simulations below we

fix a normalized threshold of γ̃ = 0.6 after MF filtering for all FSK frequencies, as

this, according to the considerations in Section II-E, provides a good compromise

with respect to error obtained from both insertion and deletion events.

Table 2.1 Overview of the Simulation Parameters.

LC sampling scheme TE scheme

Setup 1 Setup 2 Setup 1 Setup 2

Z 63 23 – –

Ns 996 340 1002 336

Duty cycle of x(t): |T
+|
|T | 0.1389 0.3893 0.1397 0.3847

Source signal bandwidth: 7.5 kHz 7.5 kHz 7.5 kHz 7.5 kHz

Nyquist sampling rate: 15 kHz 15 kHz 15kHz 15 kHz

Effective average sampling rate
9.96 kHz 3.4 kHz 10.02 kHz 3.36 kHz

after asynchronous sampling

The source signal has a length of 100 ms.
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2.3.1 Performance for LC Sampling

For LC sampling, we employ an outer systematic convolutional code and an inner

marker code as shown in Figure 2.6. For the mixture layer filled with both parity and

marker bits (see Figure 2.6), the marker bits appear at times t`K+Nc+1, . . . , t(`+1)K ,

` ∈ N, periodically, and the minimum length of the periodical marker bits which

is able to effectively locate single non-consecutive deletions/insertions is two, i.e.,

K − Nc = 2. We first consider the case of 4-FSK, where the binary periodic pair of

marker bits in the mixture layer is fixed as [mt`K+Nc+1
,mt(`+1)K

] = [0, 1], ` ∈ N. The

corresponding allocation scheme is shown in Figure 2.10.

NcK

utℓK+1
utℓK+Nc+1 ut(ℓ+1)K

xt1

utK ... ... ...
... ... ... ...

utℓK+Nc

K

...

...

Mixture layer  

Information layer 

0

ut1

m
(1)
tK

p
(1)
tℓK+1

p
(1)
tℓK+Nc

m
(1)
tℓK+Nc+1

m
(1)
t(ℓ+1)K

Figure 2.10 LC sampling: allocation of information and redundant bits for 4-FSK
pulse forming.

For 8-FSK pulse forming, an additional marker layer is added to provide a more

accurate estimated position of deletions/insertions, as shown in Figure 2.11.
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Figure 2.11 LC sampling: allocation of information and redundant bits for 8-FSK
pulse forming. (a) Case K > Nc, (b) case K = Nc.

Table 2.2 Code Rates and Puncturing Schemes for the Employed Optimum
Systematic Convolutional Codes [21] and the Corresponding Marker Code Rates for
4-FSK and 8-FSK Modulation.

R0 Generators G(D) Puncturing matrix Rc K Nc

Rm

(Q = 4)

Rm

(Q = 8)

2
3




1 0 D2+D+1
D3+D2+D+1

0 1 D3+D+1
D3+D2+D+1


 — 2

3
4 2 3

4
3
6

1
2

[
1 D3 +D + 1

]
— 1

2
2 2 1 2

3

1
2

[
1 D3 +D + 1

]



1 1 1 1 1

1 1 0 1 1


 5

9
10 8 9

10
3
5

Table 2.2 shows the employed outer optimum convolutional codes [21] for

different values of Nc along with the corresponding mother code rates R0, punctured
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rates Rc, and marker code rates Rm. In order to preserve the timing information of the

pulses, only parity bits are punctured. Also, by enumerating all possible puncturing

patterns, the employed puncturing patterns are selected such that the combined

deletion, insertion, and substitution error probabilities are minimized. For the sake

of simplicity, only the performances for 2-FSK, 4-FSK, and 8-FSK modulation are

compared. For 8-FSK pulse forming, information and redundant bits for punctured

convolutional codes with rate of Rc = 2/3, Rc = 5/9 are allocated as shown in

Figure 2.11(a), and for Rc = 1/2 are allocated as shown in Figure 2.11(b), respectively.

For the numerical results shown below, we employ Whittaker–Shannon interpolation

[26] in the waveform reconstruction stage at the receiver.

The residual signal distortion after reconstruction is given as the mean square

error (MSE)

D =
1

|T |

∫ |T |

0

|s(t)− ŝ(t)|2dt. (2.15)

Note that this distortion depends on Z, the number of pre-determined uniformly

distributed amplitude levels for the LC sampling (see Figure 2.3), and also on how

accurately the sample times tk are recovered.

For Setup 1 and LC sampling, we compare the total residual bit error probability

Pb = Pr(utk 6= ûtk) versus the AWGN channel SNR with Eb = EsRcRm, over all

insertion, deletion, and substitution errors for different amounts of marker redundancy

Nc, given the outer concatenated codes shown in Table 2.2. The results are displayed

in Figure 2.12(a). The total code rates RcRm are listed according to equation (2.3).
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(a) (b)

Figure 2.12 Numerical results for Setup 1 and LC sampling, the codes displayed
in Table 2.2, and a MF threshold of γ̃ = 0.6. The scheme with Rc = 1 uses residual
source redundancy and explicit redundancy solely from a marker code. For all 4-FSK
schemes, the total rate is given as R = 1

2
, for all 8-FSK schemes as 1

3
according to

(2.3). (a) Total bit error probability versus channel SNR, (b) MSE distortion versus
channel SNR.

Note that these comparisons ignore errors due to incorrect localization of the

position of deleted and inserted pulses, so they can be interpreted as a genie-aided

approach where the exact pulse times are perfectly known. Howerver, they still

provide a reasonable assessment for the performance of the schemes considered in

this chapter.

Figure 2.12(a) also shows the performance for a scheme based on the ideas in

Section 2.2.3, in which all explicit redundancy is constituted by a marker code (i.e.,

Rm = 1/2, Rc = 1) and where source redundancy instead of explicit redundancy is

used to fix the value of the information bits after deletion/insertion inner decoding.

Using the LC sampling source model in Figure 2.8 with Z = 63 levels we obtain for

the employed test signal the values α = 0.9533 and β = 0.9537. The entropy rate of

this source can be computed as H(X ) = −∑i∈I µi
∑

j∈I pij log2 pij = 0.1798 bits with

the following transition probabilities pij between the states Si and Sj: p01 = p23 = 1,

p11 = α, p12 = ᾱ, p33 = β, p30 = β̄, all other pij are zero.

We observe from Figure 2.12(a) that increasing marker redundancy also leads

to a smaller total error probability if a convolutional code is used to clean up the
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residual errors after insertion/deletion decoding. However, the scheme based on

source redundancy suffers from a higher error probability even if it uses Rc = 1. This

is due to the fact that despite the entropy rate induced by the source redundancy

is low, this does not provide any advantage in minimum distance compared to the

uncoded case (i.e., we have dmin = 1). This is also supported by the observation

that for Rc < 1 additionally exploiting source redundancy after channel decoding

does not provide a significant further gain in performance. We can also see from

Figure 2.12(a) that solely employing source redundancy provides a significant gain

compared to just using the inner marker code and a hard decision after the output of

the inner FBA decoder. Nevertheless, for 8-FSK modulation, a smaller Rc provides a

better overall error correcting performance. This is due to the fact that the additional

marker layer of the pulse forming scheme in Figure 2.11 already provides sufficient

protection for the information bits from synchronization errors. Therefore, the overall

error correcting performance gain for 8-FSK is dominated by convolutional codes with

lower code rates.

The resulting end-to-end MSE distortion (2.15) is shown in Figure 2.12(b),

which now also includes errors due to inaccurate localization and repositioning of

deleted and inserted transmit pulses. We observe that all the schemes using explicit

redundancy have similar performance, whereas the scheme using implicit source

redundancy suffers from a performance penalty of around 0.5 dB in SNR for small to

moderate channel SNRs. Also, solely employing a marker code without any additional

explicit or implicit redundancy incurs an additional penalty of 0.5 dB for moderate

SNRs.

For Setup 2, similar observations as for Setup 1 with respect to the error

correcting performance can be made (see also Figure 2.13 below).
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2.3.2 Distortion Comparison between TE and LC Sampling

We now compare the MSE distortion performance of TE with that of LC sampling.

For the sake of brevity, only the performances of 2-FSK and 8-FSK modulation are

discussed. For case of 2-FSK in TE, each symbol xtk (see Figure 2.7) becomes a

single marker bit with the pattern [mt2k−1
,mt2k ] = [0, 1], k ∈ N. For 8-FSK, W = 2

quantization bits are added with each marker bit to form a symbol xtk ∈ F8 which is

able to provide a more accurate position estimate for symbol deletions.

We roughly fix the same average sampling rate for both LC sampling and TE

and compare the distortion for these two schemes under different SNR regimes. The

resulting MSE distortion versus SNR results are shown in Figure 2.13 for both Setup

1 and 2.

(b)(a)

Figure 2.13 MSE distortion comparison between TE and LC sampling schemes
versus channel SNR (γ̃ = 0.6). (a) Setup 1, (b) Setup 2.

For the TE scheme, the uncoded scheme provides the worst distortion performance.

In the 2-FSK modulation scheme marker bits/codes are employed to locate the

deletions/insertions, placing the pulses in the estimated deleted positions and

removing the located insertions, which reduces the distortion of the reconstructed

signal. For 8-FSK, the added redundancy for the pulse timing provides a more

accurate position estimate for each deletion. In the low SNR regime, LC sampling
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introduces a smaller distortion than TE because LC sampling encodes the sample

information in both pulse value and timing. As a consequence, LC sampling is more

robust to noise than TE. For instance, if the noise corrupts the pulse timing in TE,

its associated sample value is corrupted, while this is not necessarily the case in

LC sampling. When the SNR increases, the distortion decreases as expected, and

eventually becomes independent of SNR. The resulting MSE distortion is due to the

sub-Nyquist average sampling rate in our work [20] (see Table 2.3) and depends on

Z for LC sampling and ϕ, ε for TE, respectively.

2.4 Deletion/Insertion Error Correction for LC Sampling Based on

Iterative Processing

In this section, we first show how burst deletions/insertions take place in asynchronous

communication. Then we propose to extend our error correction results outlined

above by introducing iterative processing at the decoder to improve the error

correction performance. We show that by solely interleaving a short block of parity

bits in combination with an iterative decoder a significant iterative gain can be

obtained both in terms of symbol error probability and the expected end-to-end

distortion between original and reconstructed signals.

Note that any time position t ∈ T −m (see Section 2.1.4) may trigger the threshold

when random noise exists. Thus, it is possible that there will be more than one

insertion between the adjacent pulses, thus creating burst insertion errors. Likewise,

it is possible that no time position t ∈ T +
m at adjacent pulses triggers the threshold

which causes burst deletion errors.

For example, for the continuous-time recorded mouse heart beat signal employed

in Section 2.3, Figure 2.14 shows the length distribution of consecutive insertion errors

at an SNR of 2dB, where approximately 35% of the insertion errors are burst errors.
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Figure 2.14 Length distribution of consecutive insertion errors.

In order to combat burst insertion/deletion errors, a random interleaver π is

now employed shown as in Figure 2.15.

Systematic outer 
channel encoding,
parity generation

π
p′

tk

ctk
= [utk

,p′
tk

]utk

ptk

Figure 2.15 Encoding with interleaver, which replaces the dashed block in the
encoder of Figure 2.1.

which replace the dashed block in encoder of Figure 2.1. In the encoder, the parity

sequence within the layer shown as red circle in Figure 2.6 are permuted by π whose

interleaving pattern is known to the receiver.

π(pk+1,pk+2, ...,pk+Lπ) = (p′k+1,p
′
k+2, ...,p

′
k+Lπ) (2.16)

The length of interleaver denoted as Lπ is kept moderate due to the limited size of the

sensor chip storage and given transmission delay constraints. Since the order of the

information bits and therefore the timing information must be preserved, and since

the marker bits appear periodically and are known to the receiver, only the parity

bits are interleaved.
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The iterative decoder setup employed in this work is shown in Figure 2.16, which

replaces the dashed block in the decoder of Figure 2.1.

FBA (1)
SISO

BCJR (2)

yk̂ L(uk)L(1)
e (uk)

L
(2)
extr(uk)

L(Y R
1 |uk)

−

L(Y R
1 |pk) L(1)

e (p′k)

L
(2)
extr(p

′
k)

− L(p′k)
π

π−1

L(1)
a (pk)

L(1)
a (uk)

ûk

Figure 2.16 Iterative decoding, which replaces the dashed block in the decoder of
Figure 2.1.

In iterative decoding for serially concatenated codes [4], the extrinsic infor-

mation of both information bits and parity bits are computed and exchanged between

inner codes and outer codes. Here, we exchange the extrinsic information of both

information and parity bits between inner marker codes and outer convolutional codes.

The output L-values of the information bits from the FBA are fed directly to the input

of the soft-input soft-output (SISO) BCJR decoder for the outer convolutional code.

The output L-values of the parity bits from the FBA are deinterleaved before being

processed by the BCJR. The extrinsic information of information bits and parity bits

from the BCJR decoder are obtained as

L
(2)
extr(uk) = L(uk)− L(1)

e (uk), (2.17)

L
(2)
extr(p

′
k) = L(p′k)− L(1)

e (p′k), (2.18)

where

L(1)
e (uk = 0/1) = log

P (Y R
1 |uk = 0/1)

P (Y R
1 |uk = 1/0)

, (2.19)
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L(1)
e (p′k = 0/1) = log

P (Y R
1 |p′k = 0/1)

P (Y R
1 |p′k = 1/0)

, (2.20)

which feeds back as a priori information to the input of the FBA to update P (xk) in

(2.4).

2.4.1 Performance for LC Sampling under Iterative Decoding

For Setup 1 and LC sampling, we also compare the total residual bit error probability

and end-to-end MSE distortion under the iterative decoding for different outer

convolutional codes and interleaver sizes of Lπ = 20 and Lπ = 100, resp., for both

4-FSK and 8-FSK modulation, as shown in Figure 2.17.

(a) (b)

Figure 2.17 Iterative decoding results for Setup 1 and LC sampling, the codes
displayed in Table 2.2, and a MF threshold of γ̃ = 0.6. “itr1” denotes the iterative
decoding with one iteration. For all 4-FSK schemes, the total rate is given as R = 1

2
,

for all 8-FSK schemes as 1
3

according to (2.3). (a) Total bit error probability versus
channel SNR, (b) MSE distortion versus channel SNR.

Convolutional codes with the best overall error correcting performance under

4-FSK and 8-FSK in Figure 2.17(a) are investigated, respectively. The overall

performance for 8-FSK improves on 4-FSK because a larger amount of redundancy

is employed. We can also see that a moderate increase of the interleaver size from

Lπ = 20 to Lπ = 100 improves the error correcting performance as burst insertions
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are dispersed to a larger extent. Due to the small interleaver size, only one decoding

iteration is employed; we have observed diminishing gains in further iterations.

Figure 2.17(b) shows the expected end-to-end MSE distortion versus the SNR,

where similar observations as in Figure 2.17(a) can be made. In contrast to

Figure 2.12(a) and Figure 2.17(a), the distortion includes errors due to incorrect

localization of the position of inserted and deleted pulses. Again, we can see that

employing iterative decoding along with interleaving of parity bits also reduces the

distortion.
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CHAPTER 3

PROBABILISTIC BURST DELETION ERROR CORRECTION

In this chapter2, we will investigate a probabilistic burst deletion correction scheme

for low-latency non-volatile memory. We consider racetrack memory as an example,

which offers high read/write speed but is prone to deletion errors.

Note that in the asynchronous communication setting in the previous chapter,

we employ interleaving at the encoder and iterative processing at the decoder to

correct burst deletions/insertions. However, due to the imposed latency of this

settings, iterative procssing is not advisable in low-latency settings such as in

high-read/write-speed non-volatile memory.

Racetrack memory (see Figure 3.1) consists of vertical columns of a magnetic

material, connected and continuous like a racetrack, standing over a silicon wafer.

Magnetic cells (a single blue or red unit in Figure 3.1 is called a cell) are used to store

binary information in tall columns of magnetic material arranged perpendicularly on

the surface of a silicon wafer.

2This chapter is based on [45].
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Figure 3.1 Racetrack memory [30]

The working principle of racetrack memory is given as follows: When a spin

polarized current is passed through this racetrack, all cells move in the same direction

along the racetrack. Data reading and writing elements can be fixed at suitable

positions along the racetrack, to intersect each data bits during the motion of cells.

In order to read the information, multiple cells shift to its closest head in the

same direction and at the same speed, which means a block of bits (i.e., a non-binary

symbol) are read by multiple heads in parallel during a shift of the cells. If the cells

shift more than by one single cell location, it causes consecutive (burst) non-binary

symbol deletions.

3.1 System Model

The system model for a burst deletion locating scheme is shown in Figure 3.2.
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Figure 3.2 System model.

At the encoder, each information sequence u = [u1, · · · , uK ] with information symbols

u` ∈ Fqu , ` ∈ {1, · · · , K} is encoded by an (N,K) block code of rate R = K/N into a

code sequence c = [c1, · · · , cN ] with code symbols ci ∈ Fqc , i ∈ {1, · · · , N}. Then each

c is encoded by a sequence of qm-ary marker symbols πb = [π1, · · · , πN ], πi ∈ Fqm .

This results in a total symbol sequence x = [x1, · · · , xN ] via symbol alphabet size

extension as shown in Figure 3.3, with symbols xi ∈ Fqx , qx = qc · qm. This block of

N symbols x is repeated λ times, λ ∈ N+, leading to a total block length of T = λN

symbols. The final marker pattern π is now constructed by appending not necessarily

identical patterns πb, i.e., π = [πb1 , · · · ,πbλ ].

· · ·

· · ·π1

t1 t2

· · ·

· · ·

· · · tNti

cic1 c2 cN

πNπ2 πi

xi

· · ·

· · ·

· · ·

Figure 3.3 Encoding procedure.

In racetrack memory[30], for example, each xi can be considered as a block of

bits read by log2(qx) heads in parallel at time slot ti. The symbol πi is chosen as

a marker or a de Bruijn symbol [6] and is assumed to be known at the receiver to

ensure synchronization. Then, x is transmitted over a probabilistic non-binary burst

deletion channel, where the mis-synchronized symbol y is observed at the output of

the channel (see Figure 3.2).
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We describe the action of the probabilistic maxburst-B non-binary deletion

channel via the Markov chain depicted in Figure 3.4.

ti+1
<latexit sha1_base64="ASQMl9lLwbWsXL/agdjZrUcwC4E=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bN20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvcv97hPXRsTqEWcJ9yM6ViIUjKKVujjMxJU3H1Zrbt1dgKwTryA1KNAaVr8Go5ilEVfIJDWm77kJ+hnVKJjk88ogNTyhbErHvG+pohE3frY4d04urDIiYaxtKSQL9fdERiNjZlFgOyOKE7Pq5eJ/Xj/FsOFnQiUpcsWWi8JUEoxJ/jsZCc0ZypkllGlhbyVsQjVlaBOq2BC81ZfXSee67rl17+Gm1mwUcZThDM7hEjy4hSbcQwvawGAKz/AKb07ivDjvzseyteQUM6fwB87nD/WKj0Y=</latexit><latexit sha1_base64="ASQMl9lLwbWsXL/agdjZrUcwC4E=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bN20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvcv97hPXRsTqEWcJ9yM6ViIUjKKVujjMxJU3H1Zrbt1dgKwTryA1KNAaVr8Go5ilEVfIJDWm77kJ+hnVKJjk88ogNTyhbErHvG+pohE3frY4d04urDIiYaxtKSQL9fdERiNjZlFgOyOKE7Pq5eJ/Xj/FsOFnQiUpcsWWi8JUEoxJ/jsZCc0ZypkllGlhbyVsQjVlaBOq2BC81ZfXSee67rl17+Gm1mwUcZThDM7hEjy4hSbcQwvawGAKz/AKb07ivDjvzseyteQUM6fwB87nD/WKj0Y=</latexit><latexit sha1_base64="ASQMl9lLwbWsXL/agdjZrUcwC4E=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bN20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvcv97hPXRsTqEWcJ9yM6ViIUjKKVujjMxJU3H1Zrbt1dgKwTryA1KNAaVr8Go5ilEVfIJDWm77kJ+hnVKJjk88ogNTyhbErHvG+pohE3frY4d04urDIiYaxtKSQL9fdERiNjZlFgOyOKE7Pq5eJ/Xj/FsOFnQiUpcsWWi8JUEoxJ/jsZCc0ZypkllGlhbyVsQjVlaBOq2BC81ZfXSee67rl17+Gm1mwUcZThDM7hEjy4hSbcQwvawGAKz/AKb07ivDjvzseyteQUM6fwB87nD/WKj0Y=</latexit><latexit sha1_base64="ASQMl9lLwbWsXL/agdjZrUcwC4E=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigj0WvHisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bN20O2vpg4PHeDDPzgkQKg6777ZQ2Nre2d8q7lb39g8Oj6vFJx8SpZrzNYhnrXkANl0LxNgqUvJdoTqNA8m4wvcv97hPXRsTqEWcJ9yM6ViIUjKKVujjMxJU3H1Zrbt1dgKwTryA1KNAaVr8Go5ilEVfIJDWm77kJ+hnVKJjk88ogNTyhbErHvG+pohE3frY4d04urDIiYaxtKSQL9fdERiNjZlFgOyOKE7Pq5eJ/Xj/FsOFnQiUpcsWWi8JUEoxJ/jsZCc0ZypkllGlhbyVsQjVlaBOq2BC81ZfXSee67rl17+Gm1mwUcZThDM7hEjy4hSbcQwvawGAKz/AKb07ivDjvzseyteQUM6fwB87nD/WKj0Y=</latexit>

ti
<latexit sha1_base64="adqmtZoWHudTB3PwKadUPpcDpiI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jNs1BWx8MPN6bYWZekEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mtwu/+8S1EbF6xFnC/YiOlQgFo2ilBxyKYbXm1t0cZJ14BalBgdaw+jUYxSyNuEImqTF9z03Qz6hGwSSfVwap4QllUzrmfUsVjbjxs/zUObmwyoiEsbalkOTq74mMRsbMosB2RhQnZtVbiP95/RTDhp8JlaTIFVsuClNJMCaLv8lIaM5QziyhTAt7K2ETqilDm07FhuCtvrxOOld1z61799e1ZqOIowxncA6X4MENNOEOWtAGBmN4hld4c6Tz4rw7H8vWklPMnMIfOJ8/V3aNyg==</latexit><latexit sha1_base64="adqmtZoWHudTB3PwKadUPpcDpiI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jNs1BWx8MPN6bYWZekEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mtwu/+8S1EbF6xFnC/YiOlQgFo2ilBxyKYbXm1t0cZJ14BalBgdaw+jUYxSyNuEImqTF9z03Qz6hGwSSfVwap4QllUzrmfUsVjbjxs/zUObmwyoiEsbalkOTq74mMRsbMosB2RhQnZtVbiP95/RTDhp8JlaTIFVsuClNJMCaLv8lIaM5QziyhTAt7K2ETqilDm07FhuCtvrxOOld1z61799e1ZqOIowxncA6X4MENNOEOWtAGBmN4hld4c6Tz4rw7H8vWklPMnMIfOJ8/V3aNyg==</latexit><latexit sha1_base64="adqmtZoWHudTB3PwKadUPpcDpiI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jNs1BWx8MPN6bYWZekEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mtwu/+8S1EbF6xFnC/YiOlQgFo2ilBxyKYbXm1t0cZJ14BalBgdaw+jUYxSyNuEImqTF9z03Qz6hGwSSfVwap4QllUzrmfUsVjbjxs/zUObmwyoiEsbalkOTq74mMRsbMosB2RhQnZtVbiP95/RTDhp8JlaTIFVsuClNJMCaLv8lIaM5QziyhTAt7K2ETqilDm07FhuCtvrxOOld1z61799e1ZqOIowxncA6X4MENNOEOWtAGBmN4hld4c6Tz4rw7H8vWklPMnMIfOJ8/V3aNyg==</latexit><latexit sha1_base64="adqmtZoWHudTB3PwKadUPpcDpiI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jNs1BWx8MPN6bYWZekEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mtwu/+8S1EbF6xFnC/YiOlQgFo2ilBxyKYbXm1t0cZJ14BalBgdaw+jUYxSyNuEImqTF9z03Qz6hGwSSfVwap4QllUzrmfUsVjbjxs/zUObmwyoiEsbalkOTq74mMRsbMosB2RhQnZtVbiP95/RTDhp8JlaTIFVsuClNJMCaLv8lIaM5QziyhTAt7K2ETqilDm07FhuCtvrxOOld1z61799e1ZqOIowxncA6X4MENNOEOWtAGBmN4hld4c6Tz4rw7H8vWklPMnMIfOJ8/V3aNyg==</latexit>

· · ·<latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit>

Delete 1

Transmit

Pd1
<latexit sha1_base64="bI2VdO5G6+6NmqVqGyjj8tECDFs=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rGC/YA2hM1m0i7dbMLuRiihP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLM8G1cd1vZ2Nza3tnt7JX3T84PDqunZx2dZorhh2WilT1Q6pRcIkdw43AfqaQJqHAXji5m/u9J1Sap/LRTDP0EzqSPOaMGiv12kERBd4sqNXdhrsAWSdeSepQoh3UvoZRyvIEpWGCaj3w3Mz4BVWGM4Gz6jDXmFE2oSMcWCppgtovFufOyKVVIhKnypY0ZKH+nihoovU0CW1nQs1Yr3pz8T9vkJu46RdcZrlByZaL4lwQk5L57yTiCpkRU0soU9zeStiYKsqMTahqQ/BWX14n3euG5za8h5t6q1nGUYFzuIAr8OAWWnAPbegAgwk8wyu8OZnz4rw7H8vWDaecOYM/cD5/AAXGj1E=</latexit><latexit sha1_base64="bI2VdO5G6+6NmqVqGyjj8tECDFs=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rGC/YA2hM1m0i7dbMLuRiihP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLM8G1cd1vZ2Nza3tnt7JX3T84PDqunZx2dZorhh2WilT1Q6pRcIkdw43AfqaQJqHAXji5m/u9J1Sap/LRTDP0EzqSPOaMGiv12kERBd4sqNXdhrsAWSdeSepQoh3UvoZRyvIEpWGCaj3w3Mz4BVWGM4Gz6jDXmFE2oSMcWCppgtovFufOyKVVIhKnypY0ZKH+nihoovU0CW1nQs1Yr3pz8T9vkJu46RdcZrlByZaL4lwQk5L57yTiCpkRU0soU9zeStiYKsqMTahqQ/BWX14n3euG5za8h5t6q1nGUYFzuIAr8OAWWnAPbegAgwk8wyu8OZnz4rw7H8vWDaecOYM/cD5/AAXGj1E=</latexit><latexit sha1_base64="bI2VdO5G6+6NmqVqGyjj8tECDFs=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rGC/YA2hM1m0i7dbMLuRiihP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLM8G1cd1vZ2Nza3tnt7JX3T84PDqunZx2dZorhh2WilT1Q6pRcIkdw43AfqaQJqHAXji5m/u9J1Sap/LRTDP0EzqSPOaMGiv12kERBd4sqNXdhrsAWSdeSepQoh3UvoZRyvIEpWGCaj3w3Mz4BVWGM4Gz6jDXmFE2oSMcWCppgtovFufOyKVVIhKnypY0ZKH+nihoovU0CW1nQs1Yr3pz8T9vkJu46RdcZrlByZaL4lwQk5L57yTiCpkRU0soU9zeStiYKsqMTahqQ/BWX14n3euG5za8h5t6q1nGUYFzuIAr8OAWWnAPbegAgwk8wyu8OZnz4rw7H8vWDaecOYM/cD5/AAXGj1E=</latexit><latexit sha1_base64="bI2VdO5G6+6NmqVqGyjj8tECDFs=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4KokI9ljw4rGC/YA2hM1m0i7dbMLuRiihP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLM8G1cd1vZ2Nza3tnt7JX3T84PDqunZx2dZorhh2WilT1Q6pRcIkdw43AfqaQJqHAXji5m/u9J1Sap/LRTDP0EzqSPOaMGiv12kERBd4sqNXdhrsAWSdeSepQoh3UvoZRyvIEpWGCaj3w3Mz4BVWGM4Gz6jDXmFE2oSMcWCppgtovFufOyKVVIhKnypY0ZKH+nihoovU0CW1nQs1Yr3pz8T9vkJu46RdcZrlByZaL4lwQk5L57yTiCpkRU0soU9zeStiYKsqMTahqQ/BWX14n3euG5za8h5t6q1nGUYFzuIAr8OAWWnAPbegAgwk8wyu8OZnz4rw7H8vWDaecOYM/cD5/AAXGj1E=</latexit>

Pt
<latexit sha1_base64="ul3X6nk3tNnYxGBD/sb7BTbKafU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkpb2zu7e+X9ysHh0fFJ9fSsY5JMM+6zRCa6F1LDpVDcR4GS91LNaRxK3g2ndwu/+8S1EYl6xFnKg5iOlYgEo2glvz3McT6s1ty6uwTZJF5BalCgPax+DUYJy2KukElqTN9zUwxyqlEwyeeVQWZ4StmUjnnfUkVjboJ8eeycXFllRKJE21JIlurviZzGxszi0HbGFCdm3VuI/3n9DKNmkAuVZsgVWy2KMkkwIYvPyUhozlDOLKFMC3srYROqKUObT8WG4K2/vEk6N3XPrXsPt7VWs4ijDBdwCdfgQQNacA9t8IGBgGd4hTdHOS/Ou/Oxai05xcw5/IHz+QP10469</latexit><latexit sha1_base64="ul3X6nk3tNnYxGBD/sb7BTbKafU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkpb2zu7e+X9ysHh0fFJ9fSsY5JMM+6zRCa6F1LDpVDcR4GS91LNaRxK3g2ndwu/+8S1EYl6xFnKg5iOlYgEo2glvz3McT6s1ty6uwTZJF5BalCgPax+DUYJy2KukElqTN9zUwxyqlEwyeeVQWZ4StmUjnnfUkVjboJ8eeycXFllRKJE21JIlurviZzGxszi0HbGFCdm3VuI/3n9DKNmkAuVZsgVWy2KMkkwIYvPyUhozlDOLKFMC3srYROqKUObT8WG4K2/vEk6N3XPrXsPt7VWs4ijDBdwCdfgQQNacA9t8IGBgGd4hTdHOS/Ou/Oxai05xcw5/IHz+QP10469</latexit><latexit sha1_base64="ul3X6nk3tNnYxGBD/sb7BTbKafU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkpb2zu7e+X9ysHh0fFJ9fSsY5JMM+6zRCa6F1LDpVDcR4GS91LNaRxK3g2ndwu/+8S1EYl6xFnKg5iOlYgEo2glvz3McT6s1ty6uwTZJF5BalCgPax+DUYJy2KukElqTN9zUwxyqlEwyeeVQWZ4StmUjnnfUkVjboJ8eeycXFllRKJE21JIlurviZzGxszi0HbGFCdm3VuI/3n9DKNmkAuVZsgVWy2KMkkwIYvPyUhozlDOLKFMC3srYROqKUObT8WG4K2/vEk6N3XPrXsPt7VWs4ijDBdwCdfgQQNacA9t8IGBgGd4hTdHOS/Ou/Oxai05xcw5/IHz+QP10469</latexit><latexit sha1_base64="ul3X6nk3tNnYxGBD/sb7BTbKafU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx4rmLbQhrLZbtqlm03YnQgl9Dd48aCIV3+QN/+N2zYHbX0w8Hhvhpl5YSqFQdf9dkpb2zu7e+X9ysHh0fFJ9fSsY5JMM+6zRCa6F1LDpVDcR4GS91LNaRxK3g2ndwu/+8S1EYl6xFnKg5iOlYgEo2glvz3McT6s1ty6uwTZJF5BalCgPax+DUYJy2KukElqTN9zUwxyqlEwyeeVQWZ4StmUjnnfUkVjboJ8eeycXFllRKJE21JIlurviZzGxszi0HbGFCdm3VuI/3n9DKNmkAuVZsgVWy2KMkkwIYvPyUhozlDOLKFMC3srYROqKUObT8WG4K2/vEk6N3XPrXsPt7VWs4ijDBdwCdfgQQNacA9t8IGBgGd4hTdHOS/Ou/Oxai05xcw5/IHz+QP10469</latexit>

...
<latexit sha1_base64="f1+k6TCZ5QJOUvdcJ9hTrzg9BOA=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWMF+wFtKJvNtl27yYbdSaGE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsbm1vbObmGvuH9weHRcOjltGZVqxptMSaU7ATVcipg3UaDknURzGgWSt4Px3dxvT7g2QsWPOE24H9FhLAaCUbRSqzcJFZp+qexW3AXIOvFyUoYcjX7pqxcqlkY8RiapMV3PTdDPqEbBJJ8Ve6nhCWVjOuRdS2MaceNni2tn5NIqIRkobStGslB/T2Q0MmYaBbYzojgyq95c/M/rpjio+ZmIkxR5zJaLBqkkqMj8dRIKzRnKqSWUaWFvJWxENWVoAyraELzVl9dJq1rxrivVh5tyvZbHUYBzuIAr8OAW6nAPDWgCgyd4hld4c5Tz4rw7H8vWDSefOYM/cD5/AMm7jzw=</latexit>

...
<latexit sha1_base64="f1+k6TCZ5QJOUvdcJ9hTrzg9BOA=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWMF+wFtKJvNtl27yYbdSaGE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsbm1vbObmGvuH9weHRcOjltGZVqxptMSaU7ATVcipg3UaDknURzGgWSt4Px3dxvT7g2QsWPOE24H9FhLAaCUbRSqzcJFZp+qexW3AXIOvFyUoYcjX7pqxcqlkY8RiapMV3PTdDPqEbBJJ8Ve6nhCWVjOuRdS2MaceNni2tn5NIqIRkobStGslB/T2Q0MmYaBbYzojgyq95c/M/rpjio+ZmIkxR5zJaLBqkkqMj8dRIKzRnKqSWUaWFvJWxENWVoAyraELzVl9dJq1rxrivVh5tyvZbHUYBzuIAr8OAW6nAPDWgCgyd4hld4c5Tz4rw7H8vWDSefOYM/cD5/AMm7jzw=</latexit>

Delete B
PdB

<latexit sha1_base64="LIIGu2QoaRbYficodSC1m35xstY=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqYI9FLx4r2A9oQ9hsNu3S3U3Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5YcqZNq777ZQ2Nre2d8q7lb39g8Oj6vFJVyeZIrRDEp6ofog15UzSjmGG036qKBYhp71wcjf3e09UaZbIRzNNqS/wSLKYEWys1GsHeRTczoJqza27C6B14hWkBgXaQfVrGCUkE1QawrHWA89NjZ9jZRjhdFYZZpqmmEzwiA4slVhQ7eeLc2fowioRihNlSxq0UH9P5FhoPRWh7RTYjPWqNxf/8waZiZt+zmSaGSrJclGccWQSNP8dRUxRYvjUEkwUs7ciMsYKE2MTqtgQvNWX10m3Ufeu6o2H61qrWcRRhjM4h0vw4AZacA9t6ACBCTzDK7w5qfPivDsfy9aSU8ycwh84nz8g6Y9m</latexit>

ti+B
<latexit sha1_base64="t8lkXTl0QZTvY1MAHO+jkfA2Nd4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSIIQkmqYI9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O2vrG5tb24Wd4u7e/sFh6ei4ZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38389hPXRsTqEScJ9yM6VCIUjKKV2tjPxOXttF8quxV3DrJKvJyUIUejX/rqDWKWRlwhk9SYrucm6GdUo2CST4u91PCEsjEd8q6likbc+Nn83Ck5t8qAhLG2pZDM1d8TGY2MmUSB7YwojsyyNxP/87ophjU/EypJkSu2WBSmkmBMZr+TgdCcoZxYQpkW9lbCRlRThjahog3BW355lbSqFe+qUn24LtdreRwFOIUzuAAPbqAO99CAJjAYwzO8wpuTOC/Ou/OxaF1z8pkT+APn8wcQvI9b</latexit>

· · ·<latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit>

· · ·<latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit>

· · ·<latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit>

· · ·<latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit>

· · ·<latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit><latexit sha1_base64="mKAbw2gpne3PxIcqdg49AW/gprc=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48V7Ae0oWw2m3btJht2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pGJVpxttMSaV7ATVcioS3UaDkvVRzGgeSd4PJ7dzvPnFthEoecJpyP6ajRESCUbRSZ8BChWZYrbl1dwGyTryC1KBAa1j9GoSKZTFPkElqTN9zU/RzqlEwyWeVQWZ4StmEjnjf0oTG3Pj54toZubBKSCKlbSVIFurviZzGxkzjwHbGFMdm1ZuL/3n9DKOGn4skzZAnbLkoyiRBReavk1BozlBOLaFMC3srYWOqKUMbUMWG4K2+vE46V3XPrXv317Vmo4ijDGdwDpfgwQ004Q5a0AYGj/AMr/DmKOfFeXc+lq0lp5g5hT9wPn8Aq1WPJQ==</latexit>
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Figure 3.4 Markov chain associated with the probabilistic maxburst-B non-binary
deletion channel.

At each channel use, one state transition occurs, where each state indicates

one specific time instant at time i. With probability Pdb , where b ∈ {1, ..., B}, the

transmitted symbols between state ti and ti+b are deleted, and with probability Pt =

1−∑B
b=1 Pdb , the current symbol is transmitted.

The estimated code sequence x̂ is generated by a soft-decision decoder (see

below), and ĉ is obtained after removing π from each x̂. After decoding from ĉ, û is

obtained.

3.2 Optimized Binary Marker Patterns for the Probabilistic

Non-Binary Segmented Burst Deletion Channels

Note that in some practical magnetic recording systems such as in racetrack

memory[47], the maximal length of the non-binary burst deletions observed from at

the output of the probabilistic non-binary burst deletion channel is limited to a certain

number with high probability. In this dissertation, we focus on this practical scenario

and fix the maximum number of non-binary deletions within a sliding segment as B.

Definition 1. Let a burst symbol deletion event of length b happen with probability

Pdb. In a probabilistic L-segment maxburst-B non-binary deletion channel at most

a single burst symbol deletion event of length b exists in a block of L consecutive

non-binary symbols, where b ∈ {1, ..., B}, B ≥ 2, and L ≥ B + 1.
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In this section, optimized binary marker patterns for the probabilistic L-segment

maxburst-B non-binary deletion channel are introduced. At first, let us briefly

introduce de Bruijn sequences which can locate deletions perfectly in this channel.

Definition 2. [6] A q-ary sequence π = (π1, ..., π`) is called a δ-bounded de Bruijn

sequence of strength h if all δ consecutive length-h sub-vectors, i.e., [πi, πi+1, ...πi+h−1],

[πi+1, πi+2, · · · , πi+h], · · · , [πi+δ−1, πi+δ, · · · , πi+h+δ−2] are distinct.

Example 3.2.1. Let ` = 2q and δ ≤ q, then u = (0, 1, ..., q − 1, 0, 1, ..., q − 1), is a

q-ary δ-bounded de Bruijn sequence of length `, strength h = 1.

Example 3.2.2. Let u = (00110011...) and v = (011011...), then u and v are 2-ary

δ = 4 and δ = 3 bounded de Bruijn sequence of strength h = 2, respectively.

Let us denote qm-ary δ-bounded de Bruijn sequences of strength h as BDB(qm, δ, h).

It is shown in [6] that π ∈ BDB(B,B, 1) (i.e., B = qm = δ), where B ≥ 4, is able to

perfectly locate non-binary deletions as long as the total number of deletions within

a segment of length B does not exceed B − 1. For instance, for B = 4 the sequence

BDB(4,4,1) can perfectly locate all deletions up to a burst length of 3. Consider

now qm = 2 for any B ≥ 2 and L ≥ B + 1. In order to perfectly locate single

deletions, the bits of different value within the sequence π must appear alternatively,

i.e., π = (0101...) or π = (1010...). Such a pattern is unable to locate any burst-2n

deletions, where n ∈ N and 2n ≤ B. Therefore, the binary π which is able to perfectly

locate all types of burst deletions in the probabilistic L-segment maxburst-B deletion

channel does not exist.

As outlined previously, we focus on qm = 2 and propose a guided exhaustive

search algorithm to find an optimized binary marker pattern for the probabilistic

L-segment maxburst-B deletion channel.

To this end, define the following parameters:

• Π: whole set of binary sequence of length T , π ∈ Π.

• run: consecutive bits with the same value.
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• R : Π 7→ N: R(π) is the length of the longest run in π.

• Pdb : probability of a burst-b deletion event.

• f(b, L,π): for a binary marker pattern π, the maximal number of errors

generated in the resynchronization stage (where deletions are replaced by

erasures) associated with any single burst-b deletion event.

f(b, L,π) is obtained by the following procedure: it is assumed that a single burst-b

deletion takes place in the i-th position of the marker pattern π, i.e., b consecutive

bits (πi, ..., πi+b−1) are deleted, where i ∈ {1, 2, ..., T − b}. In the resynchronization

stage, the likely positions of these consecutively deleted bits are estimated by the

feature of the specific π and replaced by erasures. The number of resulting errors

generated in the resynchronization stage is counted, and the largest one is denoted

as f(b, L,π, i). Finally, we obtain f(b, L,π) , max
i

(f(b, L,π, i)) via an exhaustive

search.

Then, for any binary marker pattern, we obtain the following simple union

bound on the error probability.

Proposition 1. In a probabilistic L-segmented maxburst-B non-binary deletion

channel, any given binary marker pattern π after the resynchronization stage has

an error probability upper bounded by R(π)Pd1 +
∑B

b=2
f(b,L,π)

b
Pdb.

Proof. The number of segments corrupted by burst-b deletion events in the whole non-

binary sequence is given as
TPdb
b

. Then, the total maximal number of errors generated

by the burst-b deletion events, where b ∈ {1, · · ·B}, in the resynchronization stage

amounts to
∑B

b=1

TPdb
b
f(b, L,π) by the union bound. Note that for b = 1, we have

f(1, L,π) = R(π), thus
∑B

b=1

TPdb
b
f(b, L,π) = TPd1R(π) +

∑B
b=2

TPdb
b
f(b, L,π),

leading to the claimed upper bound of R(π)Pd1 +
∑B

b=2 f(b, L,π)
Pdb
b

.

The optimized binary marker pattern is given as π∗ , arg min
π∈Π

(
R(π)Pd1 +

∑B
b=2 f(b, L,π)

Pdb
b

)
. The algorithm to find such a pattern is given in the following
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Algorithm 1 Find the optimized binary marker pattern π∗ in the probabilistic L-

segment maxburst-B deletion channel
Input: Π

Output: π∗

while 1 ≤ j < T do

search π from whole set of binary sequences of length T , i.e. Π, such that

R(π) = j

UB ⇐ R(π)Pd1 +
∑B

b=2 T
Pdb
b

while 2 ≤ b ≤ B do

while i ≤ T − b do

f(b, L,π)⇐ f(b, L,π, 1)

if f(b, L,π) < f(b, L,π, i) then

f(b, L,π)⇐ f(b, L,π, i)

end if

i++

end while

b++

end while

if R(π)Pd1 +
∑B

b=2 f(b, L,π)
Pdb
b
< UB then

UB ⇐ R(π)Pd1 +
∑B

b=2 f(b, L,π)
Pdb
b

π∗ ⇐ π

end if

j++

end while

Example 3.2.3. Let B = 2, L = 3, Pd1 > 0 and Pd2 > 0. We determine π

from the complete set of binary sequence of length T , i.e. Π, such that R(π) = 1.

This means that only the runs of length 1 exist in π, thus the bits of different

value appear alternatively in π. The maximal number of errors generated in the

resynchronization stage, when π is corrupted by a single burst-2 deletion event,

is f(2, 3,π) = T . We have min
π∈Π,R(π)=1

(
R(π)Pd1 + f(2, 3,π)

Pd2
2

)
= Pd1 + T

2
Pd2 .

Now, let us search for a pattern π from the set Π such that R(π) = 2. If π only

contains runs of length 2, π is either π = (00110011...) or π = (11001100...). Assume
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that a burst-2 deletion event happens in the positions where the values of these

deleted bits in π are not the same, e.g., the corrupted π is π̂ = (001xx011...) or

π̂ = (110xx100...), where x indicates a deleted symbol. Then it is possible that the

decoder wrongly decodes the pattern π̂ into π̃ = (00x10x11...) or π̃ = (11x01x00...),

where 4 errors are generated. So we have f(2, 3,π) = 4. If π contains runs of

both length 1 and length 2, let π = (01100110110011...), yielding f(2, 3,π) = 4; let

π = (011011...) we get f(2, 3,π) = 3, etc.. We search for an overall π ∈ Π and

calculate their corresponding f(2, 3,π) exhaustively, and find f(2, 3,π) ≥ 3. Thus,

we have min
π∈Π,R(π)=2

(
R(π)Pd1 + f(2, 3,π)

Pd2
2

)
= 2Pd1 + 3

2
Pd2 .

By continuing searching for π from Π such that R(π) ≥ 3, we have f(2, 3,π) ≥
3, thus min

π∈Π,R(π)≥3

(
R(π)Pd1+f(2, 3,π)

Pd2
2

)
> min
π∈Π,R(π)=2

(
R(π)Pd1+f(2, 3,π)

Pd2
2

)
=

2Pd1 + 3
2
Pd2 .

In summary, the optimized binary marker patterns π for a probabilistic

3-segment maxburst-2 non-binary deletion channel are those ones with an error

probability upper bounded by min
(
Pd1 + T

2
Pd2 , 2Pd1 + 3

2
Pd2
)
. If 2Pd1 + 3

2
Pd2 >

Pd1 + T
2
Pd2 , i.e.,

Pd1
Pd2

> T−3
2

, then for T � 3 single deletions happen with much larger

probability than burst-2 deletions. Thus, the optimized binary marker patterns are

the ones with an error probability upper bounded by Pd1 + T
2
Pd2 , i.e., π = (0101...)

or π = (1010...).

3.3 Soft-Decision Decoding

In this section, we employ a soft-decision resynchronization scheme to locate the burst

deletions, i.e., a forward-backward recursion algorithm (FBA) corresponding to the

Markov chain depicted in Figure 3.4.
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Figure 3.5 Corresponding probabilities for the FBA associated with the Markov
model in Figure 3.4.

Figure 3.5 shows the corresponding probabilities for the underlying FBA

associated with the model in Figure 3.4. In Figure 3.5, xk and yn denote the

transmitted and the received symbols, respectively, where k ∈ {1, 2, ..., T} and n ∈

{1, 2, ..., Re} are the index of T transmitted and Re received symbols. Define the code

sequence and the mis-synchronized sequence after the channel as XT
1 , (x1, x2, ..., xT )

and Y Re
1 , (y1, y2, ..., yRe), respectively. The equations α and β are the forward and

backward probabilities in FBA given as

αk,n = P (Y n
1 , Dk,n), (3.1)

βk,n = P (Y Re
n+1|Dk,n), (3.2)

where Dk,n denotes the event k symbols are transmitted and n symbols are received.

The α and β terms can be calculated by means of the following forward and backward

recursions,

αk,n =
B∑

b=1

Pdbαk−b,n + Ptαk−1,n−1δxk,yn , (3.3)

βk,n =
B∑

b=1

Pdbβk+b,n + Ptβk+1,n+1δxk,yn , (3.4)
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where xk is the binary vector notation associated with the qx-ary symbol xk, likewise

for the received vector yk, Pt = 1−∑B
b=1 Pdb , and

δxk,yn =





1 if marker in yn = marker in xk;

0 otherwise
. (3.5)

We can compute the target conditional probability as

P (Y Re
1 |xk) =

1

P (xk)

{ B∑

b=1

Re∑

n=1

Pdbαk−b,nβk,n

+ Pt

Re∑

n=1

αk−1,n−1βk,nδxk,yn

}
.

(3.6)

After that, the posterior probability P (xk|Y Re
1 ) is calculated, and x̂k is obtained via

a maximum a posteriori estimation.

3.4 Numerical Results

Some experimental results show that the typical maximal length of the burst deletions

is two in practical systems[41, 27, 40, 47]. Therefore, we set B = 2 and L ≥ B + 1.

Here we select an arbitrary L = 12, and compare the deletion location performance

(see Figure 3.6) for different decoding schemes and choices of marker patterns in the

probabilistic 12-segment maxburst-2 non-binary deletion channel. The performance

of the non-binary burst deletion locating schemes is evaluated by the error probability

Ps , Pr(ci 6= ĉi) (see Figure 3.3) associated with replacing deletions by erasures in

the resynchronization stage. The probability of the single and burst-2 deletion events,

i.e., Pd1 and Pd2 are shown on the horizontal axis. For the sake of simplicity, we set

Pd1 = Pd2 in Figure 3.6. The optimized binary marker pattern π ∈ BDB(2, 4, 2) and

the simplest de Bruijn sequence of field size 4, i.e., π ∈ BDB(4, 4, 1), are employed

for comparison. First, we set qc = 8, qm = 2 (see Figure 3.3), so the rate of the

marker code is Rm , log qc
log(qmqc)

= 3
4
. It is obvious that for the same optimized binary

marker pattern the proposed soft-decision decoding scheme (red curve) provides a gain
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Figure 3.6 Error probability after the resynchronization stage versus deletion error
probabilities Pd1 , Pd2 with Pd1 = Pd2 of different coding schemes for the burst deletion
channel with B = 2, L = 12.

over the soft-decision decoding scheme in [44] (black curve) which addresses all the

deletions as i.i.d. This is due to the fact that the proposed decoder correctly utilizes a

priori information from the probabilistic 12-segment maxburst-2 non-binary deletion

channel. The upper bound for the optimized binary marker pattern is obtained

from algorithm 1 as 2Pd1 + Pd2 (blue curve). We then set qc = 8, qm = 4, and

employ a 4-ary de Bruijn sequence as the marker pattern, so the code rate becomes

Rm = 3
5
. Although this sequence can perfectly locate all types of burst deletions

in the probabilistic 12-segment maxburst-2 non-binary deletion channel at hand, the

located deletions are still replaced by erasures in the resynchronization stage. We

observe that the proposed scheme with binary marker sequences in general incurs

only a minor loss in performance compared to the approach based on non-binary de

Bruijn sequences [6] (green curve) while providing a higher rate.
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Now we concatenate the proposed marker code with an outer MDS code or

convolutional code which corrects errors generated in the resynchronization stage. We

employ soft decoders for both codes [18], [1]. For an (n, k) convolutional code, the

encoding parameters stated in section 3.1 amount to N = T (λ = 1), K = T , qu = 2k,

qc = 2n. The bit error probability is defined as Pb , Pr(u`,w 6= û`,w), where u`,w ∈ F2

is the w-th bit in the binary representation of the information symbol u` ∈ Fqu . We

set qc = 8, and choose both an MDS(6,4) code with the rate Rc = 4
6

= 2
3

and minimum

distance 3, and a binary convolutional code of rate Rc = 2
3

and free distance dfree = 4

(denoted as CC(3,2)) with the following generator matrix [21],

G(D) =




1 0 D2+D+1
D3+D2+D+1

0 1 D3+D+1
D3+D2+D+1


 , (3.7)

respectively.

We set B = 2, L = 3, and let Pd1 = Pd2 , where the optimized binary marker

pattern becomes π ∈ BDB(2, 3, 2). For the optimized binary marker code with qm = 2

we obtain an overall code rate of R , RmRc = 1
2
. As we observe from Figure 3.7,

the proposed soft-decision decoding scheme for the outer convolutional code CC(3,2)

(red curve) provides a moderate gain over the soft-decision decoding scheme in [44]

for the CC(3,2) code (black curve). We also consider the same 4-ary non-binary de

Bruijn sequence from Figure 3.6 as the inner marker code. Note that in this case

the number of errors exceeds the error correcting capabilities of both the MDS(6,4)

and the CC(3,2) codes and leads to a non-zero bit error probability in Figure 3.7.

For the selected channel at hand the CC(3,2) outperforms the MDS code due to its

larger distance. Note that the concatenated constructions using the BDB(4,4,1) code

outperform the constructions using a binary marker pattern, in particular for the

CC(3,2) outer code, at the expense of a smaller overall code rate of R = 2
5

compared

to R = 1
2

for the binary case. Note that in practice, the proposed coding scheme
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Figure 3.7 Bit error probability versus deletion error probabilities Pd1 , Pd2 with
Pd1 = Pd2 for different coding schemes for the burst deletion channel with B = 2,
L = 3.

needs to be concatenated with an outer error correcting codes to obtain the very low

error probabilities required for storage applications.
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CHAPTER 4

CONCLUSION

In this dissertation, we have investigated code designs and their corresponding

probabilistic decoding schemes for both low power sensors in short-range wireless

asynchronous communication and probabilistic non-binary segmented burst deletion

channels in racetrack memory.

In Chapter 2, two marker-based error-correction schemes, namely LC sampling

and TE, have been proposed as asynchronous sampling solutions by adding redundant

bits via a modulation alphabet extension. The proposed scheme for LC sampling

comprises a combination of a systematic outer convolutional code and an embedded

inner marker code at the sensor node. Simulation results have shown that using

8-FSK modulation symbols provides a performance gain of over 1 dB in SNR

compared to 4-FSK. If the number of marker bits is not large enough to protect

every information bit (e.g., not all transmitted FSK symbols contain marker bits

for 4-FSK), increasing the number of marker bits provides a better error correcting

performance and a smaller end-to-end distortion. In contrast, if a sufficient number

of marker bits is already employed (e.g., every transmitted FSK symbol contains a

marker bit as in the proposed 8-FSK scheme), the overall performance is dominated

by convolutional codes with lower code rates. Also, iterative decoding with a small

number of iterations in combination with interleaving the parity bits further reduces

both the number of residual substitution errors and the end-to-end distortion. In

TE, each FSK symbol contains a marker bit for locating deletion/insertion errors,

combined with quantization indices for the relative position of the pulse timing. In

the low SNR regime, LC sampling combined with concatenated marker and channel

codes outperforms TE due to its larger robustness to noise than TE. In the high

SNR regime however, TE performs better than LC sampling because the recovery
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from time-encoded samples is able to offset the residual distortion introduced by the

varying sampling rate in LC sampling.

In Chapter 3, we have proposed a scheme to approximately locate the deletions

in the probabilistic L-segment maxburst-B non-binary deletion channel, where

optimized binary marker patterns of small field size are employed. We optimize

the binary marker pattern by an exhaustive search based on an union bound type

upper bound for the error probability. Further, a soft-decision decoding scheme which

correctly utilizes a priori information from this channel is proposed. Simulations show

that the reduced overhead of our proposed scheme for small deletion error probabilities

only incurs a slightly increased probability of error in locating the deletions, compared

to using non-binary marker patterns.
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