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#### Abstract

MODEL-BASED DEEP AUTOENCODERS FOR CHARACTERIZING DISCRETE DATA WITH APPLICATION TO GENOMIC DATA ANALYSIS


by

## TIAN TIAN

Deep learning techniques have achieved tremendous successes in a wide range of real applications in recent years. For dimension reduction, deep neural networks (DNNs) provide a natural choice to parameterize a non-linear transforming function that maps the original high dimensional data to a lower dimensional latent space. Autoencoder is a kind of DNNs used to learn efficient feature representation in an unsupervised manner. Deep autoencoder has been widely explored and applied to analysis of continuous data, while it is understudied for characterizing discrete data. This dissertation focuses on developing model-based deep autoencoders for modeling discrete data. A motivating example of discrete data is the count data matrix generated by single-cell RNA sequencing (scRNAseq) technology which is widely used in biological and medical fields. scRNA-seq promises to provide higher resolution of cellular differences than bulk RNA sequencing and has helped researchers to better understand complex biological questions. The recent advances in sequencing technology have enabled a dramatic increase in the throughput to thousands of cells for scRNA-seq. However, analysis of scRNA-seq data remains a statistical and computational challenge. A major problem is the pervasive dropout events obscuring the discrete matrix with prevailing 'false' zero count observations, which is caused by the shallow sequencing depth per cell. To make downstream analysis more effective, imputation, which recovers the missing values, is often conducted as the first
step in preprocessing scRNA-seq data. Several imputation methods have been proposed. Of note is a deep autoencoder model, which proposes to explicitly characterize the count distribution, over-dispersion, and sparsity of scRNA-seq data using a zero-inflated negative binomial (ZINB) model. This dissertation introduces a model-based deep learning clustering model -scDeepCluster for clustering analysis of scRNA-seq data. The scDeepCluster is a deep autoencoder which simultaneously learns feature representation and clustering via explicit modeling of scRNA-seq data generation using the ZINB model. Based on testing extensive simulated datasets and real datasets from different representative single-cell sequencing platforms, scDeepCluster outperformed several state-of-the-art methods under various clustering performance metrics and exhibited improved scalability, with running time increasing linearly with the sample size. Although this model-based deep autoencoder approach has demonstrated superior performance, it is over-permissive in defining ZINB model space, which can lead to an unidentifiable model and make results unstable. Next, this dissertation proposes to impose a regularization that takes dropout events into account. The regularization uses a differentiable categorical distribution - Gumbel-Softmax to explicitly model the dropout events, and minimizes the Maximum Mean Discrepancy (MMD) between the reconstructed randomly masked matrix and the raw count matrix. Imputation analyses showed that the proposed regularized model-based autoencoder significantly outperformed the vanilla model-based deep autoencoder.
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## CHAPTER 1

## BACKGROUND

Recently developed single-cell mRNA-sequencing (scRNA-seq) methods have enabled unbiased, high-throughput, and high-resolution transcriptomic analysis of individual cells. They provide an additional dimension to transcriptomic information relative to traditional methods that profile bulk populations of cells [1]. A major analysis for scRNA-seq is the unbiased identification of cellular subpopulations from heterogeneous populations of cells. The identity of cell types can reveal the insights of functions and regulatory mechanisms. However, a major challenge of scRNA-seq data analysis is the pervasive existing of dropout events which are caused by the shallow sequencing depth per cell. In this dissertation, we develop model-based deep autoencoder for clustering and imputation of scRNA-seq data.

The organization and contributions of this dissertation are outlined as following:
Chapter 2: In this Chapter, we discussed the major challenge in the analysis of scRNA-seq data and the current state-of-arts statistical and machine learning methods. These methods include state-of-arts multi-kernel spectral clustering methods - SIMLR and MPSSC, and the imputation and clustering method - CIDR. We also briefly introduced the deep learning method - autoencoder and a special autoencoder designed for analysis of the discrete scRNA-seq count data - deep count autoencoder (ZINB model-based autoencoder). Finally, a recent classical deep learning approach for clustering, the deep embedding clustering (DEC) algorithm, is introduced.

Chapter 3: In this Chapter, we have developed scDeepCluster, a single-cell modelbased deep embedded clustering method, which simultaneously learns feature representation and clustering via explicit modeling of scRNA-seq data generation. Based on testing extensive simulated data and real datasets from four representative single-cell sequencing platforms, scDeepCluster outperformed state-of-the-art methods under various clustering performance metrics and exhibited improved scalability, with running time increasing linearly with sample size. Its accuracy and efficiency make scDeepCluster a promising algorithm for clustering large-scale scRNA-seq data. The material reported in this chapter is published in Tian et al. [2].

Chapter 4: In this chapter, we introduce a Maximum Mean Discrepancy regularization that further improves the imputation performance of the model-based deep autoencoder. The regularization uses a differentiable categorical distribution - GumbelSoftmax to explicitly model the dropout events, and minimizes the Maximum Mean Discrepancy (MMD) between the reconstructed randomly masked matrix and the raw count matrix. The imputation results on simulated data show that the regularization can improve the model-based autoencoder in estimating missing values. We expect to do more simulation and real-data experiments to evaluate this regularization.

## CHAPTER 2

## STATISTICAL AND MACHINE LEARNING METHODS FOR ANALYSIS OF SCRNA-SEQ DATA

### 2.1 Single Cell RNA-seq Technology

Cell is a fundamental unit in biology. Multi-cellular organisms are composed of a plethora of cells with distinct types. Cell types can be distinguished by their shape and size under a microscope. Single cell sequencing technologies have made it possible to discover cell types at molecular level [3]. Specifically, single-cell RNA sequencing (scRNA-seq) can be used to define cell types, which profiles all gene expression activities (transcriptome) of each cell. Cells are compared based on their transcriptome similarity and tend to cluster into different groups based on their cell types. From the analytic point of view, this cell type discovery procedure is considered as unsupervised clustering. To sequence mRNA from a single cell, two major steps are (1) to capture single cells, and (2) to amplify and sequence mRNAs produced from a cell (Figure 2.1). Technologies designed for capturing single cells include micro-pipetting micromanipulation, laser capture microdissection, fluorescence activated cell sorting (FACS) and microdroplets, etc. After isolating single cells, the next step is to use unique molecular identifiers (UMIs) to barcode each individual mRNA molecule with a cell. UMIs can let us track the single cell origin of each mRNA molecule. The following steps, reverse transcription, cDNA amplification, and sequencing library preparation, are the same as sequencing bulk mRNAs. Briefly, mRNA is fragmented into pieces, which is then reversely transcribed into cDNA followed by amplification. One or two ends of the cDNA fragments are sequenced, resulting in millions
of short reads, between 50 to 200 base pairs in length. The reads go through quality control, which removes low quality bases and sequencing primers. After that, the reads are typically then mapped to a reference genome. The mapping procedure is to find the matching positions in the reference genome of the reads. The mapped reads are then generally pooled into regions of interest for summarization. The most common case is to pool and count reads by gene, in which case the data consist of nonnegative counts indicating the number of reads observed for each gene. Therefore, like the RNA-seq technology, scRNA-seq generates discrete count data. Different to bulk RNA-seq reads, scRNA-seq reads have the UMI sequences, which can be used to track the cell origin of each mRNA molecule. As a result, the output of scRNA-seq takes the form of $n \times p$ matrices, representing the read counts mapped to the $p$ genes across $n$ cells. The read count values represent the relative expression levels of each mRNA in cells. Higher count value means higher relative expression levels of this gene. Library size is the total number of reads that were aligned to the reference genome per sample/cell. A relative expression level of a gene in a cell is represented by the proportion of the read counts of this gene in the library size of the cell. To compare gene expression levels across samples/cells, the read counts need to be normalized by the library size and other biases. The software for quality control, alignment and read count summarization and normalization have been developed for scRNA-seq data. To list a few, they are Seurat[4] and cell rangers. In this dissertation, we will assume that quality control, mapping, pooling, and summarization of the raw reads have already been performed. Our analysis starts from the read count matrices. Owing to the low initial amounts of RNA obtained from each single cell, scRNA-seq data exhibit much higher levels of noise and much more zeros. The false zero values can rise from the steps of both
library preparation and sequencing. During library preparation, some mRNA molecule might be lost due to the tiny initial amounts. The sequencing step can also generate "false" zero values, caused by the relative shallow sequencing depth per cell. It is common to observe more than $50 \%$ entries of the measured data matrix are zero values [3]. There is a trade-off between sequencing depth and sample size (the number of cells that can be profiled), given the same budget. The larger sample size, the lower sequencing depth, and then the more dropout events. As a result, most, if not all, scRNA-seq studies suffer from dropout events. To address this issue and make downstream analysis more effective, many methods have been proposed. We introduce some representative ones here.

## Single-cell RNA-Seq (scRNA-Seq)



Figure 2.1 (Source: https://learn.gencore.bio.nyu.edu/single-cell-rnaseq/, accessed on April 29 2019) Illustration of the procedure of scRNA-seq experiment and analysis.

### 2.2 Multi-kernel Based Spectral Clustering

SIMLR - single-cell interpretation via multi-kernel learning was one of the earliest method proposed for the analysis of scRNA-seq data[5]. A key challenge for analysis of scRNAseq data is the pervasive dropout events commonly encountered in single-cell sequencing. . Unsupervised clustering, dimension reduction, and visualization all rely on similarity metrics that would be heavily interfered by dropout events. Missing values will corrupt similarity matrix estimation. SIMLR uses multi-kernels to mitigate this issue. The overview of SIMLR is given in Figure 2.2. Briefly, to overcome the issues of noise and dropout events, SIMLR learns a robust distance metric that best fits the structure of the data by combining multiple Gaussian kernels. The robust similarities learned by SIMLR can be adapted into downstream clustering and dimension reduction.


Figure 2.2 (Source: ref [5]) The overview of multi-kernel clustering for scRNA-seq data.

SIMLR represents one of the state-of-arts clustering algorithms for scRNA-seq data. Later, an improved version, MPSSC - spectral clustering based on learning similarity matrix, has been proposed [6]. MPSSC is also based on spectral clustering. The similarities or the Laplace matrix is learned by SIMLR's multi-kernel procedure. MPSSC furtherly introduce a stronger sparsity constraint, which is shown to bring better clustering performance. Both SIMLR and MPSSC require the calculation of the similarity matrix or the Laplace matrix, which, however, is computationally expensive. The space complex (memory to store) for the Laplace matrix is quadratic or super-quadratic. It requires large memory to analyze large datasets such as thousands of samples. This limitation restricts the application of these multi-kernel spectral methods to large datasets.

### 2.3 Imputation of scRNA-seq data

As mentioned earlier, the large number of missing values due to dropout events are the major challenge in analysis of scRNA-seq data. A direct approach to address this problem is to do imputation (estimation of missing values). If imputation can recover missing values accurately, down-stream dimension reduction and clustering analyses would be more effective. Clustering analysis is primarily based on the similarity. CIDR - Clustering through Imputation and Dimensionality Reduction is one example of the imputation and clustering methods that have been proposed for scRNA-seq [7]. CIDR uses a simple implicit imputation approach that borrows information from near neighbors to alleviate the impact of dropouts in scRNA-seq data. For gene $k$ in each pair of cell $i$ and $j$, if we define the empirical dropout rate is $P$ and the real expression is $X_{k j}$, the observed expression is

$$
\hat{X}_{k i}=\left(1-P\left(X_{k j}\right)\right) X_{k j}+P\left(X_{k j}\right) X_{k i}
$$

Then the similarity metric between $i$ and $j$ is calculated between $\hat{X}_{. i}$ and $\hat{X}_{. j}$, and it is followed by a hierarchical clustering based on the first few principal coordinates. Many other methods have been introduced for imputation. The scImpute is the first method dedicated for cell-wise and genomic-wise imputation [8]. The first step of the scImpute is to detect cell subpopulations and outliers, which is achieved by PCA followed by spectral clustering to determine cell groups. Next, it uses a mixture model to decide which zero counts are caused by dropout, namely, false zeros to be imputed. Then, it uses the nonmissing values of a candidate neighbor set of cells similar to the target cell to impute its false zero counts (missing values). The scImpute essentially relies on the correlation structure of scRNA-seq data and imputes missing values by leveraging information on the similarities between cells and/or genes.

### 2.4 Autoencoder and Model-based Autoencoder

An autoencoder is a neural network which learns an efficient compressed representation of data in an unsupervised fashion (Figure 2.3). The autoencoder has a low dimensional bottleneck layer and learns to reconstruct its input.


Figure 2.3 (Source: https://www.jeremyjordan.me/autoencoders/, accessed on April 28, 2019) The architecture of autoencoder

Each layer in an autoencoder can be a fully connected or a more complex layer (such as convolution layer). Formally, assume x is the input and z is the output

$$
z=\sigma(W x+b)
$$

Here $\sigma$ is the activation function. These layers can be stacked and construct a deep autoencoder. The typical autoencoder learns to reconstruct it's input. The loss function is mean squared errors (MSE);

$$
L\left(x, x^{\prime}\right)=\left\|x-x^{\prime}\right\|^{2}
$$

The compression forces the autoencoder to learn the essential latent features and the reconstruction ignores non-essential features such as noise. Autoencoder is a widely used method in unsupervised learning

The simplest and most common autoencoder is the so called under-complete autoencoder, in which the bottleneck layer usually has much smaller dimensions than the input samples'. By optimizing the autoencoder network according to minimize the reconstruction loss, the model is forced to learn the most important attributes of the input data. This under-complete autoencoder can be considered as a generalization of principal component analysis (PCA). Not like PCA which is limited to linear transformation, autoencoder can capture the more complex relationship between samples by learning a non-linear manifold.

Autoencoder has many variants. We introduce two important ones: denoising autoencoder and variational autoencoder [9] here.

Denoising autoencoder takes a partially corrupted input and is trained to recover the original undistorted input. Based on the properties of data, the choice of noise can be different kinds. For continuous data, Gaussian noise is a common choice. For the binary data, such as the MNIST hand writing digit images (only white or black), the noise can be a flipping of the binary values. The technique has been introduced with a specific approach to learn good representation. Since it learns a more robust representation when the input is corrupted by the random noise. The denoising autoencoder can also be stacked and noise can be added in each encoder layer [10, 11].

Since the most interesting ability of autoencoder is its ability to learn the latent representation that can reflect the major variations in the data. In some cases, we assume
the lae tent representation can be characterized by some pre-defined distributions (prior distribution) to improve the latent feature learning. The variational autoencoder is designed for this purpose. Variational autoencoder can be either deterministic or non-deterministic. For the non-deterministic autoencoder, it introduces random variances into the latent space (Figure 2.4). In the framework of variational autoencoder, it models the output of the bottleneck layer by a prior distribution. The most common choice is the standard Gaussian distribution. Other distributions can be used for different purposes, such as a Gaussian mixture model for different groups of data. To encourage the learned bottleneck representation to be similar to the prior, a regularization of Kullback-Leibler (KL) divergence is added

$$
L\left(x, x^{\prime}\right)+K L(q(z \mid x) \| p(z))
$$

where $z$ is the latent representation and $p(z)$ is the prior distribution. By adding the regularization, the variational autoencoder can learn the feature representations to be similar to the prior distribution. Variational autoencoder can also be used as a generative model. We can use prior distribution to randomly generate a latent representation, then the decoder can transfer this latent representation to a new generated data sample. The recent advances of variational autoencoder include replacing KL-divergence to the more informative f-divergence (Wasserstein distance or Maximum Mean Discrepancy) and using more complex prior distributions[12, 13].


Figure 2.4 (Source: https://www.jeremyjordan.me/variational-autoencoders/, accessed on April 28, 2019) The architecture of the non-deterministic autoencoder.

To characterize the discrete scRNA-seq count data, zero-inflated model-based autoencoder (Deep Count Autoencoder, DCA) has been introduced [14]. RNA-seq count data can be characterized by the negative binomial distribution [15, 16]. Due to the pervasive zero values, the scRNA-seq count data can be modeled by zero-inflated negative binomial (ZINB) distribution. To denoise and impute the scRNA-seq data, ZINB modelbased autoencoder uses the trick to define the reconstruction error as the likelihood of ZINB distribution instead of constructing the input data itself (Figure 2.5).


Figure 2.5 The overall architecture of ZINB model-based autoencoder (Source: ref [14]).

The ZINB distribution has three parameters: mean $(\mu)$, dispersion $(\theta)$ and dropout ( $\pi$ ) which are learned by the autoencoder. For each input $X$, the ZINB model-based autoencoder learns the likelihood of it.

$$
\operatorname{ZINB}(X \mid \pi, \mu, \theta)=\pi \delta_{0}(X)+(1-\pi) N B(X \mid \mu, \theta)
$$

The loss function of ZINB autoencoder is to maximize the likelihood of all of $X \mathrm{~s}$. Note the ZINB likelihood is differentiable and can be calculated in the back-propagate optimization algorithm. Imputation and clustering both rely on the correlation or similarity structure between cells, and the nature of autoencoder is learning the major latent features, so the ZINB model-based autoencoder is supposed to perform nicely on these tasks. The empirical experiments illustrate this conclusion. ZINB model-based autoencoder represents the first application of autoencoder for latent feature learning of the discrete count data.

The variational autoencoder has also been introduced for scRNA-seq analysis. The scVI and scvis are variational autoencoders but uses a complex hierarchical Bayesian model as the prior distribution to capture the scRNA-seq data with high dropout events and dispersions [17, 18].

### 2.5 Deep Embedded Clustering

The majority of researches in deep neural networks focus on supervised learning. Clustering is an essential unsupervised machine learning task that groups input samples based on their similarities. Due to the "curse of dimensionality", clustering performances are much better in low dimensions than high dimensions. The feature representation ability makes autoencoder an appealing method for clustering. Deep embedding clustering (DEC) is the first method that combines the autoencoder feature learning and clustering [19].


Figure 2.6 Network structure of deep embedding clustering (Source: ref [19])

DEC clusters data by two parts: (1) latent feature representation learned by a deep autoencoder and (2) clustering optimization (Figure 2.6). DEC clusters data by simultaneously learning a set of k cluster centers in the latent space. The clustering part in DEC is called soft assignment which can be updated by the stochastic gradient descent. Consider the problem of clustering a set of $n$ samples $X$ with each sample $x_{i} \in \mathbb{R}^{d}$ into $k$ clusters. Instead of directly clustering in the data space $X$, deep embedded clustering first finds a non-linear mapping $f_{W}: x_{i} \rightarrow z_{i}$, where $Z$ is the latent feature space and $Z$ is typically much smaller than $X$. The clustering will be applied to the latent space $Z$. The non-linear mapping of $X$ to $Z$ is learned by a deep autoencoder. The clustering algorithm is defined as Kullback-Leibler (KL) divergence between distribution $P$ and $Q$, where $Q$ is the distribution of soft label assignments measured by Student's $t$-distribution and $P$ is the derivation of the target distribution from $Q$. Formally, the clustering loss is

$$
L_{c}=K L(P \| Q)=\sum_{i} \sum_{j} p_{i j} \log \frac{p_{i j}}{q_{i j}}
$$

where $q_{i j}$ is the soft label of embedded point $z_{i}$, which is defined as the similarity between $z_{i}$ and cluster center $\mu_{i}$ measured by Student's t-distribution [20, 21]:

$$
q_{i j}=\frac{\left(1+\left\|z_{i}-\mu_{j}\right\|^{2}\right)^{-\frac{\alpha+1}{2}}}{\sum_{j^{\prime}}\left(1+\left\|z_{i}-\mu_{j^{\prime}}\right\|^{2}\right)^{-\frac{\alpha+1}{2}}}
$$

The empirical results suggest the choice $\alpha=1$.Meanwhile, $p_{i j}$ is the target distribution computed by first raising $q_{i j}$ to the second power and then normalizing by frequency per cluster:

$$
p_{i j}=\frac{q_{i j}^{2} / \sum_{j} q_{i j}}{\sum_{j^{\prime}}\left(q_{i j^{\prime}}^{2} / \sum_{j^{\prime}} q_{i j^{\prime}}\right)}
$$

This training strategy can be seen as self-training [22], since the target distribution $P$ is defined based on $Q$.

The original DEC uses the separated optimization procedure, which means it optimize the deep autoencoder first, then use this pretrained autoencoder weights as the initial weight to optimize the clustering part. Next, the algorithm improved deep embedding clustering (IDEC) proposes to combine the two parts and optimize them simultaneously that can get better clustering results [23]. The feature representation ability of the ZINB model-based autoencoder and the advantage of combining clustering and feature learning in DEC bring us the idea for developing the ZINB model deep autoencoder clustering method for scRNA-seq data.

## CHAPTER 3

## MODEL-BASED DEEP AUTOENCODER FOR CLUSTERING ANALYSIS OF SINGLE CELL RNA-SEQ DATA

### 3.1 Introduction

Single-cell RNA sequencing (scRNA-seq) can reveal heterogeneity and diversity among cell populations, which has helped researchers to better understand complex biology questions $[24,25]$. Clustering analysis has been routinely conducted in most scRNA-seq studies. Clustering is a classical unsupervised machine learning problem and has been studied extensively in the past decades. Many popular methods have been proposed, such as k-means [26], Gaussian Mixture Models (GMM) [27] and spectral clustering [28]. However, clustering groups of cells in scRNA-seq datasets is still a statistical and computational challenge. The major problem for clustering of scRNA-seq data, comparing to bulk RNA-seq data and microarray data, is that they are so sparse that most of the measurements are zeros, due to the low RNA capture rate. The missing measurement of genes is defined as dropout event which results in a "false" zero count observation. Recent advantages of sequencing platforms have enabled a dramatic increase in the throughput of thousands of cells [1, 29-31]. These technologies are particularly prone to dropout events due to relatively shallow sequencing depth per cell [32]. In addition, scRNA-seq exhibits high variations in gene expression levels even among cells from one group. Together, these technical and biological factors introduce substantial variations and noises, which makes clustering a particularly challenging task.

Several clustering methods have been developed recently to overcome these challenges. For instance, Xu and Su propose $\mathrm{SNN}-\mathrm{Clip}$, a method that utilizes the concept of the shared nearest neighbor. Such a strategy can effectively handle high-dimensional data [33]. Many researches use sophisticated techniques that involve iterative clustering. These methods would detect relationships between the subtypes, which are further validated by differential gene expression analysis [29, 34, 35]. DendroSplit [36] is an interpretable clustering framework that uses feature selection to uncover multiple levels of biologically meaningful populations in the scRNA-seq data. Wang et al. employ multikernel learning (SIMLR) for single-cell interpretation [5]. SIMLR essentially is a spectral clustering method based on multiple kernels. It combines multiple kernels to learn a robust distance metric that best fits the structure of the data. To characterize the sparsity of scRNA-seq data, Park et al. present also a multi-kernel spectral clustering method, but propose to impose a sparse structure (MPSSC) via L1 penalty [6]. These very recent two methods represent current state-of-arts clustering approaches for scRNA-seq data. Although these spectral clustering-based methods have shown decent performance, they have two issues. First of all, they rely on the full graph Laplacian matrix, which is prohibitively expensive to compute and store. The computing and storing of the Laplacian matrix usually have quadratic or super quadratic complexities in terms of the number of data points (cell numbers here); the decomposing of the matrix even requires cubic complexities [37]. Such complexities imply a severe scalability issue for spectral clustering. It is typical to cluster thousands of cells in many scRNA-seq studies, which requires to run on super machines with huge memory. For example, a machine with 800 Gb memory was used to cluster thousands of cells in [6]. This limitation restricts the application of spectral
based clustering methods to large scRNA-seq datasets, which are typical outputs of modern scRNA-seq platforms, as they can usually profile thousands or even tens of thousands of cells simultaneously. Secondly, spectral clustering methods don't model the characteristics of scRNA-seq count data such as over-dispersion and zero-inflation explicitly, leaving room for further improvement.

Another line of research, which is relevant, focuses on imputing missing values (false zeros) caused by dropout in scRNA-seq data. Such imputation is expected to improve various downstream analyses, including clustering. Several methods and tools have been developed recently in this regard, including statistical models CIDR [7], scImpute [8], MAGIC [38] and SAVER [39], to name a few, and deep learning approaches DeepImpute [40], DCA [14], and scScope [41]. CIDR (Clustering through Imputation and Dimensionality Reduction) is a fast PCA-like algorithm that takes dropouts into account. It incorporates a simple implicit imputation approach to alleviate the impact of dropouts in scRNA-seq data, followed by clustering based on the first few principal coordinates. DeepImpute applies standard deep neural network to predict missing values of target genes using highly correlated genes with sufficient reads coverage as input. Both scScope and DCA are based on autoencoder. Autoencoder is a kind of deep neural networks (DNNs) used to learn efficient feature representation in an unsupervised manne $\mathrm{r}[42]$. The scScope essentially repeats running a regular autoencoder three times, using the final output from the previous run as the initial input for the next run. Compared with regular autoencoder, the DCA (deep count autoencoder) proposes to replace the conventional mean square error (MSE) loss function with a zero-inflated negative binomial (ZINB) model-based loss function for better characterizing scRNA-seq data. We have used the ZINB model for
differential expression analysis of microbiome sequencing data [43], and show it can effectively characterize discrete, over-dispersed and zero-inflated count data. The results of DCA also show that its imputation using ZINB can improve a diverse set of typical downstream scRNA-seq data analyses [14]. Such improvements suggest that the ZINB model is effective at characterizing the pervasive dropout events, the main statistical challenge in scRNA-seq data.

However, these methods focusing on imputation are not designed and optimized for clustering, although we can, as a naive solution, impute scRNA-seq data first, which is then followed by simple clustering using, e.g., k-means. Such a divided strategy is suboptimal for clustering, as shown in the comparison of our method with the DCA.

Because of "curse of dimensionality", clustering performs much better on a small dimensionality than on a high one [44]. Deep neural networks (DNNs) are a natural choice to parameterize a non-linear transforming function that maps the original high dimensional data to a small latent space. DNNs have revealed the theoretical function approximation capability [45] and demonstrated feature learning properties [46]. Recent studies have illustrated that deep learning can successfully gain good performance on clustering tasks when applied to image and text datasets [19, 23]. Meanwhile, a study demonstrates that DNNs can reduce the dimensions of scRNA-seq data in a supervised manner [47]. In contrast, a recently published deep generative model scvis [18] is proposed to capture and visualize the low-dimensional structure in scRNA-seq data in an unsupervised manner.

Therefore, we develop a deep learning clustering method, which integrates the ZINB model with clustering loss in a principled way (see Figure $\mathbf{3 . 1}$ for its architecture). Our method aims to optimize clustering explicitly while performing dimension reduction.

In the developed framework, the non-linear function mapping the read count matrix of scRNA-seq data to a low dimensional latent representation is learned by the ZINB modelbased autoencoder, while the clustering task on the latent space is performed by clustering with Kullback-Leibler (KL) divergence as described in the "deep embedded clustering" (DEC) algorithm [19]. We further introduce the denoising autoencoder technique [10, 11] to ZINB model-based autoencoder, which makes it more powerful to learn a robust feature representation of data. We name the method as single-cell model-based deep embedded clustering (scDeepCluster: https://github.com/ttgump/scDeepCluster, accessed on April 28, 2019). Using both simulated and real scRNA-seq data, we demonstrate that scDeepCluster brings significant accuracy improvement over the competing start-of-art clustering methods. Furthermore, we show that scDeepCluster requires less memory and time complexity than competing methods. This appealing computation efficiency makes scDeepCluster more feasible for analysis of large scRNA-seq data.


Figure 3.1 The network architecture of scDeepCluster. The encoder and decoder are fully connected neural networks. Clustering loss (KL-divergence) is applied to scatter the embedded points $z$. The ZINB (zero-inflated negative binomial) loss has three components: mean, dispersion and dropout, which are estimated by three individual fully connected layers with different activation functions. The random Gaussian noise has been incorporated into the encoder to improve the embedded feature representation.

### 3.2 Methods

### 3.2.1 Read count data preprocessing

Raw scRAN-seq read count data is preprocessed by the Python package SCANPY [48].
First, genes with no count in any cell are filtered out. Second, size factors are calculated and read counts are normalized by library size, so total counts are same across cells. Formally, if denoting library size (number of the total read counts) of cell $i$ as $s_{i}$, then size factor of cell $i$ is $s_{i} /$ median(s). The last step is to take $\log$ transform and scale of read
counts, so that count values follow unit variance and zero mean. The preprocessed read count matrix is treated as input for our denoising ZINB model-based autoencoder.

### 3.2.2 Denoising ZINB model-based autoencoder

Autoencoder is a kind of artificial neural networks used to learn efficient feature representation in an unsupervised manner [42]. The denoising autoencoder is an autoencoder that receives a corrupted data points as input and is trained to predict the original uncorrupted data point as its output [10, 11]. The autoencoder usually has a low dimensional bottleneck layer to learn a latent feature representation. Denoising autoencoder is proved to be more powerful to learn a robust representation of data, since it has the ability to learn the representations of the input that are corrupted by small irrelevant changes in the input. Here, we apply the denoising autoencoder technique to mapping input of read counts to an embedded space to do clustering. In practice, we first corrupt the input by the random Gaussian noise, then construct the autoencoder by the regular fully connected layers. Formally, input $X$ is corrupted by noise

$$
X^{\text {corrupt }}=X+e
$$

where $e$ represents the random Gaussian noise. Note that the noise can be incorporated into every layer of the encoder, which is defined as a stacked denoising autoencoder [11]. We define encoder function as $z=f_{W}\left(X^{\text {corrupt }}\right)$ and decoder function $X^{\prime}=g_{W^{\prime}}(z)$. Encoder and decoder functions are both fully connected neural networks with the rectifier activation [49]. Here $W$ and $W^{\prime}$ are the learned weight of the functions. The learning process of denoising autoencoder is to minimize the loss function

$$
L\left(X, g_{W^{\prime}}\left(f_{W}\left(X^{\text {corrupt }}\right)\right)\right)
$$

where $L$ is the loss function.
To capture the characters of scRNA-seq data, we apply ZINB model-based autoencoder [14] instead of a regular autoencoder which is trained to attempt to reconstruct its input. Not like the regular autoencoder, the loss function of the ZINB model-based autoencoder is the likelihood of zero-inflated negative binomial distribution (ZINB). ZINB is applied to characterize the dropout events in scRNA-seq. Formally, ZINB is parameterized with the mean $(\mu)$, the dispersion $(\theta)$ of the negative binomial distribution and with an additional coefficient $(\pi)$ that represents the weight of point mass of probability at zero (the probability of dropout events)

$$
\begin{gathered}
N B\left(X^{\text {count }} \mid \mu, \theta\right)=\frac{\Gamma\left(X^{\text {count }}+\theta\right)}{X^{\text {count }}!\Gamma(\theta)}\left(\frac{\theta}{\theta+\mu}\right)^{\theta}\left(\frac{\mu}{\theta+\mu}\right)^{X^{\text {count }}} \\
\operatorname{ZINB}\left(X^{\text {count }} \mid \pi, \mu, \theta\right)=\pi \delta_{0}\left(X^{\text {count }}\right)+(1-\pi) N B\left(X^{\text {count }} \mid \mu, \theta\right)
\end{gathered}
$$

where $X^{\text {count }}$ represents the raw read counts. The ZINB model-based autoencoder estimates the parameters $\mu, \theta$ and $\pi$. Say $D=g_{W^{\prime}}^{\prime}\left(f_{W}\left(X^{\text {corrupt }}\right)\right)$ represents the last hidden layer of decoder, we append three independent fully connected layers to $D$ to estimate parameters

$$
\begin{gathered}
\mathrm{M}=\operatorname{diag}\left(s_{i}\right) \cdot \exp \left(W_{\mu} D\right) \\
\Theta=\exp \left(W_{\theta} D\right) \\
\Pi=\operatorname{sigmoid}\left(W_{\pi} D\right)
\end{gathered}
$$

where $M, \Theta$, and $\Pi$ represent the matrix form of estimations of mean, dispersion and dropout probability, respectively. The size factors $s_{i}$ are calculated in the part of "data preprocess" and included as an independent input to the deep learning model. The activation function chosen for mean and dispersion is exponential since mean and
dispersion parameters are non-negative values; the activation function for the additional coefficient $\pi$ is sigmoid which represents the dropout probability. Dropout probability is in the interval of 0 to 1 , so sigmoid is a suitable choice of the activation function. The loss function of ZINB model-based autoencoder is the negative log of ZINB likelihood

$$
L_{\text {ZINB }}=-\log \left(\operatorname{ZINB}\left(X^{\text {count }} \mid \pi, \mu, \theta\right)\right)
$$

### 3.2.3 Deep embedded clustering with local structure preservation

The clustering stage follows the deep embedded clustering [19, 23]. Consider the problem of clustering a set of $n$ cells $X$ with each sample $x_{i} \in \mathbb{N}^{d}$ ( $x_{i}$ represents the read counts of $d$ genes in the $i$ th cell) into $k$ clusters. Instead of directly clustering in the data space $X$, deep embedded clustering first finds a non-linear mapping $f_{W}: x_{i} \rightarrow z_{i}$, where $Z$ is the latent feature space and $Z$ is typically much smaller than $X$. The clustering will be applied to the latent space $Z$.

In order to capture the characters of single-cell RNA-seq data, we apply denoising ZINB model-based autoencoder to learn the non-linear mapping of $X$ to $Z$ (we build a clean encoder sharing the same weights but without Gaussian noise for the clustering layer, Appendix Figure 1). The clustering algorithm is same as [19], which is defined as Kullback-Leibler (KL) divergence between distribution $P$ and $Q$, where $Q$ is the distribution of soft labels measured by Student's $t$-distribution and $P$ is the derivation of the target distribution from $Q$. Formally, the clustering loss is

$$
L_{c}=K L(P \| Q)=\sum_{i} \sum_{j} p_{i j} \log \frac{p_{i j}}{q_{i j}}
$$

where $q_{i j}$ is the soft label of embedded point $z_{i}$, which is defined as the similarity between $z_{i}$ and cluster center $\mu_{i}$ measured by Student's t-distribution [20, 21]:

$$
q_{i j}=\frac{\left(1+\left\|z_{i}-\mu_{j}\right\|^{2}\right)^{-1}}{\sum_{j^{\prime}}\left(1+\left\|z_{i}-\mu_{j^{\prime}}\right\|^{2}\right)^{-1}}
$$

Meanwhile, $p_{i j}$ is the target distribution computed by first raising $q_{i j}$ to the second power and then normalizing by frequency per cluster:

$$
p_{i j}=\frac{q_{i j}^{2} / \sum_{j} q_{i j}}{\sum_{i^{\prime}}\left(q_{i j^{\prime}}^{2} / \sum_{j^{\prime}} q_{i j^{\prime}}\right)}
$$

This training strategy can be seen as self-training [22], since the target distribution $P$ is defined based on $Q$.

We pre-train the stacked denoising ZINB model-based autoencoder before the clustering stage. The initializing of cluster centers is obtained by standard $k$-means clustering in the embedded feature space after the pre-training of denoising ZINB modelbased autoencoder.

As a result, the model has two components: the denoising ZINB model-based autoencoder and the clustering part. Then the objective function of scDeepCluster is

$$
L=L_{Z I N B}+\gamma L_{c}
$$

where $L_{\text {ZINB }}$ and $L_{c}$ are the ZINB loss function of denoising ZINB model-based autoencoder and the clustering loss respectively, and $\gamma>0$ is the coefficient that controls the relative weights of the two losses. According to [23], this form of loss has the advantage that it can preserve the local structure of the data generating distribution.

### 3.2.4 Optimization

The deep neural network (DNN) and cluster centers $\left\{\mu_{j}\right\}$ are jointly optimized by stochastic gradient descent (SGD) and backpropagation. The gradients of clustering loss $L_{c}$ with respect to embedded point $z_{i}$ and cluster center $\mu_{j}$ are computed as:

$$
\begin{gathered}
\frac{\partial L_{c}}{\partial z_{i}}=2 \sum_{j}\left(1+\left\|z_{i}-\mu_{j}\right\|^{2}\right)^{-1} \times\left(p_{i j}-q_{i j}\right)\left(z_{i}-\mu_{j}\right) \\
\frac{\partial L_{c}}{\partial \mu_{j}}=-2 \sum_{i}\left(1+\left\|z_{i}-\mu_{j}\right\|^{2}\right)^{-1} \times\left(p_{i j}-q_{i j}\right)\left(z_{i}-\mu_{j}\right)
\end{gathered}
$$

During optimization, given a mini-batch size $m$ and a learning rate $l r$, cluster center $\mu_{j}$ is updated by

$$
\mu_{j}=\mu_{j}-\frac{l r}{m} \sum_{i=1}^{m} \frac{\partial L_{c}}{\partial \mu_{j}}
$$

The decoder's weight $W^{\prime}$ is updated by

$$
W^{\prime}=W^{\prime}-\frac{l r}{m} \sum_{i=1}^{m} \frac{\partial L_{Z I N B}}{\partial W^{\prime}}
$$

The encoder's weight $W$ is updated by

$$
W=W-\frac{l r}{m} \sum_{i=1}^{m}\left(\frac{\partial L_{Z I N B}}{\partial W}+\gamma \frac{\partial L_{c}}{\partial W}\right)
$$

where $L_{Z I N B}$ is the ZINB loss and $\gamma$ is the coefficient that controls the relative weights of the ZINB and clustering losses. To discover cluster assignments, the optimization procedure will stop when less than tol $\%$ of points change cluster assignment between two consecutive iterations. Note the above procedure is described in [19, 23].

### 3.2.5 Implementation

scDeepCluster is implemented in Python 3 using Keras (https://github.com/kerasteam/keras, accessed on April 28, 2019) with TensorFlow [50] backend. The random Gaussian noise is implemented by the Keras layer "GaussianNoise", and the noise level (argument "stddev") is set to 2.5 . The denoising ZINB model-based autoencoder is first pre-trained by 400 epochs (for the simulated data, we pre-trained 600 epochs) by the optimizer AMSGrad variant of Adam [51,52] with the setting of initial learning rate $l r=$ 0.001, $\beta_{1}=0.9, \beta_{2}=0.999$. The optimizer for clustering stage is Adadelta [53] with the setting of $l r=1.0, r h o=0.95$. The sizes of hidden fully connected layer in encoder are set to $(256,64)$, the decoder is the reverse of the encoder, and the bottleneck layer (the latent space) has the size of 32 . The choice of coefficient $\gamma$ is 1 . The batch size of pretraining and clustering is 256 . The convergence threshold for clustering is $0.1 \%$ of the delta clustering labels per batch. All experiments were conducted on Nvidia Tesla P100 (16G).

### 3.2.6 Competing methods

DCA[14], SIMLR[5], MPSSC[6], CIDR[7], PCA + k-means, scvis[18] and DEC[19] are used as competing methods. DCA is conducted directly by using the authors' API functions (https://github.com/theislab/dca, accessed on April 28, 2019). DCA is not designed for clustering. To do clustering, we first apply the DCA (with the default parameters given by the authors) to denoise the raw read count data (impute the dropouted counts); then reduce the high-dimensional denoised read count matrix to the 2-D space by PCA (principal component analysis). K-means clustering was conducted on the projected 2-D space. This method is called as "DCA + k-means". We preprocess the read count matrix then use the preprocessed data as the input for the SIMLR, PCA + k-means and MPSSC. First, the read
count matrix is normalized by library size, so total counts are the same across cells. Next, normalized read counts are log transformed. SIMLR is a spectral clustering method, where similarities between cells are learned by multi-kernel. SIMLR is set to use default settings. MPSSC is a multi-kernel spectral clustering framework with the imposition of sparse structures on a target matrix. The parameters for MPSSC are $r h o=0.2, l a m=0.0001$, lam2 $=0.0001$, eta $=1, c=0.1$. "PCA +k -means" is a method that applies PCA to project the processed raw read count matrix to 2-D space directly then followed by k-means clustering. We follow the steps described by the authors for CIDR (https://github.com/VCCRI/CIDR, accessed on April 28, 2019). The input for CIDR is a scData R object constructed by the raw count matrix. The clustering steps for CIDR include determining the dropout events and imputation weighting thresholds, computing CIDR dissimilarity matrix, reducing dimensionality and clustering. We use the first two principal components computed by CIDR to show the latent representations. The scvis is a variational autoencoder [54] based model to capture the low-dimensional representation of scRNA-seq data. We use scvis to reduce scRNA-seq data to 2-D space then apply k-means clustering. For scvis, we follow the preprocessing steps described by the authors: the expression of each gene is quantified as $\log _{2}(\mathrm{CPM} / 10+1)$, where "CPM" standards for "counts per million". Next, the data is projected to a 100-dimensional space by PCA which is used as input for scvis. DEC (https://github.com/XifengGuo/DEC-keras, accessed on April 28, 2019) use the same inputs as scDeepCluster: the raw count matrix is library-size normalized, log transformed, scaled and centered. The hyperparameters in DEC remain the same as the authors' originals (e.g. the sizes of hidden layers are $500,500,2000,10$ ).

### 3.2.7 Evaluation metrics

All clustering results are measured by Normalized Mutual Information (NMI) [55], Clustering Accuracy (CA) and Adjust Rand Index (ARI).

Given the two clustering assignments $U$ and $V$ on a set of $n$ data points, which have $C_{U}$ and $C_{V}$ clusters, respectively. Then NMI is defined as mutual information between $U$ and $V$ divided by the entropy of the clustering $U$ and $V$. Specifically,

$$
N M I=\frac{\sum_{p=1}^{C_{U}} \sum_{q=1}^{C_{V}}\left|U_{p} \cap V_{q}\right| \log \frac{n\left|U_{p} \cap V_{q}\right|}{\left|U_{p}\right| \times\left|V_{q}\right|}}{\max \left(-\sum_{p=1}^{C_{U}}\left|U_{p}\right| \log \frac{\left|U_{p}\right|}{n},-\sum_{q=1}^{C_{V}}\left|V_{q}\right| \log \frac{\left|V_{q}\right|}{n}\right)}
$$

The CA is defined as the best matching between a cluster assignment and the ground truth assignment. Given a data point $i$, Let $l_{i}$ be the ground truth label, and $u_{i}$ be the assignment of the clustering algorithm, then the CA is defined as

$$
C A=\max _{m} \frac{\sum_{i=1}^{n} 1\left\{l_{i}=m\left(u_{i}\right)\right\}}{n}
$$

where $n$ is the number of data points, and $m$ ranges over all possible one-to-one mapping between cluster assignments and true labels. The best mapping can be efficiently found by the Hungarian algorithm [56].

Rand index [57] is a simple measure of agreement between two cluster assignments $U$ and $V$. The Adjust Rand Index (ARI) corrects for the lack of a constant value of the Rand index when the cluster assignments are selected randomly [58]. The ARI is calculated by four quantities. Specifically, we define $a$, the number of pairs of two objects in the same group in both $U$ and $V ; b$, the number of pairs of two objects in different groups in both $U$ and $V ; c$, the number of pairs of two objects in the same group
in $U$ but in different groups in $V$; and d, the number of pairs of two objects in different groups in $U$ but in the same group in $V$. The ARI is formally defined as

$$
A R I=\frac{\binom{n}{2}(a+d)-[(a+b)(a+c)+(c+d)(b+d)]}{\binom{n}{2}-[(a+b)(a+c)+(c+d)(b+d)]}
$$

### 3.2.8 Data simulation

Simulated data are generated by the Splatter R package [59]. The R function splatSimulate is used to simulate the scRNA-seq count data. In all settings, we simulated three cell groups, 1500 cells of 2500 genes, and 20 datasets were repeatedly generated for each setting.

For the simulation of various dropout rates, we set the parameter dropout.shape $=$ -1 , and vary dropout.mid from -0.5 to $1(-0.5,0,0.5,1$, the corresponding dropout rates are $12 \pm 0.3 \%, 17 \pm 0.4 \%, 23 \pm 0.5 \%, 30 \pm 0.6 \%, 39 \pm 0.6 \%$, default dropout.mid in Splatter is 0 ), de.fracScale $=0.3$, the other parameters are set to be default. Each setting generates 20 datasets with different random seeds. After generating the read count matrix, Splatter implements a logistic function to produce a probability that a count should be zero. The read count matrix before dropout is the true counts, and the read count matrix after dropout is the raw counts which are used as input to do clustering. Due to the randomness, datasets with the same setting have slightly different dropout rates. We summarize the mean and standard deviation of dropout rates of each setting. The formula to calculate the dropout rate is defined as
dropout rate
$=\frac{\text { number of } 0 \text { counts in raw counts }- \text { number of } 0 \text { counts in true counts }}{\text { number of counts }>0 \text { in true counts }}$

To simulate datasets with various signal strengths, we vary the parameter de.fracScale in $0.2,0.225,0.25,0.275$, and fix the dropout.shape $=-1$, dropout.mid $=0$, the other parameters are set to be default. In Splatter, the parameter de.fracScale is the sigma parameter of a log-normal distribution that controls the multiplicative differential expression factors.

We simulated a large dataset of 100 k cells by 3000 genes to evaluate the running time of scDeepCluster. The 100k cells are divided into 10 groups. The parameters are: dropout.shape $=-1$, and vary dropout.mid $=0$, de.fracScale $=0.3$. We down-sampled the simulated large dataset to different cell numbers: $5 \mathrm{k}, 7.5 \mathrm{k}, 10 \mathrm{k}, 25 \mathrm{k}, 50 \mathrm{k}, 75 \mathrm{k}$ and 100 k . Down-sampling do not drop any group.

### 3.2.9 Real data

10X PBMC dataset (4K PBMCs from a healthy donor) is provided by 10X scRNA-seq platform [30], which profiles the transcriptome of the peripheral blood mononuclear cells (PBMCs) from a healthy donor. The total number of cells is about 4000. PBMC 4 k data is downloaded from the website of 10X genomics (https://support.10xgenomics.com/single-cell-gene-expression/datasets/2.1.0/pbmc4k, accessed on April 28, 2019). We download filtered gene/cell matrix and cell labels identified by graph-based clustering (method description: https://support.10xgenomics.com/single-cell-geneexpression/software/pipelines/latest/output/analysis, accessed on April 28, 2019).

Mouse embryonic stem cells dataset [1] is downloaded from GSE65525 (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE65525, accessed on April 28, 2019). The transcriptomes are profiled by the droplet-microfluidic approach for parallel barcoding. Allon M.K. et.al analyzed the heterogenous onset of differentiation of mouse
embryonic stem cells after leukemia inhibitory factor (LIF) withdrawal. We download the read count matrices of mouse ES cells sample 1, mouse ES cells LIF- 2days, mouse ES cells LIF- 4days and mouse ES cells LIF- 7days, and put all cells together. The labels of cells are defined as the intervals after LIF withdrawal.

Mouse bladder cells dataset of the Mouse Cell Atlas project [31] is provided by the authors (https://figshare.com/s/865e694ad06d5857db4b, accessed on April 28, 2019). We download the raw digital expression matrix of the all 400,000 single cells sorted by tissues and the table of cell assignments. The authors identified the cell types and described the method in [31]. From the raw count matrix, we select the cells from bladder tissue.

Worm neuron cells dataset is profiled by sci-RNA-seq (single-cell combinatorial indexing RNA sequencing) [60]. The authors profiled about 50,000 cells from the nematode Caenorhabditis elegans at the L2 larval stage and identified the cell types (http://atlas.gs.washington.edu/worm-rna/docs/, accessed on April 28, 2019). We select the subset of the neural cells and removed the cells with the label of "Unclassified neurons". As a result, we get 4186 neural cells.

We further evaluate the performance of scDeepCluster on 2 large real datasets (more than 10k cells): PBMC 68k[30] (https://github.com/10XGenomics/single-cell-3prime-paper, accessed on April 28, 2019) and mouse retina cells[61] (https://scrnaseq-public-datasets.s3.amazonaws.com/scater-objects/shekhar.rds, accessed on April 28, 2019). We failed to run CIDR on the PBMC 68k cells even with 141G memory, so we down-sampled the dataset to 20k cells for CIDR only (other methods on PBMC 68k use the full dataset).

### 3.3 Results

### 3.3.1 Simulation evaluation

To evaluate the performance of scDeepCluster in clustering analysis of scRNA-seq, we designed the following simulations under extensive settings approximating different biological scenarios. Specifically, we applied R package Splatter [59] to simulate scRNAseq read count data. We simulated 1500 cells with 2500 genes each, which formed three groups of the same size ( 500 cells/group). We used the following three performance metrics to evaluate the consistency between the obtained clustering and the true labels: Normalized Mutual Information (NMI) [55], Clustering Accuracy (CA) and Adjusted Rand Index (ARI) [58]. The ranges of NMI and CA are from 0 to 1 , and ARI can yield negative values. The three metrics are statistics of concordance of two clustering labels; the higher the values, the higher concordance of the clustering. We repeated all experiments under the same setting 20 times. We compared the proposed method scDeepCluster with seven competing methods: the DCA[14] + k-means, two multi-kernel spectral clustering methods MPSSC [6] and SIMLR [5], CIDR[7], PCA + k-means, scvis[18] + k-means, and deep embedding clustering (DEC)[19].


Figure 3.2 Clustering performance, measured by Normalized Mutual Information (NMI), of scDeepCluster, DCA + k-means, MPSSC, SIMLR, CIDR, PCA + k-means, scvis +k means and DEC on simulated data with (a) various dropout rates, and (b) various clustering signal strengths (the larger the sigma value, the stronger the signal). The averaged NMIs over 20 repeats with standard errors are shown for each simulation setting. The larger NMI means more concordance between the predicted labels and the true labels.

We first investigated the performance of the eight methods under different dropout rates, which are defined as the proportion of the expressed genes being knocked out of read counts. To do that, we varied the midpoint parameter of the dropout logistic function to generate datasets with different dropout rates $(12 \pm 0.3 \%, 17 \pm 0.4 \%, 23 \pm 0.5 \%$, and $30 \pm 0.6 \%$ ). The accuracy in terms of NMI (averaged over the 20 repeats within each setting)
is presented in Figure 3.2a, and CA and ARI in Figure 3.3. We note several interesting findings. First, all methods have a decreasing accuracy with the increasing dropout rate, confirming our speculation that dropout event makes clustering challenging. Especially, for PCA +k -means and DEC, their performance decreased dramatically with the increasing of dropout rates, but the DCA can improve over it, which illustrates the imputation effect of the DCA. The improvement brought by DCA confirms that special modeling the characteristics of scRNA-seq data can enhance the standard DEC model. Second, scDeepCluster outperformed the other competing methods consistently under all dropout rate settings significantly ( $p$-value $<0.01$, one-sided paired t-test). Third, scDeepCluster was more robust against the increasing dropout rate. The clustering performance of $\operatorname{scDeepCluster}$ was perfect $(\mathrm{NMI} \approx 1)$ until the dropout rate increased to $30 \%$ but remained decent $(\mathrm{NMI} \approx 0.9)$. In contrast, the performances of the other competing methods began to deteriorate quickly and significantly when the dropout rate increased. These superior performances suggest that scDeepCluster can effectively characterize dropout events in scRNA-seq data. In fact, the ZINB loss function not only helps scDeepCluster to improve clustering performance but also makes its performance more stable (Figure 3.4).


Figure 3.3 Clustering performance of scDeepCluster, DCA + k-means, MPSSC, SIMLR, CIDR, PCA $+k$-means, scvis $+k$-means and DEC on simulated data measured by (a) Clustering Accuracy (CA) and (b) Adjust Rand Index (ARI). The averaged values over 20 repeats with standard errors are shown for each simulation setting. The larger value means the more concordance between predicted labels and true labels.


Figure 3.4 Clustering performance of scDeepCluster with ZINB loss and MSE loss on simulated data with various dropout rates measured by (a) NMI, (b) CA and (c) ARI. The averaged values over 20 repeats with standard errors are shown for each simulation setting. The larger value means more concordance between the predicted labels and the true labels.

We next evaluated performance under different clustering signal strengths. To do that, we varied fold change levels of gene expression between cell types/groups, which can be controlled by adjusting the variance parameter sigma in the log-normal distribution employed by Splatter for generating various differential expression intensities. The larger the variance parameter in the log-normal distribution, the larger distance between samples from different clusters, and the stronger the clustering signal. Therefore, fixing the dropout rate at $17 \%$ (default setting of Splatter), we evaluated the methods under various sigma values, and their performances are presented in Figure 3.2b and Figure 3.5. The t-SNE [20] plots of these simulated datasets confirm that the clustering signal strength increases with the sigma value (Figure 3.6). We can see that, again, scDeepCluster outperformed the other methods significantly under all different clustering signal strengths ( $p$-value $<0.01$, one-sided paired t-test). Not surprisingly, the clustering performance of different methods in general improved with the increasing of the signals. Of note, scDeepCluster improved dramatically from the weak signal $($ sigma $=0.2)$ and quickly reached nice clustering (NMI $\approx 0.86$ ) when sigma increased to 0.225 . The improvement of the MPSSC over the increasing sigma was steady but very small, indicating its inefficiency in exploiting the increased signal. The SIMLR failed (NMI close to 0 ) for all signals. The DCA, PCA, scvis and DEC also had improvement with the increasing sigma, but the DCA and scvis improved more quickly than the PCA and DEC. On these simulated datasets, we found that scDeepCluster yielded better clustering results after k-means initialization on the embedded spaces, which highlights the contribution of the deep learning clustering stage (Figure 3.7).


Figure 3.5 Clustering performance of scDeepCluster, DCA + k-means, MPSSC, SIMLR, CIDR, PCA + k-means, scvis + k-means and DEC on simulated data measured by (a) Clustering Accuracy (CA) and (b) Adjust Rand Index (ARI). The averaged dropout rates are $17 \%$ (dropout.shape $=-1$, dropout.mid $=0$ ). The averaged values over 20 repeats with standard errors are shown for each simulation setting. The larger value means the more concordance between predicted labels and true labels.


Figure 3.6 The t-SNE plots of simulated data with the different settings of sigma of the log-normal distribution (de.facScale parameter in Splatter). One example from each simulation setting is displayed. Distinct colors represent different true labels. The inputs for t-SNE plots are the library size normalized and log-transformed read count matrix.


Figure 3.7 Clustering performance per batch of scDeepCluster after k-means initialization on the embedded spaces. One example from each simulation setting is displayed. The x axes are the batches, and the y-axes are the values of NMI, CA and ARI. We observe the clustering performance improves after k-means initialization, which illustrates the contribution of the clustering loss.

Finally, we investigated the performance of scDeepCluster when the three groups have imbalanced sample sizes. Following [19], we generated different imbalance levels by varying minimum retention rate $r_{\min }$ when allocating the 1500 cells to the three groups ( 1500 cells by 2500 genes in each dataset, 1500 cells were assigned into three groups. For minimum retention rate $r_{\text {min }}$, data points of group 0 will be kept with relative proportion $r_{\min }$ and group 2 with relative proportion 1, with the group 1 with the relative proportion of the middle: $\left(r_{\min }+1\right) / 2$. Then, the resulting the largest group will have $1 / r_{\min }$ times as large as the minimum one. Fixing the dropout.shape $=-1$, dropout.mid $=0$, and de.facScale $=0.4$ (default values recommended by Splatter), we varied the minimum retention rate from 0.1 to 0.9 . As shown in Figure 3.8, scDeepCluster's performance is fairly robust. It retains perfect clustering concordance (NMI $\approx 1$ ) until $r_{\text {min }}$ decreases to
0.3 , its performance remains decent $(\mathrm{NMI}>0.85)$ even when the imbalance is extreme

$$
\left(r_{\min }=0.1\right)
$$



Figure 3.8 Clustering performance of scDeepCluster measured by NMI, CA and ARI on imbalanced simulated scRNA-seq data. The averaged values and standard errors on the 20 datasets of each simulation setting are shown. The larger value means more concordance between the predicted labels and the true labels. The minimum retention rate is a measurement of imbalance levels.

### 3.3.2 Application to real data

We apply scDeepCluster to four real scRNA-seq datasets to demonstrate the performances. The four datasets are generated from four representative sequencing platforms: PBMC 4 k cells from 10X genomics platform (10X PBMC) [30], mouse embryonic stem cells from droplet barcoding platform (Mouse ES cells) [1], mouse bladder cells from the Microwellseq platform (Mouse bladder cells) [31] and worm neuron cells from sci-RNA-seq platform
(Worm neuron cells) [60], as summarized in Table 3.1. The four datasets, respectively, have $4271,2717,2746$ and 4186 cells/samples, with $16,449,24,046,19,079$ and 11,955 genes after preprocessing, and form 8, 4, 16 and 10 groups/clusters. The detailed description of these datasets is provided in the "Real data" section of the method part. The spectral based clustering methods (MPSSC, SIMLR) were imposed with quadratic space complexity, and we failed to run them with even large memory (e.g., 256G). To make a comparison, we randomly sampled 2100 cells from each dataset. It is noted that the random sampling did not drop any groups in any dataset. The three metrics (NMI, accuracy, and ARI) of clustering performances are visualized in Figure 3.9a. We observe that the proposed deep learning clustering scDeepCluster outperformed all the other methods including MPSSC, SIMLR, CIDR and scvis in all four datasets. We visualized the progression of the embedded presentation of the four datasets using t-SNE [20] plots (Figure 3.10). The increased performance after the k-means initialization is also observed on the four real datasets.

## Table 3.1

Summary of Four Real scRNA-seq Datasets*

| Dataset | Sequencing <br> Platform | Sample size / <br> Cell Numbers | \#Genes | \#Groups |
| :---: | :---: | :---: | :---: | :---: |
| 10X PBMC | 10X | 4271 | 16,449 | 8 |
| Mouse ES cells | Droplet Barcoding | 2717 | 24,046 | 4 |
| Mouse bladder <br> cells | Microwell-seq | 2746 | 19,079 | 16 |
| Worm neuron cells | sci-RNA-seq | 4186 | 11,955 | 10 |

* We randomly sampled 2100 cells from each dataset to do the experiments


Figure 3.9 Benchmark results on four real scRNA-seq datasets with true labels. (a) Comparison of clustering performances of scDeepCluster, DCA + k-means, MPSSC, SIMLR, CIDR, PCA + k-means, scvis +k -means and DEC which are measured by Normalized Mutual Information (NMI), Clustering Accuracy (CA) and Adjusted Rand Index (ARI). The larger value means more concordance between the predicted labels and the true labels. (b) Comparison of 2D visualization of embedded representations. The axes are arbitrary units. Each point represents a cell. The distinct colors of the points represent the true labels. No method uses the true label information.


Figure 3.10 Visualization of latent representations during the clustering stage on the 2100 cells subsets of (a) 10X PBMC, (b) Mouse ES cells, (c) Mouse bladder cells and (d) Worm neuron cells. Different colors mark different groups of cells. The NMIs per batch are also shown.

The latent space in the proposed scDeepCluster model is an ideal low-dimensional embedded representation of the high dimensional input data. To illustrate the representation effectiveness of latent space, we apply t-SNE to visualize the final embedded points in the 2 D space which were learned by the ZINB model-based autoencoder in the scDeepCluster model. The 2D space representations of other methods are also plotted. As shown in Figure 3.9b, scDeepCluster separates the mouse ES cells of four different leukemia inhibitory factor (LIF) withdrawal intervals ( 0 days, 2 days, 4 days and 7 days, highlighted in different colors) well, with only a few red samples mingled with the blue, and a few green ones with the yellow. In contrast, the green and the yellow samples were mixed together for the other competing methods. Similar observations were made for the other three datasets that the cells of the same type are separated well in the low-dimensional embedded representation of scDeepCluster with only some outliers, and much better than the competing methods. The results reported so far are done by the 2100 randomly sampled datasets. We summarized the effects of the random Gaussian in Figure 3.11 and the choices of $\gamma$ in Figure 3.12 on these four datasets to illustrate the hyperparameters tuning. We also summarized the clustering results of scDeepCluster on the four full datasets (Figure 3.13). The performance of scDeepCluster is robust for the full and randomly sampled datasets. We observed little improvements for the full datasets which indicate more data help scDeepCluster learns better feature represetations.


Figure 3.12 The denoising autoencoder helps to learn a more robust feature representation [10, 11]. Clustering performance of scDeepCluster with random Gaussian noise and without random Gaussian noise on the 2100 cells subsets of 10X PBMC, mouse ES cells, mouse bladder cells, and worm neuron cells is displayed (these datasets were described in the following subsection).
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Figure 3.13 The effect of the clustering coefficient $\gamma$ on the performance for the 2100 cells subsets of 10X PBMC, mouse ES cells, mouse bladder cells, and worm neuron cells.


Figure 3.13 The clustering performance of scDeepCluster on the 2100 cells downsampled and the full real scRNA-seq datasets. (a) The clustering metrics (NMI, CA and ARI) of scDeepCluster on the 2100 cells down-sampled and the full datasets. (b) The t-SNE visualization of the final latent spaces of scDeepCluster on the full real scRNA-seq datasets.

It is interesting to see the performance of these methods on very large scRNA-seq datasets, such as tens of thousands of cells. To this end, we added for evaluation two additional real datasets with 27 k and 68 k cells, respectively (Table 3.2). SIMLR and MPSSC failed to run over these two large datasets. We observed similar superiority of scDeepCluster over the other competing methods (Figure 3.14).

Table 3.2 Summary of Two Large Real Datasets

| Dataset | Sequencing <br> Platform | Sample size / <br> Cell <br> Numbers | \#Genes | \#Groups |
| :--- | :--- | :--- | :--- | :--- |
| PBMC 68k | 10 X | 68,579 | 20,387 | 10 |
| Mouse retina cells | Drop-seq | 27,499 | 13,166 | 19 |



Figure 3.14 Clustering performance of scDeepCluster evaluated on two large real datasets. (a) Cluster results measured by NMI, CA and ARI (The performance for CIDR on PBMC 68k is the results on the down-sampled 20k cells). (b) Visualization of the final latent spaces of scDeepCluster on the PBMC 68k and mouse retina cells datasets. The distinct colors of the points represent the true labels.

### 3.3.3 Scalability

Practitioners are confronted with a larger and larger number of cells profiled in scRNAseq experiments nowadays. It becomes essential for an analytic method to be capable of handling large datasets. To assess the scalability of $\operatorname{scDeepCluster,~we~summarized~its~}$
running time on datasets with various sample sizes. Particularly, we simulated a large dataset of 100 k cells ( $10^{5}$ cells) by 3000 genes, with 10 groups in these cells, and downsampled this dataset from 5 k to 100 k cells $(5 \mathrm{k}, 7.5 \mathrm{k}, 10 \mathrm{k}, 25 \mathrm{k}, 50 \mathrm{k}, 75 \mathrm{k}, 100 \mathrm{k})$. We report the running time of pre-training and clustering stages of scDeepCluster on these downsampled datasets in Figure 3.15a. We can see that, not like the quadratic running time complexity of spectral clustering, the running time of scDeepCluster scales linearly with the number of cells. Such computational efficiency makes scDeepCluster a very appealing tool for analysis of large scRNA-seq datasets. Furthermore, we found that the clustering performance of scDeepCluster is quite robust to varying sample sizes (Figure 3.15b).


Figure 3.15 Applying scDeepCluster on various down-sampled simulated data. (a) The running time (seconds) of the pre-training stage, the clustering stage and the total of scDeepCluster on different sample size. (b) Clustering performance of scDeepCluster on different sample size measured by NMI, CA and ARI. The results are obtained on Nvidia Tesla P100 (16G).

### 3.4 Discussion

Following most clustering studies, we have assumed that $k$, the number of clusters, is given in the comparison between competing algorithms. In practice, this information is usually unknown. When there is a substantial mismatch between the k used and the true number of clusters, a model mismatch issue may result. A method for determining the optimal number of clusters is desired. For this purpose, following other clustering methods[19], we may employ an elbow-method strategy by introducing a metric, generalizability $(G)$. Formally, $G$ is defined as the ratio between training and validation clustering loss (we split the data to training and validation data):

$$
G=\frac{L_{\text {train }}}{L_{\text {validation }}}
$$

We modify the scDeepCluster model, so it has no reconstruction loss during clustering stage. As a result, $G$ is the ratio between the clustering loss of training data and validation data. We first train scDeepCluster model (only clustering loss in clustering stage) on training data. Next, we calculate the clustering loss, predict the labels of validation data (by using the model trained on training data) and calculate $G$.

To illustrate how $G$ works, we did a simulation experiment. We use Splatter to simulate 20 scRNA-seq datasets which have 5000 cells of 2000 genes in 5 groups. The de.fracScale $=0.3$, and other parameters were set to be default (e.g. dropout.shape $=-1$, dropout.mid $=0$ ). For each simulated data, we split training and validation by the ratio of 9:1. We pre-train 600 epochs for each training data (pre-train the reconstruction loss of denoising ZINB model-based autoencoder), then the pre-trained autoencoder weights are used to initialize the model in clustering stage with various settings of the number of clusters ( $k=3-8$ clusters).


Figure 3.16 Estimate of the number of clusters on the 20 simulated datasets. Plot of Generalizability and NMI of validation data on the various number of clusters. The means and standard errors among 20 simulated data are plotted.

As reported in Figure 3.16, we observe a sharp drop in generalizability when the cluster number increases from 5 to 6 , which suggests that 5 is the optimal number of clusters. We also observe that the NMI values for validation data are highest at 5. This result suggests that generalizability is a good metric to determine the number of clusters. We also summarized the results of $k$ (number of clusters) estimation of the competing methods: CIDR and SIMLR (Figure 3.17). As we can see, CIDR estimates $k$ correctly ( $k$ $=5$ ) in most cases but makes mistakes in some cases, but SIMLR fails to estimate the correct k in all cases.


Figure 3.17 Estimate of the number of clusters (k) by CIDR and SIMLR on the 20 simulated datasets. The x -axis is the values of estimated k , and the y -axis is the counts of the estimations.

Generally, clustering methods can be divided into two subcategories: discriminative clustering algorithms (e.g., spectral clustering), and generative clustering algorithms (e.g., our method). It has been argued that training discriminative models can suffer from overfitting [62]. Our empirical experiments also showed that the spectral clustering model SIMLR mistakenly estimated the number of clusters on the simulated datasets.

In conclusion, we have proposed a method scDeepCluster based on deep learning techniques for clustering analysis of scRNA-seq data. scDeepCluster can learn a latent embedded representation that is optimized for clustering high dimensional input in a nonlinear manner. In particular, we explicitly model scRNA-seq data generation using a parametric model appropriate for characterizing count data with excessive zeros. Both simulation studies and real data applications have shown that coupling deep learning with this parameterization can effectively capture the pervasive dropout events, the main
challenge confronted in scRNA-seq data analysis. In contrast, previous state-of-art spectral clustering methods, MPSSC and SIMLR, rely on multiple Gaussian kernels, which are proved to be less effective in characterizing sparse count data. We have demonstrated the superior clustering performance of scDeepCluster on both on simulated and real datasets by comparison with several competing methods. We also illustrate the excellent scalability of scDeepCluster on large datasets. As an ever-growing number of large-scale scRNA-seq datasets become available, we expect more applications of our method.

## CHAPTER 4

# IMPROVE THE MODEL-BASED AUTOENCODER BY MAXIMUM MEAN DISCREPANCY REGULARIZATION 

### 4.1 Motivation

The experiments presented in Chapter 3 have illustrated the model-based deep autoencoder can archive good performance in the analysis of the discrete count data. However, the zeroinflated negative binomial (ZINB) autoencoder has three parameters to estimate the reconstruction of one input sample. They are the mean, the dispersion, and the dropout. This high degree of freedom brings the concerns of over-fitting of the ZINB autoencoder. The high degree of freedom means the number of parameters is much larger than the number of input samples. For one input sample, the combinations of mean, dispersion and dropout might be infinite. In this part, we introduce a regularization to mitigate this issue of the high degree of freedom.

In the ZINB autoencoder, we assume the output of the mean layer represents the counts or expression levels before the dropout been introduced and optimize the ZINB likelihood to estimate the parameters. But, the relation between the mean layer and the count data is not explicitly defined. The combination of mean, dispersion and dropout for one input sample can be infinite. If we know the latent expression levels (expression levels without dropout) and the probabilities of dropout, we can generate the raw count matrix. The latent expression levels and dropout probabilities have been estimated by the ZINB model-based autoencoder, and dropout events can be modeled by the Bernoulli sampling process with the respecting of the estimated dropout probabilities. Therefore, we can establish an explicit model for generating the reconstruction data. The simple Bernoulli
sampling process is not differentiable, and it is hard to be implemented in the deep neural networks. The recent advance of neural network research has brought the idea of the Gumbel-softmax, which is a differentiable categorical distribution that is used in the backpropagation [63]. A recent study illustrated the Gumbel-softmax can explicitly model the dropout events in scRNA-seq data [64]. Here, we use the Gumbel-softmax to design the regularization for our ZINB deep autoencoder.

By using the Gumbel-softmax, we can generate the count matrix that is randomly masked with the probabilities learned by the dropout layer in the ZINB model-based autoencoder. Due to the randomness, the generated matrices are different for each iteration. If the latent expression levels and dropout probabilities can be learned perfectly, the input raw count matrix can be considered to be generated by this distribution. Our goal is to optimize the divergence or distance between the raw count distribution and the ZINB distribution learned by the model-based deep autoencoder. The Maximum Mean Discrepancy (MMD) is the largest difference in expectations over functions in the unit ball of a reproducing kernel Hilbert space (RKHS) [65]. The MMD has been used as a statistic to determine if two samples are drawn from different distributions. Recent researches illustrated the advantage of MMD as a regularization to guide deep neural network to learn the target distribution[12, 66], such as MMD autoencoder and MMD generative adversarial nets. MMD has also been used to correct the batch effects in the high-throughput genomic data [67]. In this chapter, we introduce to use the MMD as a regularization to help our ZINB model-based autoencoder to learn the data generating distribution better.

### 4.2 Methods

### 4.2.1 The Gumbel-softmax as a zero-inflated sampling layer

An additional zero-inflated (ZI) layer was appended to the mean and dropout layer of decoder network. The ZI layer generate a matrix of stochastic 0,1 values with respecting the dropout probabilities ( 0 means dropout, 1 means not). The back-propagation cannot deal with stochastic units. To sample the stochastic Bernoulli values, we use the Gumbelsoftmax technic [63]. Suppose $p$ is the probability for dropout, and $q=1-p$ is the probability for non-dropout. The sample $s$ from Gumbel-softmax distribution was obtained by

$$
s=\frac{\exp \left(\frac{\log (p)+g_{0}}{\tau}\right)}{\exp \left(\frac{\log (p)+g_{0}}{\tau}\right)+\exp \left(\frac{\log (q)+g_{1}}{\tau}\right)}
$$

where $g_{0}, g_{1}$ were sampled from a Gumbel $(0,1)$ distribution:

$$
g_{0}, g_{1} \sim-\log (-\log (u)), u \sim(0,1)
$$

As the hyper-parameter $\tau \rightarrow 0$, the generated samples $s$ should be identical to the samples from the Bernoulli distribution. In practice, the too small $\tau$ will suffer the problem of gradient vanish and make the optimization algorithm fail. To fix it, we use an annealing strategy that decreases the $\tau$ per 100 epochs, from 1 to 0.5 . After obtaining the matrix of stochastic Bernoulli 0,1 matrix $S$, we can easily write the generated reconstruction matrix by the using the output of the mean layer $M$

$$
\text { Zero inflated count matrix }=M \cdot S
$$

The dot means element-wise production.

### 4.2.2 The Maximum Mean Discrepancy

The Maximum Mean Discrepancy (MMD) is the largest difference in expectations over functions in the unit ball of a reproducing kernel Hilbert space (RKHS). MMD can be considered as the f-divergence between two distribution [65]. Given $x$ and $y$ which are sampled from two distributions $X$ and $Y$, and $\mathcal{F}$ to be a class of functions $f: \mathrm{X} \rightarrow \mathbb{R}$, the MMD can be formally defined as

$$
M M D[\mathcal{F}, X, Y]:=\sup _{f \in \mathcal{F}}\left(\boldsymbol{E}_{x}[f(x)]-\boldsymbol{E}_{y}[f(y)]\right)
$$

This equation usually doesn't has a closed form and hard to calculate. Fortunately, MMD has an unbiased U-statistic estimator which can be used in conjunction with stochastic gradient descent (SGD) methods. The unbiased estimator of MMD can be written as

$$
M M D_{u}^{2}[\mathcal{F}, X, Y]
$$

$$
\begin{aligned}
& =\frac{1}{m(m-1)} \sum_{i=1}^{m} \sum_{j \neq i}^{m} k\left(x_{i}, x_{j}\right)+\frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j \neq i}^{n} k\left(y_{i}, y_{j}\right) \\
& -\frac{2}{m n} \sum_{i=1}^{m} \sum_{j=1}^{n} k\left(x_{i}, y\right)
\end{aligned}
$$

where $k()$ is the kernel. The kernel can be Gaussian kernel or IMQ kernel. We use IMQ kernel with multiple bandwidths (from 1e-3 to 1e3). We want to estimate the MMD between estimated zero-inflated mean matrix and the raw count matrix. The MMD of discrete counts might not easy to be calculated, we take log transform of them first. In our context, the MMD loss for ZINB model-based autoencoder can be written as

$$
L_{M M D}=M M D(\text { raw count matrix }, \text { reconstructed count matrix })
$$

### 4.2.3 The ZINB model-based autoencoder with MMD regularization

The proposed MMD regularization can be easily plugged into the ZINB model-based autoencoder. The loss will be

$$
L=L_{Z I N B}+\lambda L_{M M D}
$$

Figure 4.1 shows the architecture of the regularized ZINB model-based autoencoder.


Figure 4.1 The network architecture of ZINB model-based autoencoder with MMD regularization.

The same architecture can be also used for clustering analysis, just by adding the clustering loss:

$$
L=L_{Z I N B}+\gamma L_{c}+\lambda L_{M M D}
$$

We set $\lambda$ to be 0.1 here.

### 4.2.4 Implementation

The ZINB model-based autoencoder with MMD regularization is implemented in Python 3 using Keras (https://github.com/keras-team/keras, accessed on April 28, 2019) with TensorFlow [50] backend. The autoencoder structure is set to have one hidden layer which has the size of 64, and the bottleneck layer's size is 32 . The encoder, bottleneck and decoder layers all use the Relu activation and batch normalization technic[68]. We choose the IMQ kernel for MMD, which can be written as

$$
k(x, y)=\frac{C}{C+\|x-y\|^{2}}
$$

C is the bandwidth. To reduce the sensitivity on choice of the bandwidth, we use the mixture values $C \in$ [0.001, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5. 10. 20, 50, 100, 200, 500, 1000] The IMQ kernel has fatter tails than the classic radial basis function kernel, which makes the early training easier.

### 4.3 Results

We use Splatter to generate simulated read count data with various dropout rates (varying the dropout.mid from 3, 4, 5, 6). The other parameters are set to be default. For each setting, we generate 20 datasets, for each have 1500 cells of 2500 genes, equally from three groups. To evaluate the performance of imputation of dropout counts, we define the imputation error. For the counts that were missed, the imputation error is

$$
\text { Imputation error }=\frac{\left\|X_{\text {estimate }}-X_{\text {true }}\right\|}{\left\|X_{\text {true }}\right\|_{0}}
$$

The $\left\|X_{\text {true }}\right\|_{0}$ means the 10 norm of the true counts (true counts here are the latent true values of the counts need to be imputed, or the dropped counts). The estimated and true counts are $\log$ transferred. We compare the proposed MMD regularization (ZINB AE + MMD) with multiple methods: the vanilla ZINB model-based autoencoder (ZINB AE), the deep count autoencoder (DCA, default parameters and implementation suggested by authors), scImpute[8]. scImpute is the state-of-arts statistical model to impute the scRNAseq data. For scImpute, we set the number of subpopulations to 3 and leave other parameters to be the default values. The hidden layer of ZINB model-based autoencoder is 64 , and the bottleneck layer is 32 .

The imputation results are summarized in Figure 4.2. As we can see, with the increasing of dropout rates, the imputation is more difficult, which is expected. Both our implemented ZINB model-based autoencoder and DCA has increasing imputation errors with the increasing of dropout rates, but the MMD regularization can mitigate this issue. The imputation errors of scImpute increase quickly with the dropout rate. When the dropout rate is extreme, the imputation result of scImpute is not much better than the raw data.


Figure 4.2 The performance of imputation of different under simulated data with different dropout rates. Imputation errors are based on $\log$ scaled.

### 4.4 Future work

Due to the high degree of freedom, it may suffer the issue of over-fitting for the ZINB model-based autoencoder. To mitigate the issue of a large number of parameters, we introduce an MMD regularization that helps the ZINB model-based autoencoder to better estimate the latent expression levels masked by dropout events. We evaluated our proposed method on the Splatter simulated data and achieved better results than the version of ZINB model-based autoencoder without regularization. Next, we will evaluate our method on more real scRNA-seq datasets.

Currently, the ZI layer to generate the randomly masked matrix only uses the mean and dropout parameters. We didn't use the information about dispersion. However, the sampling from negative binomial distribution has the same issue as the sampling from Bernoulli distribution. They are not differentiable. We use the differentiable Gumbelsofmax to mimic Bernoulli sampling here. Therefore, the next research question is can we design a differentiable method to mimic the negative binomial sampling?

Basically, the scRNA-seq data can be modeled by a distribution. The distribution should have this form:
scRNA-seq count matrix $\sim \Delta(X), X \sim$ Some discrete distribution
We use $\Delta$ to represent dropout events. The imputation is a process essentially learns the distribution of scRNA-seq data and tries to estimate the latent expression levels before dropout events. In other words, imputation leans the latent data distribution before dropout. The dropout events haven explicitly modeled by the ZI layer in our proposed model. The performance of learning the latent data distribution based on the metric of measuring the divergence between two distributions. The vanilla ZINB model-based autoencoder uses the maximizing the likelihood. m\Maximizing likelihood can be considered as optimizing the KL-divergence between the raw data distribution and the learned ZINB distribution. However, KL-divergence is point-wise, so we proposed to use the metric that estimated globally - MMD (global means MMD is estimated by all input samples and all reconstruction samples, not point-wise). Our simulation results illustrate MMD indeed improves the distribution learning ability of ZINB model-based autoencoder. The recent studies illustrate the power of adversarial learning such as Generative Adversarial Nets (GANs) [69]. The following studies prove the adversarial learning essentially optimize the
f-divergence between the data distribution and the samples generated by neural networks, such as Wasserstein GANs [70]. Wasserstein distance has been successfully used in many deep neural network studies. In the following, we plan to study if the adversarial learning strategy can help the imputation of scRNA-seq data.

Since the dropout events are the major challenge of analysis of scRNA-seq data, the imputation analysis can recover the missed values and help the down-stream analysis to get better results. These down-stream analyses include cell type clustering (like scDeepCluster), differential expression analysis, cell lineage trajectory (the temporal ordering of cell differentiation). We plan to exam the properties of our proposed regularization method for these down-stream analyses.

## APPENDIX <br> NETWORK STRUCTURE OF SCDEEPCLUSTER

In order to make the ZINB model-based autoencoder more robust to learn the latent representations, we use the denoising autoencoder technic. In order to get good clustering result, in scDeepCluster model, we didn't add Gaussian noise for clustering. We build a clean encoder for clustering layer. The detailed structure is shown here.


Figure A. 1 The detailed network structure of scDeepCluster on 10X PMBC data
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