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ABSTRACT 

STRUCTURAL STUDIES TO DETERMINE THE MECHANISMS SUPPORTING 

MULTIFERROIC AND FERROELECTRIC PROPERTIES  

OF COMPLEX OXIDES 

by 

Han Zhang 

Multiferroics are a class of materials which possess both magnetic and electrical 

polarization with possible coupling between them. They show promise to enable new 

sensors and data storage devices with novel features, such as the possibility of writing 

polarization bits with magnetic fields at low power. The coexisting magnetic and 

ferroelectric order parameters are usually weakly coupled, preventing practical use. The 

development and study of new classes of materials with large magnetoelectric couplings 

is of high importance. Understanding the structure of these materials is key to this effort. 

As one class of these systems, the RX3(BO3)4 has been shown to have a giant 

magnetoelectric (for R=Ho, X=Al) effect of P = 0.36C/cm2 in magnetic fields, which is 

significantly higher than the reported values for other multiferroic compounds. The 

atomic level origin is still not understood. In this work, macroscopic and atomic level 

properties of the full class RX3(BO3)4 (R=Ho, Gd, Eu, Sm, Nd, and X=Al or Fe) are 

explored by various experimental measurements, complemented by density functional 

theory calculations.  In HoAl3(BO3)4, an anomalous change in the structure is found in the 

temperature range where large magnetoelectric effects occur.   No large structural change 

or distortion of the HoO6 polyhedra is seen to occur with a magnetic field.  The magnetic 

field dependent structural measurements reveal enhanced structural correlation between 

neighboring HoO6 polyhedra. A qualitative atomic-level description of the mechanism 

behind the large electric polarization induced by magnetic fields in the general class of 
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RAl3(BO3)4 systems (R= rare earth) is developed. A detailed structure related mechanism 

for the general RX3(BO3)4 is developed by high-resolution x-ray diffraction 

measurements. 

  Another system under study is the standard class of ferroelectrics: ATiO3 

including SrTiO3 and BaTiO3.  The A=Sr system is known not to possess a polarization 

state in bulk form. In this work, pressure dependent structural measurements on 

monodispersed nanoscale SrTiO3 (STO) samples with average diameters of 10 to ~80 nm 

are conducted. A structural phase diagram of nanoscale SrTiO3 with reduced dimension is 

developed.  A robust pressure independent polar structure is detected in the 10 nm sample 

for pressures up to 13 GPa while a size-dependent cubic to tetragonal transition occurs (at 

P = Pc) for larger particle sizes.  The stability and polar characteristics of the A=Ba 

system are explored, and mechanisms for stabilizing the polar phase in nanoscale SrTiO3 

and BaTiO3 are examined. 
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CHAPTER 1 

INTRODUCTION TO MULTIFERROICS 

 

1.1 Ferroelectricity 

1.1.1 General Concept of Ferroelectricity 

Ferroelectricity [1] was first discovered in 1920 in Rochelle Salt by Valasek [2], it 

describes materials that have a spontaneous electric polarization that can be reversed by 

applying an external electric field. The term is analogized to ferromagnetism, in which a 

material exhibits a permanent magnetic moment which can be switched with the 

application of an external magnetic field. A typical polarization hysteresis loop is 

displayed in Figure 1.1. 

 

 
 

Figure 1.1 Ferroelectric hysteresis loop. 
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1.1.2 Proper and Improper Ferroelectrics 

The ferroelectric state can be achieved by various mechanisms.  A critical and necessary 

condition for having a polarization state in a material is the absence of a center of 

inversion. If a structural instability resulting in a polar state associated with the electronic 

pairing serves as the main driving force of the transition, such materials are called 

“proper” ferroelectrics [1]. Some of the well-known example materials are BaTiO3 and 

BiFeO3. In BiTaO3 there is a distinct displacement of the Ti and O ions of high 

symmetry positions [3]. If, on the other hand, the inversion symmetry breaking is caused 

by some more complex lattice distortion or if it appears as an accidental by-product of 

some other ordering, for example, charge ordering, the ferroelectricity is called 

“improper”.  Table 1.1 is a list of some well-known proper and improper ferroelectrics. 

More Details will be discussed in the next few sections. 

Table 1.1 Classification of Ferroelectrics 

 

Mechanism of Symmetry 

Breaking 

Materials 

Proper 

Covalent Bonding between 

3d0 transition metal and 

oxygen 

BaTiO3 

Polarization of 6s2 lone pair 

of Bi or Pb 

BiMnO3, BiFeO3, 

Pb(Fe2/3W1/3)O3 

Improper 

Structural transition hexagonal RMnO3 

Charge ordering LuFe2O4 

Magnetic ordering 
Orthorhombic RMnO3, 

RMn2O5, CoCr2O4 

Source: [1(f)] 
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1.2 (Anti)Ferromagnetism 

Unpaired electrons on atoms inside a material give rise to the existence of magnetic 

dipole moments. The effect that the unpaired magnetic dipole moments tend to align in 

parallel to an external magnetic field is called paramagnetism. Under some 

circumstances, if a material exhibits a net magnetic polarization without the existence of 

an external magnetic field, this material is called ferromagnetic. If the moments of the 

aligned and anti-aligned ions of a material balance completely, then it is called 

antiferromagnetic, a schematic graph is shown in Figure 1.2. 

 

Figure 1.2 Schematic diagram of different kinds of magnetism. 
Source: [4] 
 

1.3 Magnetoelectric Effect (ME) 

The term “Magnetoelectric effect” is used to describe the coupling between electric and 

magnetic parameters, in which the electric (magnetic) polarization can be induced or 

modified by applying an external magnetic (electric) field. The correlation between these 
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parameters can be either linear or non-linear, depending on the specific driving 

mechanism. The effect was first observed by R�̈�ntgen in 1888, with a moving dielectric 

in a magnetic field generating a polarization [5]. Later in 1894, Curie proposed the 

possibility of an intrinsic magnetoelectric effect in some crystals [6], but it was not until 

1926 that Debye first used the phrase “magnetoelectric effect” to describe such kind of 

phenomenon [7]. More Details of ME effect can be found in these recent reviews [8]. 

 

1.4 Review of Multiferroics 

1.4.1 General Discussion of Multiferroics 

The term ‘multiferroic’ was first defined by Schmid [9] in the late 20th century, to 

describe those materials that possess two or more of the so-called ‘ferroic’ properties: 

ferroelectricity, ferromagnetism, and ferroelasticity. As shown in Figure 1.3 

 

 

Figure 1.3 Multiferroic materials. 
Source: [8(e)] 
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However, the current trend is to exclude the requirement for ferroelasticity in 

practice. Therefore, the word ‘multiferroic’ today often refers to the materials in which 

ferromagnetism and ferroelectricity coexist, and it can also be called “ME multiferroics” 

or “magnetic ferroelectrics”. 

 

Figure 1.4 Diagram of “ME multiferroics” [1(d)], ferroelectricity and ferromagnetism 

coexist in the same system, while the electrical parameters and magnetic parameters can 

be tuned by modifying the other. 
Source: [1(d)] 

 

Multiferroic materials may exhibit   unusual physical properties because of the 

coupling between their magnetic and electric order parameters, which in turn have a very 

promising future in multiple applications. Figure 1.5 shows the phase control for ferroics 

and multiferroics [10]. 
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Figure 1.5 The electric field E, magnetic field H, and stress ϭ control the electric 

polarization P, magnetization M, and strain Ɛ, respectively. The coupling between these 

parameters allows the mutual control of each other. 
Source: [10] 

 

1.4.2 Incompatibility of Ferroelectricity and Magnetism. 

As promising as it may sound for the properties of multiferroics, the coexistence of 

ferroelectricity and magnetism is usually rare. From a structural perspective, a 

multiferroic system requires the simultaneous breaking of both the spatial-inversion and 

time-reversal symmetry, which narrows down to only 13 out of 233 Shubnikov magnetic 

point group. Meanwhile, from the point of view of microscopic mechanisms, most 

ferroelectrics are transition metal oxides that possess empty d shells, while magnetism, on 

the other hand, usually requires transition metals with partially filled d shells - the 

difference in filling of the d shells required for ferroelectricity and magnetism makes 

these two ordered states mutually exclusive [1(c),1(e), 8(f)]. 

Still, there are a handful of materials that appear to be multiferroics, but the 

presence of electric and magnetic dipoles does not necessarily mean strong coupling 

between the two. As a contrast, the coexisting magnetic and ferroelectric order 

parameters are usually weakly coupled, given the mechanisms of ferroelectricity and 

magnetism are quite different and often do not strongly interfere with each other. The 
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following section will be focusing on the mechanisms of different types of multiferroics 

to obtain a comprehensive picture of multiferroic materials. 

1.4.3 Approaches to the Coexistence of Ferroelectricity and Magnetism. 

Multiferroics form a very diverse class of materials, and even today there is no universal 

“theory of multiferroics” that can describe them completely (See reviews in Ref. [1] and 

[8]) To obtain a comprehensive picture of multiferroics requires detailed theoretical 

analysis and measurements on a broad class of specific systems. Multiferroics can be 

divided into two classes. In one class, the coexisting magnetic and ferroelectric order 

parameters are weakly coupled, with the onset of ferroelectricity occurring independently 

of the appearance of magnetic ordering. In the other class of multiferroics, the magnetic 

ordering breaks the inversion symmetry and results in a polar state which supports 

ferroelectricity.  Ferroelectricity can also be induced by charge ordering in multiferroics 

[11].  This coupling between magnetization and polarization typically occurs in systems 

with low net polarization (typically < ~1 µC/cm2).  We note that the polarization value in 

most multiferroics is small compared to the classic ferroelectric systems such as BaTiO3 

(P ~ 75 µC/cm2) [12].   

In the search for materials with larger magnetoelectric couplings, compounds 

including Ni3V2O8 [13], MnWO4 [14], LiCu2O2 [15], CuFeO2 [16], CoCr2O4 [17] and 

other systems such as  Ba(Ti0.9Fe0.1)O2.81[ 18 ], NdCrTiO5 [ 19 ], ferrites [ 20 ] and 

manganites [21] were examined.    

In one type of multiferroic materials, the ferroelectricity is induced by lone pair 

electrons, such as BiFeO3. BiFeO3 has received intense investigation because it is one of 

the few multiferroics with both ferroelectricity and magnetism occurring above room 
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temperature; possibly enabling real devices (see reviews in Ref. [1]).  In this system, Bi3+ 

ions with two electrons in the 6s orbit (lone pair) shift away from the centrosymmetric 

positions with respect to the surrounding oxygen ions, leading to ferroelectricity.  But 

because the ferroelectric and magnetic (Fe3+ in this case) units are different, the coupling 

between them is weak. Other similar systems are like BiMnO3, Pb(Fe2/3W1/3)O3. 

 

Figure 1.6 (a) Lattice structure of BiFeO3, (b) Measured P-E loop of BiFeO3, (c) 

spontaneous polarization P is along the [111] direction, and the spiral magnet propagation 

defined by the wave vector q. (d) Polarization in the (101) plane.  
Source: [1(d)]   

 

Another type of multiferroics of interest is the one that ferroelectricity is 

associated with a structural transition. A typical example is the hexagonal rare earth 

manganites RMnO3 [21(c)], such as YMnO3. In the YMnO3 system, the appearance of an 

electric dipole moment is found below the temperature of a lattice transition. The dipole 

moment is believed to be contributed by the nonlinear coupling to nonpolar lattice 

distortions. The shift of atomic positions from a centrosymmetric phase in ferroelectric 

YMnO3 is indicated in Figure 1.7. 
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Figure 1.7 (a) Lattice structure of ferroelectric YMnO3, the arrows indicate the shift of 

atoms from centrosymmetric positions. (b) the electron configuration of Mn ions. 
Source: [1(d)] 

 

The most recent interest in multiferroics was reignited by the discovery of high 

magnetic tuneability of electric polarization and a dielectric constant in the class of 

materials known as ‘frustrated magnets’. In the first type of such system, ferroelectricity 

is induced by magnetic spirals or other nontrivial magnetic ordering. For example, the 

rare earth manganites TbMnO3 [21(d)], in which ferroelectricity is induced by the 

formation of a symmetry-lowering magnetic ground state that lacks inversion symmetry. 

The resulting polarization is small (~ 0.08 µC/cm2), but because it is caused directly by 

the magnetic ordering, a possible new magnetoelectric interaction should be expected.  

The second type of system is one with exchange striction without magnetic spirals. For 

instance, orthorhombic RMn2O5 [21(e)] (R = Tb, Dy, and Ho) was also found to exhibit 
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significant magneto-dielectric effects near a unique commensurate-incommensurate 

magnetic transition where magnetic transitions are intricately coupled with changes in the 

dielectric properties. Details of the mechanism behind this system are more complicated. 

One can refer to ref. [1(f)] for further information. Tables of Multiferroic materials with 

spiral spin order been investigated (Ref. [1(d)]) are presented below. 

Another interesting system is the magnetic oxide Ni3TeO6 [22]. Studies show this 

system exhibits no signature of ferroelectricity (no spontaneous polarization seen in zero 

magnetic field) down to 10 K (in zero magnetic field) but undergoes a single magnetic 

transition at 52 K, below which the system is antiferromagnetic. Recently, it was reported 

that this material exhibits nonhysteretic magnetoelectric switching in the presence of the 

c direction magnetic fields.  As another example, the LuFe2O4 [23] system is found to 

support ferroelectricity which comes from the combination of two factors: crystal 

structure as well as the frustrated charge ordering resulting from ordered Fe2+ and Fe3+ 

sites. Figure 1.8 is a sketch of the charge ordering in the LuFe2O4 system.  
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Figure 1.8 Charge ordering in the bilayered LuFe2O4 system. The charge transfer from 

top to bottom layer gives rise to a net electric polarization. 
Source: [1(f)] 

 

 

There is also a special compound family to be mentioned, which is the polar 

crystals with a strong interaction of the magnetic order parameter and the electrical 

polarization, such as LiFeP2O7 [24]. The coupling of the magnetic order parameter with 

the existing polarization makes it an interesting material to study. 

The systems discussed above all possess different kinds of structures, and hence 

the physical properties, the mechanism behind the coupling of their electrical and 

magnetic parameters are unique to each specific system.  This makes it evident that that 

structural information is essential, on the atomic level (spin coupling) up the micron level 

(domain formation).  Hence, detailed structural studies will be coupled with magnetic and 

other bulk measurements on these materials.  The following tables of multiferroic 

systems were taken from ref [1(d)]. 

 



 

1 

Table 1.2 A List of Multiferroics Excluding Those Ferroelectricity Induced by Spiral Spin Order 

Compound 
Crystal 

Structure 

Magnetic 

ions 

Mechanism for 

multiferroics 

Ferroelectric 

Polarization 

(µC/cm-2) 

Ferroelectric 

transition 

temperature(K) 

Magnetic 

transition 

temperature(K) 

RFe3(BO3)4 R32 R3+, Fe3+ 
Ferroelectric-active 

BO3 group 
~9 ~38 ~37 

Pb(B1/2B’1/2)O3 

B=Fe,Mn,Ni,Co;B’=Nb,W,Ta 
Pm3m B’ 

B ions 

Ferroelectricity, B’ 

ions magnetism 

~65 ~385 ~143 

BiFeO3 R3c Fe3+ Lone pair at A-site ~75 ~1103 ~643 

BiMnO3 C2 Mn3+ Lone pair at A-site ~20 ~800 ~100 

(Y,Yb)MnO3 P63cm Mn3+ Geometric ~6 ~950 ~77 

HoMnO3 P63cm Mn3+ Geometric ~5.6 ~875 
~76 (Mn3+), ~5 

(Ho3+) 

InMnO3 P63cm Mn3+ Geometric ~2 ~500 ~50 

YCrO3 P21 Cr3+ Geometric ~2 ~475 ~140 

Pr1-xCaxMnO3 Pnma 
Mn3+, 

Mn4+ 

Site and bond 

centered charge-order 
~4.4 ~230 ~230  

LuFe2O4 R3̅m Fe2+, Fe3+ Charge frustration ~26 ~330 ~330  

Ca3Co2-xMnxO7 R3c 
Co2+, 

Mn4+ 

Charge ordered state 

plus magnetostriction 
~90 ~16.5 ~16 

RMn2O5 Pbam 
Mn3+, 

Mn4+ 

Charge ordered state 

plus magnetostriction 
~40 ~38 TN=43, TCM=33 

DyFeO3 Pbnm 
Fe3+, 

Dy3+ 

Magnetostriction 

between adjacent 

antiferromagnetic Dy 

and Fe ions 

~0.4 ~3.5 
TN(Dy)~3.5 

TN(Fe)~645 

Source: [1(d)] 

1
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Table 1.3 A List of Multiferroics with Spiral Spin-order Induced Ferroelectricity 

Compound Crystal Structure Magnetic ions 
Spiral spin wave 

vector q 

Ferroelectric 

temperature (K) 

Spontaneous 

polarization 

(µC/cm-2) 

LiCu2O2 Pnma Cu2+ (0.5,0.174,0) <23 4 

LiCuVO4 Pnma Cu2+ (0,0.53,0) <3 20 

Ni3V2O8 Mmm Ni2+ (0.28,0,0) 3.9-6.3 100 

RbFe(MoO4)2 P3̅m1 Fe3+ (1/3,1/3,0.458) <3.8 5.5 

CuCrO2, AgCrO2 R3̅m Cr3+ (1/3,1/3,0) <24  

NaCrO2, LiCrO2 R3̅m Cr3+ 
(1/3,1/3,0), (-

2/3,1/3,1/2) 
<60 Antiferroelectric 

CuFeO2 R3̅m Fe3+ (b,b,0), b=0.2-0.25 <11 300 

RMnO3 Pbnm Mn3+ (0,k,1), k=0.2-0.39 <28 500 

CoCr2O4 M3m Cr3+ (b,b,0), B=0.63 <26 2 

AMSi2O6, A=Na,Li, 

M=Fe,Cr 
C2/c Cr3+

, Fe3+
  <6 14 

MnWO4 Pc/2 Mn2+ (-0.21,0.5,0.46) 7-12.5 55 

CuO C2/c Cu2+ (0.506,0,-0.843) 213-230 150 

(Ba,Sr)2Zn2Fe12O22 Rhombohedral Y Fe3+ (0,0,3d),0<d<1/2 <325 150 

Ba2Mg2Fe12O12 Rhombohedral Y Fe3+ //[001] <195 80 

ZnCr2Se4 Cubic Spinel Cr3+ (b,0,0) <20  

Cr2BeO4 Orthorhombic Cr3+ (0,0,b) <28  
Source: [1(d)] 

1
3
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1.5 Applications of Multiferroics 

In terms of applications, the most direct use for multiferroics is as magnetic field sensors 

utilizing the sensitivity of the electric polarization to magnetic fields [1(d),4,25]; a 

schematic diagram is shown in Figure 1.9. 

 

Figure 1.9 Schematic diagram of a magnetic field sensor. 
Source: [25] 

 

Meanwhile, since multiferroics provide alternative ways to read and write data 

using both electric polarization and magnetization, as well as the mutual control between 

them, multiferroics have a huge potential in data storage and memory devices [26]. 

Figure 1.10 presents a sketch of an eight-logic memory cell [27]. The information stored 

by the magnetization (blue horizontal arrow) and polarization (red vertical arrow) 

directions of the multiferroic layer (MF1) and the ferromagnetic layer (FM2) in (a) and of 

the MF1 layer and the MF2 layer in (b). It was read by the resistance of the magnetic 

trilayer (R), written into MF1 by an applied external field and written into FM2 in (a) or 

MF2 in (b) by applying a voltage across the MF2 in the layer. 
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Figure 1.10 Schematic design of the proposed eight-logic memory cell. 
Source: [27] 

 

Current industries favor the FeRAM devices despite the disadvantage of a 

destructive read operation since MRAMs are much slower and less power efficient during 

read/write operations.  The availability of multiferroic materials with strong coupling 

between different ordered states will enable data storage systems with multiple 

components, and devices which can operate while using considerably less power than 

current devices.  Figure 1.11 (a) presents a sketch of an ME read-head sensor and Figure 

1.11 (b) shows a possible MERAM device,  binary information is stored by the 

magnetization direction (thick white arrows) of the bottom ferromagnetic layer (blue), is 

read by the resistance of the magnetic trilayer (Rp when the magnetizations of the two 

ferromagnetic layers are parallel), and is written by applying a voltage (V) across the 

multiferroic ferroelectric–antiferromagnetic layer (FE-AFM; green) [28]. 
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Figure 1.11 (a) Sketch of an ME read-head sensor, (inset) a transmission electron 

microscopy image of the CFO/BTO heterostructure grown on a single-crystal STO 

substrate. (b) Sketch of a possible MERAM element. 
Source: [28] 

 

Other applications such as gate dielectrics for semiconductor devices [29] and 

piezoelectric transformers [30] were reported as well.  Systematic experimental work has 

been conducted by many groups to enable these possible applications [31]. 

 

1.6 Rare Earth Boron Oxide RA3(BO3)4 

One of the recently examined classes of multiferroic compounds is rare earth iron 

borates, RFe3(BO3)4 (R = rare earth, Y).  These systems have attracted considerable 

attention mainly due to the non-centrosymmetric geometry (see Figure 1.12) and  large 

magnetoelectric effects (with value of electric polarization of order ~ 1 µC/cm2), such as 

GdFe3(BO3)4 [ 32 ], DyFe3(BO3)4 [ 33 ], HoFe3(BO3)4 [ 34 ] YFe3(BO3)4 [32(b)], 

NdFe3(BO3)4 [35] and PrFe3(BO3)4 [36].   
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Figure 1.12 Crystal structure of RA3(BO3)4. 

Many interesting properties of this compound family have been discovered in 

recent years. For example, the study of EuFe3(BO3)4 reveals the appearance of new 

phonon modes below 58 K [37] and changes in the phonon frequencies vs. temperature 

plot near TN giving evidence of spin-phonon coupling. The onset of the new phonon 

modes is argued to coincide with a structural transition from the R32 to the P3121 space 

groups on cooling. The appearance of new phonon modes is also reported in PrFe3(BO3)4 

at ~ 30 K [36].  This system is reported to have a strong coupling between the phonon and 

crystal-field excitations with coupling constant W ~ 15 cm-1.   Meanwhile, studies have 

shown that the phonon frequencies change only weakly in RFe3(BO3)4 for different R 

ions at room temperature [38].  We note that the RFe3(BO3)4 system exhibit complex 

magnetic structure due to the presence of the magnetic R (4f) and Fe (3d) sites. The first 

magnetic transition (due to Fe ordering) occurs near ~40 K. In the case for R = Ho and 

Gd, spin reorientation of the Fe moments in the a-b plane occurs at lower temperatures (~ 

10 K for for Ge and ~5 K for Ho), due to strong coupling between spins on the R and Fe 

sites [32(b), 34(c), 34(f)].  It has been found that the polarization along the a and c axes 
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are related to the magnetic field induced ordering at the Fe and Ho sites, respectively.  

The nature and range of the magnetic correlations are not well understood.  This behavior 

is not observed in the R = Y, Er [39], and Tb systems [40].  

Recent reports show that the transition metal Fe is not essential to establish large 

magnetoelectricity in this class of materials [41]. This suggests that a study of the 

properties of the isostructural compound RAl3(BO3)4 (RABO) with only 4f electrons on 

the R site driving the magnetism, would be quite useful to determine the basic physics 

behind the borate systems. First-principles calculation on TbAl3(BO3)4 [42]  revealed that 

this class of material has a very promising potential in magneto-optical usage.  An 

experimental study of the TmAl3(BO3)4 [41] system has reported magnetoelectric 

polarization changes in the a and c directions reach values up to 0.03 µC/cm2 at 7 T with 

the applied magnetic field along the a axis. The magnetoelectric polarization is found to 

be proportional to the lattice contraction in a magnetic field.    The results of this 

investigation clearly prove the existence of a significant coupling between the rare-earth 

magnetic moment and the lattice in RAl3(BO3)4 although the atomic level description is 

not clear.  It is possible that external pressure may alter the polarization of these 

materials. 

More recently a giant magnetoelectric effect of P = 0.36 µC/cm2 was found in 

HoAl3(BO3)4 [43] along x-axis when a 7 T magnetic field is applied along the y-axis. The 

magnetoelectric effect in the HoAl3(BO3)4 system increased with decreasing magnetic 

anisotropy. This phenomenon is considered quite interesting because the value 

discovered is significantly higher than the reported values for other multiferroic 
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compounds (for example TbMnO3 with P = 0.08 µC/cm2, GdMn2O5 with P = 0.12 

µC/cm2). 

 

 

Figure 1.13   Electric polarization of HABO measured along b axis when applying an 

external magnetic field along the a axis. [43] 
Source: [43] 

 

Meanwhile, although the measurement of magnetic susceptibility, magnetization, 

and polarization of the RAl3(BO3)4 system have been conducted by other groups so far, 

the atomic level origin of magnetoelectric effect in the HoAl3(BO3)4 system is still not yet 

understood. Microscopic models [44] of the HoAl3(BO3)4 system have been developed 

and make definite predictions of the mechanism driving the ferroelectric coupling to 

polarization. A magnetostriction based mechanism involving distortion of the HoO6 

polyhedra with the applied magnetic field was proposed. Chapters 4 and 5 will be 

focused on the intensive study that has been conducted with the RA3(BO3)4 system. 
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CHAPTER 2 

SIZE DEPENDENT BEHAVIOR OF FERROELECTRICS 

 

2.1 Size Dependence of the Phase Transition in Nanocrystals: General Discussion 

Phase stability of nanostructures has been one of the central issues in material science 

which have attracted considerable interest in recent years [45]. For a given sample which 

processes, for example, a temperature dependent phase transition, the transition occurs 

when the temperature reaches a critical value TC. Generally, the TC of a nanoparticle 

drops with decreasing particle size because of the lowered cohesive energy of the under-

coordinated surface atoms and the size-dependent portion of surface atoms relative to the 

entire specimen [46]. TC elevation by reducing the solid size happened to nanoclusters 

consisting of III-A and IV-A elements. The TC depression and elevation can also be 

called undercooling or overheating as well.  In a bulk specimen, the phase transition is 

usually considered to be linked with external conditions such as temperature or pressure, 

and such transition can be described well with classical theory. However, at the 

nanometer regime, the introduction of the new degree of the freedom, the particle size (or 

surface to volume ratio), makes it possible to tune the phase transition of the material. 

Such phenomenon is not limited to some specific crystal structures but over a wide range 

of chemical systems. Some of the recent examples are   BiFeO3 [47], BaTiO3 [48], Cu2S 

[49], Fe2O3 [50], PbS [51], TiO2 [52].  
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Figure 2.1 TiO2 Phase Diagrams. (a) Size-dependent phase stability of TiO2, (b) phase 

diagram of bulk TiO2. 
Source: [52] 

 

The size dependence of phase stability involves both static and kinetic 

components, which goes beyond the scope of the classical theory. Furthermore, all the 

detectable properties such as the Debye temperature, the specific heat, etc. are no longer 

constant but can be affected by the particle size [53].  

Despite the importance of the size-dependent transition of materials, the 

microscopic mechanisms of it are still unclear for many of the systems under study. For 

systems where the “static” part plays the major role in the size-dependent transition, such 

behavior can usually be modeled and calculated in quite good agreement with 

experimental results, one of the examples is the well-known SrTiO3 thin film [54]. 

However, when it comes to the kinetic contribution analysis becomes more complicated 

because of the inhomogeneous kinetic effect in the nanometer regime. Theories are also 

being developed to try to explain the possible kinetic mechanism. For example, the bond-

order-length-strength (BOLS) correlation mechanism to the pressure domain has led to an 

analytical expression for the correlation between the critical pressure and the particle size 

and their effect on the phase stability [45(a)].  
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2.2 SrTiO3 Perovskites 

Perovskites form a particularly interesting class of materials because even slight 

modifications of the crystal structure can lead to drastic changes in physical properties, 

such as superconductivity, ferroelectricity, and ferromagnetism. Strontium titanate, 

SrTiO3 (STO), is generally considered to be a model perovskite and plays an important 

role in the understanding of soft-mode-driven phase transitions, which have been 

extensively studied for more than five decades. 

SrTiO3 is known as an incipient ferroelectric material, with the pure form 

remaining paraelectric down to temperatures of ~0 K. Small perturbations of the 

structure, such as but not limited to isotope substitution [55], Ca doping [56], the 

application of electric fields [ 57 ], and/or stress [ 58 ], can result in the onset of a 

ferroelectric state at finite temperatures. For example, isotopic substitution with 18O 

yields evidence of a ferroelectric transition temperature with Tc ~ 23 K. The largest 

enhancement of Tc was first reported by Haeni et al. When applying tensile strain in STO 

epitaxial films, a ferroelectric transition can be observed above room temperature [59], as 

is indicated in Figure 2.2. 
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Figure 2.2 Variation in Tc of SrTiO3 with biaxial in-plane strain, reported by Haeni, et al. 
Source: [59] 

 

It has also been reported that the phase transition behavior and domain structure 

in anisotropically-strained STO thin films differ significantly as compared with 

isotopically-strained films [ 60 ]. In the asymmetrically-strained STO system, the 

anisotropy of properties along two different directions is observed in measurements of 

switchable polarization, relaxor character, and permittivity. According to a study 

conducted by Jang et al., the role of strain is to stabilize longer range correlations of pre-

existing nanopolar regions (PNRs) [61], related to the unintentional Sr deficiency. 

The bulk STO system is cubic under ambient conditions. However, the oxygen 

atoms located in the octahedral sites can easily rotate around the central titanium atom, 

thereby giving rise to possible distortions of the perfect crystal [62], as shown in Figure 

2.3. An antiferrodistortive (AFD) transition to a non-polar tetragonal phase occurs at ~ 

105 K at ambient pressure. This temperature-induced phase transition has been 
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intensively examined over decades [63], both experimentally and theoretically, with a 

soft phonon mode model proposed to describe the observed transition.  

 

Figure 2.3 Crystal structure of SrTiO3. 

The AFD transition of the STO system can also be affected by applying pressure. 

In earlier experimental work on bulk samples, no sign of any anomaly in the elastic 

constants was observed between 0.4 to 2.2 GPa [64]. The transition temperature was 

found to have shifted linearly with increasing pressure below 0.85 GPa, and then altered 

nonlinearly above that pressure [65]. Later, evidence of the AFD transition induced by 

pressure was observed through a combination of experiments including Brillouin 

scattering (BS) [66], high-pressure Raman measurements [67], and X-ray absorption fine 

structure (XAFS) spectroscopy [68].  Although the pressure associated with the onset of 

the transition differed with each independent experimental method, the pressure values 

previously investigated fell within a range of 5.5 – 7.5 GPa. A theory explaining the 

phase transition within the STO system was also developed using ab initio density 

functional theory (DFT) methods, which predicted a transition near 6 GPa [69]. However, 

more recent experimental work has tended to favor a higher pressure for the detection of 
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such a phase transition. Guennouet al. [70] utilized single crystal X-ray diffraction 

(XRD) and Raman spectroscopy methods to report a transition pressure of 9.6 GPa, a 

finding which is also further supported by several recent works [71].  

 

2.3 Nano-scale Perovskites 

Studies of simple nanoscale perovskites have been conducted, with the aim of utilizing 

them in device applications for high-density storage. For example, the ferroelectric 

behavior of BaTiO3 nanoparticles (see Ref. [3]) has been shown to disappear if the 

particle size is below a critical size of 5–10 nm. Meanwhile, in the STO system, lattice 

expansion [72] and nano-size effects [73] have been observed with reduced particle size. 

The increase in unit cell volume is well established in the literature for many metal 

oxides and has been observed in studies of small particles of BaTiO3 [74]. This contrasts 

with metals such as gold, where the cell parameters   shrink as their size is diminished. 

The experimental results of the lattice expansion in BaTiO3 is shown in Figure 2.4. 

 

Figure 2.4 Lattice constant vs. particle size in BaTiO3. 
Source: [74] 
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The most consistent explanation for such a volume expansion in small oxide 

particles is the effect of truncation on the attractive Madelung potential that holds the 

oxide lattice together. The transition temperature of several perovskites from the classical 

paraelectric to the quantum paraelectric state has been reported to increase with 

decreasing particle size, which contrasts with the typical trend expected between 

transition temperature and size effects. For example, the classical paraelectric to classical 

ferroelectric phase transition found in BaTiO3 and PbTiO3 samples experienced a 

decrease in transition temperature with a corresponding decrease in particle size [75]. 

 

Figure 2.5 Temperature dependence of (a) resonance frequency and (b) damping factor 

for BaTiO3 fine particles. 
Source: [75] 
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 Recently, interesting results are reported when mechanically grinding the BaTiO3 

bulk sample down to nano-size particles [76]. These results show that the 10nm BaTiO3 

nanoparticle, prepared by 25 hours of mechanical grinding in oleic acid as a surfactant, is 

ferroelectric. The nanoparticles have an electric polarization several times larger than it in 

the bulk BaTiO3. This is considered to be quite astonishing, but the microscopic picture 

behind it is still yet to be revealed. 

In our recent work conducted on various sizes of STO nanoparticles, a polar state 

over a wide temperature range (possibly with ferroelectric properties) was found in free-

standing 10 nm nanoparticles [77].   

 

Figure 2.6 Detected polar modes in 10 nm SrTiO3 nanoparticles. 
Source: [77] 

 

More recently, a scaled reduction of STO thin films was found to have produced 

ferroelectricity [54], which is shown in Figure 2.7. 
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Figure 2.7 Simulations by D. Lee et al. [54] on polarization by size reduction in SrTiO3 

thin films. 
Source: [54] 

 

We note that while a large body of research has previously been conducted on 

STO films, very limited studies on ferroelectricity and the polar state of STO 

nanoparticles have been carried out. Nanoscale STO can potentially possess unique 

properties that are not exhibited by either bulk or film systems. It is very likely that nano-

size STO particles will perform differently as compared with bulk samples upon varying 

reaction conditions.  
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CHAPTER 3 

  CHARACTERIZATION AND COMPUTATIONAL METHODS 

 

The multiferroics that have been investigated were synthesized by various of methods. 

Details of the sample preparations will be covered in the following chapters. The specific 

heat behavior  was examined with a Physics Property Measurement System (PPMS). The 

structures of the samples were explored with synchrotron radiation sources and neutron 

sources using multiple methods. Computations were conducted with Density Functional 

Theory (DFT) calculation. This chapter will be focused on the discussion of the 

characterization and computational methods mentioned above. 

 

3.1 Introduction to X-rays and Neutron Scattering 

X-rays are a term named by the German scientist Wilhelm Röntgen after their discovery 

in 1895 [78]. It is a form of electromagnetic radiation which consists of photons with 

energies ranging from 100 eV to 100 keV.  By contrast, the neutrons are a type of 

particles that constitute the nuclei of atoms together with protons. The mass of a neutron 

is   similar to that a proton. However, unlike the protons which are positively charged, the 

neutrons have no net electric charge. However, they carry an intrinsic spin and can probe 

magnetic order. Typical energy for the neutron is from 0.1 MeV to 500 MeV. Both the x-

rays and the neutron have particle-like as well as wave-like properties. Table 3.1 displays 

some of them. 
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Table 3.1 Properties of X-ray and Neutron 

 X-rays Neutron 

Rest Mass 0 1.675×10-27 kg 

Charge 0 0 

Spin 1 1/2 

Magnetic Moment 0 -1.913 µN
* 

*Nuclear Magneton µN=5.051×10-27 J/T 

 The x-rays and neutron scattering are very powerful tools that can be used to 

understand the properties of unknown matters, as their wavelengths λ are both very 

similar to interatomic spacing. They can be used to ‘see’ the structure of matters. Note 

that the structural information provided by the scattering techniques are statistically 

averaged (over some length scale characteristic of the method) rather than real-space 

pictures of particular instances. Meanwhile, given the difference in their nature, x-rays 

and neutrons interact with matters in very different ways: the x-rays interact with 

electrons via an electromagnetic interaction; while neutrons interact with atomic nuclei 

via very short-range force, as well as with unpaired electrons via the magnetic dipole 

moment. 
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Figure 3.1 Interaction mechanism of x-rays and neutrons. 
Source: R. Pinn, ‘An introduction to x-ray and neutron scattering’, the 17th National School of Neutron and 

X-ray, 2015. 

  

Table 3.2 is a list of the (dis)advantages of both techniques: 

Table 3.2 Comparison of X-rays and Neutron Techniques  

 X-rays Neutrons 

Advantages 

High brilliance x-ray 

sources 

Penetrate bulk matter 

Strong contrast possible 

No kinematic restrictions 
Energy similar to that of 

elementary excitations 

No restriction on energy 

transfer that can be studied 

Scatter strongly by magnetic 

fields 

Data interpretation is direct 

Disadvantages 

Strong absorption of low 

energy photons 

Low brilliance of neutron 

sources 

Low contrast for atoms 

with smaller Z 

Some elements absorb 

neutrons strongly 

Radiation damage to 

samples 

Kinematic restrictions on Q 

for large energy transfers 

Magnetic scattering 

usually not easy to observe 

Provides statistical averages 

rather than real space 

pictures 
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3.2 Synchrotron Radiation (SR)  

Synchrotron Radiation [79], by definition, is the radiation from charged particles, usually 

electrons, traveling in circular orbits at relativistic speeds. Unlike laboratory x-ray 

sources, which x-rays are usually generated in the x-ray tubes, synchrotron radiation 

sources are of significant advantages in many aspects, which include (1) high brightness 

and intensity, Figure 3.2 below shows the synchrotron source compared to the laboratory 

source (x-ray tubes);  (2) high level polarization and excellent collimation; (3) Tunability 

in a wide range of energy ; (4) Various sample environments including extreme 

conditions like low temperature (~ 2K) or high pressure (hundreds of GPa). The use of 

SR sources is wildly applied to different areas of science. 

 

Figure 3.2 Brightness of different x-ray sources. 
Source:  D. Mills, ‘Synchrotron Radiations: Production & Properties’, 18th National School of Neutron and 

X-rays scattering, 2016 
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3.3 Neutron Sources 

The generation of neutrons is more difficult than it of x-rays and is typically associated 

with more problems such as radiation shielding. Currently, there are two major types of 

high flux neutron sources: continuous and pulsed.  

 For the continuous source, the neutrons are generated by a nuclear reactor through 

a chain reaction.  One of the largest facilities with a continuous neutron source in the 

world is the High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory 

(ORNL). A schematic diagram is like Figure 3.3 below: 

 

Figure 3.3 Schematic diagram of a continuous neutron source. 
Source:  D. Mills, ‘Synchrotron Radiations: Production & Properties’, 18th National School of Neutron and 

X-rays scattering, 2016. 

 

The number of neutrons generated is ~1015 n/s. In the pulsed source (also known 

as spallation source), neutrons are generated by striking the target (e.g., Mercury) with 

pulses of high-energy protons. The peak flux from the spallation source is usually higher 

than a continuous source by a factor of ~10. One such facility is the Spallation Neutron 

Source (SNS) at ORNL. 
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3.4 Single Crystal X-ray and Neutron Diffraction 

3.4.1 Theoretical Background 

A Crystal is a three-dimensional repeating array of atoms or molecules; many materials 

are in the form of crystals, such as ice, table salt, diamond and so on. A single crystal (or 

monocrystalline) is a material in which the crystal lattice of the entire sample is 

continuous and unbroken with no grain boundaries. The smallest volume unit of highest 

symmetry which, when translated in 3-Dimension will generate the crystal (like blocks 

making up a wall), is called the unit cell of a crystal. The structural information of the 

unit cell is an identifying feature for a specific crystal. The determination of unit cell 

structure is usually achieved by x-ray and neutron diffraction. 

 In the case of an incident beam diffracted by a crystal, one defines the wavevector 

for the incident and outgoing beam to be 𝒌𝑖, 𝒌𝑓, respectively. The momentum transfer Q 

is defined as: 

 

𝑸 =  𝒌𝑓 − 𝒌𝑖, |𝑸| = 4𝜋 sin 𝜃 /𝜆 (3.1) 

 

The scattering intensity S(Q), defined as 

 

𝑆(𝑸) =  
1

𝑁
∑ 𝑒−𝑖𝑸(𝑹𝑖−𝑹𝑗) (3.2) 

 

with 𝑹𝑖 = 𝒊 + 𝒖𝑖 , where 𝒊  is the equilibrium position of atom i, and 𝒖𝑖 is any 

displacement from the equilibrium position. For S(Q) to become non-zero, it must satisfy  
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𝑸(𝒊 − 𝒋) = 2𝑀𝜋 (𝑀 = 0,1,2,3 … )  (3.3) 

 

Which leads to: 

 

𝑸 = 𝑮ℎ𝑘𝑙 = ℎ𝒂1
∗ + 𝑘𝒂2

∗ + 𝑙𝒂3
∗   (3.4) 

 

The vectors 𝒂1
∗ , 𝒂2

∗ , 𝒂3
∗  are defined as  

𝒂1
∗ =

2𝜋

𝑉0
𝒂2 × 𝒂3 ,  𝒂2

∗ =
2𝜋

𝑉0
𝒂3 × 𝒂1 , 𝒂3

∗ =
2𝜋

𝑉0
𝒂1 × 𝒂2 ,  (3.5) 

 

Where 𝒂1 , 𝒂2 , 𝒂3  are the primitive translation vectors of the unit cell. The vector 𝑮ℎ𝑘𝑙 

here is called the reciprocal lattice vector, and the lattice it defines is called the reciprocal 

lattice, h,k and l, are called Miller indices. The set of reciprocal vectors 𝑮ℎ𝑘𝑙 determine 

the possible reflections in the diffraction. For a single crystal diffraction, reflections can 

only be reinforced in specific directions governed by the Bragg’s law: 

 

𝑛𝜆 = 2𝑑𝑠𝑖𝑛(Ɵ), 𝑛 = 1,2,3 … (3.6) 

 

Where d is the separation of a set of scattering planes perpendicular to 𝑮ℎ𝑘𝑙. 
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Figure 3.4 The schematic diagram of Bragg’s law. 

 

 The intensity of the reflections can be calculated by [80] 

  

𝐼ℎ𝑘𝑙 = 𝐼0 (
𝑒2

𝑚2𝑐4
)

1 + 𝑐𝑜𝑠2𝜃

2

𝜆3

16𝜋𝑅2𝑠𝑖𝑛2𝜃𝑐𝑜𝑠𝜃

|𝐹ℎ𝑘𝑙|
2

𝑉0
2 𝐷 ∙ ∆𝑉 ∙ 𝑗 (3.7) 

 

 

Where 𝐼0 is the intensity of the incident beam, D is a thermal factor, ∆𝑉is the volume of 

sample in diffraction and j is the multiplicity factor. 𝐹ℎ𝑘𝑙   is called the (unit–cell) 

structure factor, which is, in essence, the resultant of N waves scattered in the direction of 

the reflection [hkl] by the N atoms in the unit cell. Note that the intensity of a reflection is 

proportional to |𝐹|2
, not F, which means direct Fourier inversion of diffraction data to 

yield crystal structures is not possible — because the phase is unknown. It is called the 

well-known ‘Phase Problem’. Therefore, to get the comprehensive picture of crystal 

structure, models must be used to fit to the data. 

 The idea of single crystal x-ray (and neutron) diffraction experiment is to collect 

crystal a complete set of reflections (out to a certain Qmax) and then try to find the model 
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that best fit to the data. The general steps of a diffraction experiment are like the ones in 

Figure 3.5. 

 

 

Figure 3.5 Structure determination from a single crystal diffraction experiment. 
Source: C. Beavers, ‘Single Crystal Diffraction: The Definitive Structural Technique’, 17th National School 

of Neutron and X-ray Scattering, 2015. 

 

3.4.2 Data Collection 

The single crystal diffractometer should be able to collect the diffraction patterns, which 

consist of Three-dimensional (3-D) array of spots. Figure 3.6 is an example of a typical 

x-ray diffractometer: 
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(a) (b)  

Figure 3.6 (a) schematic diagram of an x-ray diffractometer (b) The diffractometer at 

beamline 15-ID-B, Advanced Photon Source (APS), Argonne National Laboratory 

(ANL). 

  

Three rotation angles combined with the Two-Dimensional (2-D) detector makes 

it easy to measure the entire crystal diffraction pattern. 

 As for the neutron diffractometer, limited by the neutron generation and detection 

technology, it is of difficult to design a spectrometer as the ones used in x-rays. Figure 

3.7 shows the triple-axis spectrometer for neutron diffraction at station HB-1, HFIR, 

ORNL. The three axes can move freely in a limited range and make it possible to collect 

a portion of the entire diffraction pattern. 

         

 

 

 

 

 

 

 

 



 

39 

           (a) 

(b)  

 

Figure 3.7 (a) Schematic diagram of a triple-axis neutron spectrometer. (b) Beamline 

HB-1 at HFIR, ORNL. 

 

3.4.3 Structure Determination 

3.4.3.1 Indexing. Indexing can also be referred as unit cell determination. There are 

multiple methods, but all strive for the same goal- to determine the unit cell dimensions 

and how the unit cell axes are defined in diffractometer coordinates. The matrix that 

relates the unit cell to the diffractometer is called the orientation matrix and will be used 

later in indexing.  The process is roughly universal- reflections are collected as projected 
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from reciprocal space, where common vector directions are determined. The reciprocal 

space unit vectors are determined which are related to the real space unit cell lengths.  

After the unit cell is determined, the lattice type can be determined, and the unit cell can 

be refined, using the positions of the reflections.  

(a)                                                        (b) 

    

Figure 3.8 Indexing process of the GdFe3(BO3)4 system. (a) One out of 1440 images 

collected from the diffractometer. (b)Representation of the reflections in reciprocal space. 

 

3.4.3.2 Data Integration. Data integration is used to determine the number of x-rays 

responsible for each diffracted spot.  The orientation matrix is used to determine where 

reflections should be, and the mosaicity of the crystal is calculated by measuring the 

angular spread of the reflections.  The output of the integration is a list of reflections, 

usually with directional cosines and other information about their location in the data set. 
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Figure 3.9 Three-Dimensional view of the selected reflection from the diffraction pattern 

of GdFe3(BO3)4. 

 

3.4.3.3 Absorption Correction. Since very few crystals are perfectly spherical, and 

fewer still match the size of the beam, a correction for the scattering volume for each 

image is needed.  

3.4.3.4 Space Group Determination. This step uses systematic absences and 

symmetry of reciprocal lattices to determine crystal symmetry.  

3.4.3.5 Structure Solution. The step to finding the correct structure solution is usually 

a very complicated procedure. In general, the Fourier synthesis for electron density from 

diffracted reflections is: 

 

𝜌𝑥𝑦𝑧 =
1

𝑉
∑ �̅�ℎ𝑘𝑙𝑒−𝑖2𝜋(ℎ𝑥+𝑘𝑦+𝑙𝑧)

ℎ𝑘𝑙

 (3.8) 

 

Where 𝐹ℎ𝑘𝑙 is the structure factor as mentioned in the previous section, and the intensity 

of the reflections is proportional to 𝐹2 — but the phase is unknow. Modern structure 
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solution programs take the list of reflections from previous steps and find reflections that 

are related, then use probabilistic methods [81] to build a set of phases that produce 

reasonable (non-negative) electron density maps. 

 However, the initial set of phases are often still far from a complete solution. To 

obtain the correct structure, one (usually) must conduct an iterative process of refinement 

and validation. Figure 3.10 shows a standard procedure of such process. 

 

 

Figure 3.10 A procedure of refinement and validation for finding the structure solution. 
Source: C. Beavers, ‘Single Crystal Diffraction: The Definitive Structural Technique’, 17th National School 

of Neutron and X-ray Scattering, 2015. 

 

The structure solution result needs to be inspected carefully for chemical 

meaningfulness, such as but not limited to: do the bond distances make sense chemically? 

Are the atomic displacement parameters meaningful in size and shape? Are the peaks in 

difference charge density between the model and data?    The refinement process usually 

makes it clear which electron density peaks are false- either the refined position or the 

Determine 
atom positions

Do LS 
refinement

Examine 
atoms

Chemically 
meaningful?

Delete/Change 
bad actors

Extra electron 
density?
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displacement ellipsoid becomes poorly defined.  As the model evolves, the R-values, or 

the goodness of fit (GOF), which are commonly quoted measures of how well the model 

agrees with the data, should become smaller and smaller and then stabilize, as the model 

aligns with the data.   

 

𝑅1 =
∑||𝐹𝑂| − |𝐹𝐶||

∑|𝐹𝑂|
 (3.9) 

 

 

𝑤𝑅2 = √
∑ 𝜔(𝐹𝑂

2 − 𝐹𝐶
2)2

∑ 𝜔(𝐹𝑂
2)2

 

 

(3.10) 

 

 

 

𝐺𝑂𝐹 = √
∑ 𝜔(𝐹𝑂

2 − 𝐹𝐶
2)2

𝑁𝑅 − 𝑁𝑃
 

 

(3.11) 

 

In the above equations, 𝐹𝑂  is the observed (experimental) data, 𝐹𝐶  is the 

calculated (theoretical) data,  𝜔  is the weighting, 𝑁𝑅  is the number of independent 

reflections and 𝑁𝑃  is the number of refined parameters. While the R-values usually 

approach smaller values when the solution gets closer to the correct crystal structure in 

each of the individual refinement, in general there is, no standard for how good these 

values must be for a ‘correct solution’ [82]. The fact that a refinement result makes good 

sense both physically and chemically is still one of the most important things in 

determining the correct structure solutions.  
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3.5 High-Pressure X-ray Diffraction with Powder Samples 

3.5.1 Powder Diffraction 

Powder – or polycrystalline mass, is a form of the sample that contains all possible 

orientations of crystallites. In a powder diffraction experiment, while all physics 

principles for single crystal diffraction still hold, single crystal reciprocal lattice becomes 

smeared into spherical shells. (Care must be taken so that the grains are small enough to 

produce full rings with no sharp Bragg peaks.) As a result, diffraction pattern becomes 

cones (see Figure 3.11(a)) in 3-D space and displays as concentric rings (see Figure 

3.11(b)) on a 2-D detector. All the spots on the same ring are diffracted by the scattering 

plane with the same Miller Indices (only the crystal orientation is different), therefore 

have the same dhkl value, and the Bragg’s law still holds. 

 

Figure 3.11 (a) Schematic diagram of powder diffraction in 3-D space. (b) Powder 

diffraction image taken by a 2-D detector with HoAl3(BO3)4 
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3.5.2 Diamond Anvil Cell (DAC) 

The Diamond Anvil Cell (DAC) has been used to obtain high-pressure sample 

environment since the 1950s [83], the early literature called it ‘a diamond bomb’ because 

of the extremely high pressure it can generate (can be above 300 GPa). Figure 3.12 and 

3.13 are the schematic diagrams of DACs used in this work. Note that the DAC 

technology has been developing for decades that there’re many types of DACs, 

commercial or homemade, adapted to a variety of research areas nowadays. However, 

their working mechanism is similar. 

 

Figure 3.12 (a) Schematic diagram of a DAC (b) the screw-driven DAC used in this 

work 

 

Figure 3.13 Schematic diagram of a gas-driven membrane DAC used in this work 
Source: H. Liu, ‘High-Pressure Applications’, 17th National School of Neutron and X-ray Scattering, 2015. 
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The DACs, as shown in the above two graphs, contains two identically cut 

diamonds of gem quality, the tips being fattened to culets, with a diameter depending on 

the highest pressure one DAC is designed to reach. Typical culet sizes for DACs used in 

a synchrotron source are like 300 µm and 500 µm. Each diamond is mounted on a 

metallic support. For a DAC to reach higher pressure, the pair of the diamond needs to be 

aligned perfectly (parallel culets) [84].   

In a high-pressure measurement, a piece of metal called a gasket (e.g., steel, 

tungsten) needs to be inserted between the pair of diamonds [85]. The diamonds will first 

be driven towards each other (usually by screws) to compress the gasket to create a pit at 

the center with typically ~50 µm as the thickness. A hole with proper size (depends on 

the pressure limit the DAC wants to reach) will then be drilled at the center of the pit to 

serve as the sample chamber. To ensure higher pressure limit, the sample chamber needs 

to be right at the center. 

Samples will then be put into the chamber created as mentioned above, along with 

small ruby chips and/or gold particles to calibrate the pressure during measurements. The 

chamber will then be filled with pressure transmission medium, such as Methanol 

ethanol-water mixture; He gas; Ne gas and so on [ 86]. Each medium has its advantages, 

and the choice of the medium needs to be optimized based on the details of the individual 

experiment. The pressure medium used is chosen to ensure that the measurements are in 

the hydrostatic limit for the chosen pressure range. 

After the sample and DAC been properly prepared, one can increase the pressure 

inside the sample chamber by driving the diamonds towards each other (typically with 
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clamps or screws). The reading of the current pressure can be acquired by measuring the 

ruby fluorescence lines [87], or by measuring the diffraction pattern of the gold particles.   

 

3.6 Pair Distribution Function (PDF) 

As the science and technology evolves, an increasing number of materials that are under 

study for their interesting properties are highly complex. They consist of multiple 

elements, have large unit cells and/or low dimensions, and many have incommensurate 

structures. Examples are like, but not limited to, (1) non-crystalline materials;  

(2) disordered materials; (3) nanostructures. For these types of materials, traditional 

crystallographic approach to structure determination is insufficient or even fails. Figure 

3.14 is a demonstration of such a circumstance:  

 

 

 



 

48 

 

Figure 3.14 (a) (b) Cross section for a model crystal consisting of 70% black atoms and 

30% vacancies, the overall averaged structure for (a) and (b) are the same, but local 

ordering is different.  (c)(d) Bragg scattering of the two samples yields to identical 

patterns. 
Source: T. Proffen, ‘PDF Analysis’, 18th National School of Neutron and X-ray Scattering, 2016. 

  

In the above Figure, traditional crystallographic analysis such as Bragg scattering 

tells no difference between the two specimens in Figure 3.14 (a) and (b), while the 

properties of these crystals might totally depend on vacancy ordering. Another good 

example is with nanoparticles – in which case the lack of long-range order makes the 

very concept of a crystal invalid. To find a solution for such complexity, one needs to go 

beyond the Bragg equation and conventional crystallographic analysis. 

 The Pair Distribution Function (PDF) has been developed to address the problems 

as described above.  Details can be found in a variety of books [88]. The PDF method 

uses the ‘total scattering’ approach which treats both the Bragg and diffuse scattering on 

an equal basis [88(b)]. Powder measurement of the sample are conducted to get the 
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coherent scattering function 𝐼(𝑄) (intensity vs. the magnitude of the scattering vector Q), 

and is normalized by the incident flux per atom in the sample to yield to the total-

scattering structure function 𝑆(𝑄), note that 𝑆(𝑄) is just a traditional powder diffraction 

pattern corrected for extrinsic contributions to the background intensity (e.g., Compton 

scattering) and properly normalized.  

 After the total-scattering function 𝑆(𝑄)  has been acquired, instead of trying to 

build a model to fit the data directly in reciprocal-space, as the traditional 

crystallographic approaches would normally do.  A Fourier transform into real-space is 

done. But prior to this step, it is essential to point out that, to get a good resolution in real-

space, the 𝑆(𝑄) must be measured over a wide and high range of Q-values, a typical Q-

value for excellent real-space resolution is Qmax~30-50 Å-1. It is significantly higher 

than the Q-limit for laboratory x-ray sources (e.g., ~8 Å-1 for a copper-𝐾𝛼 x-ray tube). 

Therefore, synchrotron radiation beamlines with short wavelengths are preferred to 

obtain high resolution in PDF analysis.  Figure 3.15 illustrates this idea below: 
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Figure 3.15 Comparison of the (a) raw data and (b) normalized reduced total scattering 

structure function 𝐹(𝑄) = 𝑄[𝑆(𝑄) − 1] for 700 nm BaTiO3 powder sample. X-axis is Q 

(not shown). 
 

 

 As shown above, the rather weak intensities at higher-Q areas, which are 

neglected in the conventional analysis of data, become quite important features in a total-

scattering experiment. This is related to the sample scattering cross-section, and the 

theory will not be covered here, one can refer Ref. [88(f)] for more details. 

 The reduced pair distribution function, 𝐺(𝑟),  is related to 𝑆(𝑄)  through the 

Fourier transform: 

 

𝐺(𝑟) =
2

𝜋
∫ 𝑄[𝑆(𝑄) − 1]sin (𝑄𝑟)𝑑𝑄

𝑄𝑚𝑎𝑥

𝑄𝑚𝑖𝑛

 

 

(3.12) 
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It is related to the pair distribution function 𝑔(𝑟), which gives the probability of 

finding an atom at a distance ‘r’ from a given atom: 

 

𝑔(𝑟) = 4𝜋𝜌0𝑟(𝑔(𝑟) − 1) (3.13) 

 

 

 

The concept can be illustrated in Figure 3.16 below, in general, a peak in the 

profile indicates the existence of a pair of atoms separated by the distance of a value 

equal to the peak position. 

 

 

Figure 3.16 Illustrated of (a) schematic diagram of a crystal structure and (b) the 

corresponding 𝐺(𝑟) profile. 
Source: T. Proffen, ‘PDF Analysis’, 18th National School of Neutron and X-ray Scattering, 2016. 

 

 Structural information can be extracted from real-space modeling with models 

described by a small number of atoms in a unit cell and yields information about the local 

structure.  Parameters such as cell parameters, atomic positions, anisotropic thermal 
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ellipsoids can be refined using a least-squares (LS) approach until a best-fit is reached. 

The PDF method is especially useful in studying the short to medium range 

order/disorder in materials. This work uses the software package PDFgui [89] for all the 

data analysis.  

 

3.7 X-ray Absorption Fine Structure Spectroscopy 

X-ray Absorption Fine Structure Spectroscopy (XAFS) uses the X-ray photoelectric 

effect and the wave nature of the electron to determine local structures around specific 

atomic species in materials, unlike x-ray diffraction, it does not require long-range 

translational order – it works equally well in amorphous materials, liquids, 

polycrystalline solids, and molecular gases. A very detailed description can be found in 

the book by G. Bunker [90]. 

 XAFS is an intrinsically quantum phenomenon, in which an x-ray photon incident 

on an atom within a sample is absorbed and excites a core electron to an outer orbit. The 

x-ray absorption probability is energy-dependent and can be analyzed by measuring the 

x-ray absorption coefficient, often denoted as µ. The term ‘XAFS’ is a very broad 

concept and contains various techniques: Extended X-ray Absorption Fine Structure 

(EXAFS); X-ray Absorption Near Edge Structure (XANES); Near Edge XAFS 

(NEXAFS) and Surface EXAFS (SEXAFS). Generally speaking, the techniques that used 

most are XANES and EXAFS, and it is of practical use to consider XAFS spectroscopy 

consists of two parts: XANES and EXAFS, such as shown in Figure 3.17: 
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Figure 3.17 XAFS spectroscopy of ZnS transmission. 
Source: G. Bunker, ‘X-ray Absorption Spectroscopy’, 18th National School of Neutron and X-ray Scattering, 

2016. 

 

The schematic diagram of the XAFS experiment is shown in Figure 3.18: 

 

Figure 3.18 Schematic XAFS experiment. 

The X-ray absorption coefficient µ is the central quantity of interest, as it leads to 

the absorption probability, which depends on dipole matrix element between initial core 

state and final quantum states of the excited electron determined by local structure. For 

the transmission signal, 
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𝜇(𝐸) = 𝑙𝑜𝑔 (
𝐼0

𝐼𝑡
⁄ ) (3.14) 

  

 

and for the fluorescence signal, 

𝜇(𝐸) ∝
𝐼𝑓

𝐼0
⁄  

(3.15) 

  

  

In an XAFS measurement, x-ray photons cause   transitions (of the electron of the 

selected atom) from an inner level to the unfilled final states of appropriate symmetry 

allowed by a dipole or higher selection rules. If photon energy exceeds binding energy E0, 

the electron will have positive kinetic energy and propagates as a spherical wave with 

wavevector 

 

𝑘 =
2𝜋

𝜆
= √

2𝑚

ℎ2
(𝐸 − 𝐸0) 

(3.16) 

  

 

 The electron wave emitted by a central atom is then scattered by neighboring 

atoms. Qualitatively, the outgoing and scattered parts of the final state wavefunction 

interfere where the initial state is localized. In general, XAFS determines the statistical 

properties of the distribution of atoms relative to the central absorbers. This information 

is encoded in the chi function: 

𝜒 (𝐸) =
𝜇(𝐸) − 𝜇0(𝐸)

𝜇0(𝐸)
 

(3.17) 
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in which 𝜇0(𝐸) is the absorption coefficient without any neighboring atoms. The chi 

function represents the fractional change in the absorption coefficient that is due to the 

presence of neighboring atoms and can be modeled with   mathematical approaches to 

extract local information around the central atom. Details can be found in ref. [90]. Here 

only the most basic form of the EXAFS equation is listed (single scattering only): 

𝜒 (𝐸) = 〈𝑆0
2 ∑

3𝑐𝑜𝑠2(𝜃𝑖)

𝑘𝑟𝑖
2

|𝑓𝑖(𝑘; 𝑟)|𝑒
−2𝑟𝑖

𝜆(𝑘)⁄
sin (2𝑘𝑟𝑖 + 𝛿𝑖(𝑘; , 𝑟))

𝑖

〉 (3.18) 

  

 

where 𝑟𝑖 is the distance to the ith neighbor; λ is the electron mean free path, and 𝑆0
2 is a 

loss factor; 𝑓𝑖 is the electron scattering amplitude of atom i, and 𝛿𝑖 is the phase shift. 𝜃𝑖  is 

the angle between the electric polarization vector of the x-ray beam and the vector from 

the central atom to neighboring atom i. 

 

3.8 Heat Capacity 

Heat Capacity is the ratio of the amount of heat that an object absorbs (or releases) to the 

change of the object’s temperature in the limit of small temperature changes. The heat 

capacity per unit mass is called the specific heat. The expression is by definition: 

𝐶𝑝 = (
𝑑𝑄

𝑑𝑇
)

𝑝
, 𝐶𝑣 = (

𝑑𝑄

𝑑𝑇
)

𝑣
 (3.19) 
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Here the subscription p and v stand for constant pressure and volume. In this work, heat 

capacity measurements are conducted under constant pressure, therefore the 𝐶𝑝 

denotation will be used. 

 Heat capacity measurements conducted in this work are performed with the 

Physics Property Measurement System (PPMS), a schematic diagram of the setup is 

shown in Figure 3.19 below. 

 

Figure 3.19 (a)Schematic diagram of a heat capacity measurement. (b) Image of the 

sample stage in our PPMS during heat capacity measurement. 
Source: (a) user guide for Physics Property Measurement System, Quantum Design. 
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The PPMS system (Quantum Design) uses a relaxation technique for the accurate 

heat capacity measurement. After each measurement cycle⎯which is a heating period 

followed by a cooling period⎯ the Heat Capacity option fits the entire temperature 

response of the sample platform to a model that accounts for both the thermal relaxation 

of the sample platform to the bath temperature and the relaxation between the sample 

platform and the sample itself [91]. By modeling this effect, the software can report the 

correct heat capacity values despite such poor contact. Before each measurement, a blank 

holder (everything but the sample) is used to determine the background Cp.  Multiple 

measurements (typically) three are conducted at each temperature.  In addition, samples 

are run in both warming and cooling directions to search for hysteresis effects if peaks 

due to transitions are seen in the samples. 

 

3.9 Density Functional Theory (DFT) 

The density functional theory (DFT) [92] with local spin density approximation (LSDA) 

is a very efficient and accurate scheme for modeling the many-electron problem of a 

system with fixed nuclei positions, such a crystal. The total energy in terms of the spin 

density 𝜌𝜎(𝑟) is: 

 

𝐸𝑡𝑜𝑡(𝜌↑, 𝜌↓) = 𝑇𝑠(𝜌↑, 𝜌↓) + 𝐸𝑒𝑒(𝜌↑, 𝜌↓) + 𝐸𝑁𝑒(𝜌↑, 𝜌↓) + 𝐸𝑥𝑐(𝜌↑, 𝜌↓) + 𝐸𝑁𝑁 (3.20) 

  

 

with  𝐸𝑁𝑁  the repulsive Coulomb energy of the fixed nuclei and the electronic 

contributions, 𝑇𝑠  is the kinetic energy, 𝐸𝑒𝑒  is the electron-electron repulsion, 𝐸𝑁𝑒 is the 

nuclear-electron attraction and  𝐸𝑥𝑐 is the exchange-correlation energies. For LSDA, 
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approximation has been made that  𝐸𝑥𝑐  can be written in terms of a local exchange-

correlation energy density 𝜇𝑥𝑐 times the total electron density as: 

 

𝐸𝑥𝑐 = ∫ 𝜇𝑥𝑐(𝜌↑, 𝜌↓) ∗ [𝜌↑ + 𝜌↓]𝑑𝑟 (3.21) 

Further, orbitals 𝜒𝑖𝑘
𝜎  constrained to construct the spin densities need to be introduced to 

effectively minimize the total energy 𝐸𝑡𝑜𝑡. 

 

𝜌𝜎(𝑟)  = ∑ 𝜌𝑖𝑘
𝜎

𝑖,𝑘

|𝜒𝑖𝑘
𝜎 |2 (3.22) 

 

Here 𝜌𝑖𝑘
𝜎  are occupation numbers. The variation of 𝐸𝑡𝑜𝑡 gives the Kohn-Sham equations, 

 

[−∇2 + 𝑉𝑁𝑒 + 𝑉𝑒𝑒 + 𝑉𝑥𝑐
𝜎 ]𝜒𝑖𝑘

𝜎 = 𝜖𝑖𝑘
𝜎 𝜒𝑖𝑘

𝜎 (𝑟) (3.23) 

  

 

which need to be solved self-consistently in an iterative process by a computational 

method for solving the many-electron problem.   

 This work uses the software package wien2k [93] which utilizes the linearized 

augmented plane wave (LAPW) method for solving the Kohn-Sham equations for the 

ground state density, total energy, and eigenvalues of a many-electron system. 

 In the LAPW method, the unit cell of a crystal is divided into two types of regions: 

non-overlapping atomic spheres and the interstitial region. For the atomic sphere, the 

expression used for the plane wave is: 
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∅𝒌𝑛
= ∑[𝐴𝑙𝑚,𝒌𝑛

𝜇𝑙(𝑟, 𝐸𝑙) + 𝐵𝑙𝑚,𝒌𝑛
𝜇�̇�(𝑟, 𝐸𝑙)]𝑌𝑙𝑚(�̂�)

𝑙𝑚

 (3.24) 

  

 

where 𝑌𝑙𝑚(�̂�) is the spherical harmonics, 𝜇𝑙(𝑟, 𝐸𝑙) is the regular solution of the radial 

Schrödinger equation for energy 𝐸𝑙 and the spherical part of the potential inside sphere 

t; 𝜇�̇�(𝑟, 𝐸𝑙) is the energy derivative of 𝜇𝑙; 𝐴𝑙𝑚 and 𝐵𝑙𝑚 are coefficients. 

 In the interstitial region, the expression for a plane wave is like: 

 

∅𝑘𝑛
=

1

√𝜔
𝑒𝑖𝒌𝑛∙𝒓 (3.25) 

  

 

 The solution to the Kohn-Sham equations are expanded in this basis set of 

LAPW’s according to the linear variation method: 

 

𝜓𝒌 = ∑ 𝑐𝑛∅𝑘𝑛

𝑛

 (3.26) 

  

 

The coefficients 𝑐𝑛  are calculated by the Rayleigh-Ritz variational principle. The 

convergence criterial is controlled by a cutoff parameter 𝑅𝑚𝑡𝐾𝑚𝑎𝑥 , where  𝑅𝑚𝑡  is the 

smallest atomic sphere radius in the unite cell and 𝐾𝑚𝑎𝑥 is the magnitude of the largest K 

vector in equation (3.26). 
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CHAPTER 4 

  PROBING MAGNETOSTRUCTURAL CORRELATIONS IN   

MULTIFERROIC HoAl3(BO3)4 

 

4.1 Introduction 

The system HoAl3(BO3)4 has recently been found to exhibit a large magnetoelectric 

effect. To understand the mechanism, macroscopic and atomic level properties of 

HoAl3(BO3)4 were explored by temperature and magnetic field dependent heat capacity 

measurements, pressure and temperature dependent x-ray diffraction measurements, as 

well as temperature and magnetic field dependent x-ray absorption fine structure 

measurements.  The experimental work was complemented by density functional theory 

calculations.  An anomalous change in the structure is found in the temperature range 

where large magnetoelectric effects occur.   No significant structural change or distortion 

of the HoO6 polyhedra is seen to occur with a magnetic field.  However, the magnetic 

field dependent structural measurements reveal enhanced correlation between 

neighboring HoO6 polyhedra up to near 3 T.  A qualitative atomic-level description of the 

mechanism behind the large electric polarization induced by magnetic is developed. 

Figures and tables in this chapter are from Zhang, et al., Physical Review B Condensed 

Matter and Material Physics, 92 (10), 104108 (2015). 

 

4.2 Experimental and Computational Methods 

HoAl3(BO3)4 single crystals were grown from solution–melts based on bismuth 

trimolybdate and lithium molybdate. The facets of the crystals are smooth. The color of 
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crystals appears pink under fluorescent light. For all powder samples in the experiments, 

the crystals were ground and sieved to 500 mesh particle size (< 25 µm).  

         Single crystal diffraction measurements were conducted at room temperature on a 

single crystal of dimensions 0.19 mm × 0.30 mm × 0.58 mm using an APEX II 

diffractometer with Cu K radiation following the experimental methods and analysis 

approach described in Ref. [94].  The refinement results are presented in Table 4.1. 

 

Table 4.1 Structural Parameters from Single Crystal Refinement* 

Atoms  x   y   z   

Ho  0   0   0  

Al  0.8901(8)  2/3   2/3  

O1  0.8146(18)   0.4813(17)   0.83333    

O2  0.0770(22)  0.7436(22)  0.83333    

O3  0.8147(15)  0.7827(14)  0.8122(14)   

B1  2/3   1/3   0.8333 

B2  0.2210(28)   0.8870(28)  0.83333    

Uij (Ho) 0.0074(13)  0.0074(13)  0.0112(15)  0.00372(63)  0.0000   0.0000  

Uij (Al)  0.0105(22)  0.0122(26)  0.0131(32)  0.0061(13)  0.0012(9) 0.0023(18) 

Uij (O1) 0.0244(57)  0.0244(57)  0.0055(56)  0.0167(70) 0.0040(27) -0.0040(27) 

Uij (O2) 0.0152(70)  0.0152(70)  0.0041(70)   0.0050(68)  0.0015(34) -0.0015(34) 

Uij (O3) 0.0210(58)  0.0204(6)    0.0117(43)  0.0098(51)   -0.0066(41) -0.0002(43) 

Uij (B1) 0.0166(97)  0.0166(97)  0.0140(152) 0.0083(48) 0.0000  0.0000  

Uij (B2) 0.0108(77)  0.0108(77)  0.019(11)   -0.0005(104) -0.0098(67) 0.0098(67) 

Space Group: R32 

a = 9.2891(16) Å, c = 7.2149(13) Å, Dx = 4.445 g/cm3 

Measurement Temperature: 296 K 

Crystal Dimensions: 0.18 × 0.30 × 0.58 mm3 

wavelength: 1.54178 Å,  

2θmax: 143.5° 

BASF twin parameter: 0.178(56) 

Absorption Coefficient : 25.25 mm-1 

EXTI extinction parameter:0.01485(33) 

Number of Unique Observed Reflections Fo>4(Fo): 228 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 1.68 e/ Å3 (Al) 

R1 = 4.98 %, wR2 = 12.7 %, Goodness of Fit = 1.23 

 

* Atomic displacement parameters Uij (Å2) are in the order: U11, U22, U33, U12,  

U13 and U23. 
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         Heat capacity measurements on HoAl3(BO3)4 single crystals were carried out with 

a Physical Property Measurement System (PPMS, Quantum Design) for magnetic fields 

up to 7 T on warming and cooling between 2 K and 300 K, utilizing a relaxation method 

[91]. Addenda measurements (grease without sample) were collected and subtracted from 

the sample measurements for each magnetic field. 

         For x-ray absorption fine structure (XAFS) measurements, polycrystalline 

samples were prepared by brushing the powder onto Kapton tape. Layers of tape were 

stacked to produce a uniform sample for transmission measurements with jump µt ∼ 1, 

where 1/µ is the absorption length. Spectra of HoAl3(BO3)4 were measured at the 

National Laboratory’s National Synchrotron Light Source (NSLS) of Brookhaven 

National Laboratory (BNL) beamline X19A in the ambient field vs. temperature and 5 K 

in a 10 T superconducting magnet for varying magnetic fields. 

         The Density Functional Theory (DFT) [92] based simulation of HoAl3(BO3)4 was 

carried out by using the full-potential linearized augmented plane wave (FP-LAPW) 

method as implemented in the WIEN2k code [93]. The spin-polarized calculations with a 

spin-orbit coupling (SOC) were conducted with the magnetization along the (001) 

direction. We used the local spin density approximation plus onsite Coulomb interaction 

(LSDA+U) method with Ueff = 5eV. The crystal structure of HoAl3(BO3)4 was obtained 

from our single crystal x-ray diffraction measurement. The convergence parameter 

RmtKmax was set to 7 with Gmax= 18. Two thousand uniformly distributed k-points were 

used. A total energy convergence of 10-5 Ry was used as the convergence criterion.  The 

phonon density of states (DOS) was obtained by first optimizing the structure 

(coordinates) at the experimental lattice parameters and conducting a frozen phonon 
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calculation using the VASP code [95].  The phonon density of states was then used to 

compute the heat capacity. 

         High-pressure x-ray diffraction experiments with powder samples were conducted 

on the X17C beamline at NSLS (at BNL).  The data were collected in two independent 

runs for pressures between 0.6 to 10.2 GPa and the range 2.0 to 9.0 GPa, respectively.  

Monochromatic focused beams of size 22 µm × 25 µm (first run) and 25 µm × 20 µm 

(second run) were used.  A wavelength of 0.4066 Å was used for the first run and 

0.40722 Å was used for the second experiment. The powder diffraction images were 

collected with a Rayonix165 charge coupled device (CCD) detector. All experiments 

were performed in a diamond-anvil cell (DAC) with 400 µm culets with 4:1 methanol-

ethanol mixture as the pressure transmitting medium.  Several ruby chips were placed in 

different parts of the chamber for pressure measurements based on the ruby fluorescence 

wavelengths, and the average reading of three different rubies was used as the current 

pressure. Two 4000-second scans were collected continuously for each pressure with the 

sample. The program Fit2D [96] was utilized to integrate the two-dimensional diffraction 

images to yield one-dimensional intensity vs. 2θ XRD patterns. Rietveld refinements on 

the powder XRD data were conducted using the JANA2006 [97] software package. 

         Atomic Pair Distribution Function (PDF) analysis [88] is an effective method of 

studying the structural information of materials incorporating both the periodic and 

disordered features. The relative atomic positions, or the interatomic positional 

correlations, can be described by the function 𝐺(𝑟) = 4π𝑟[𝜌(𝑟) − 𝜌0], where ρo is the 

average atomic number density, ρ(r) is the atomic pair-density, and r is a radial distance 

from a given scattering center. We performed two independent x-ray powder diffraction 
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experiments (Set A between 10 K and 350 K and Set B between 80 K and 350 K) to 

obtain the data required for the PDF study. Both were conducted at the X17A beamline at 

the NSLS, BNL. Data sets A and B both had the same experimental setup with x-ray 

beams 0.5 mm × 0.5 mm in size and wavelength λ = 0.1839 Å. The sample was packed in 

a cylindrical polyimide capillary 1mm in diameter. For data set A, it was placed 204.62 

mm from the detector (and for data set B it was placed 206.05 mm away).  Calibration 

was done by using a nickel standard. Set A was collected in a continuous flow cryostat 

with a cold finger, while set B was collected in a nitrogen gas stream system (Oxford 

Cryostream). The experimental background for each set-up was obtained by measuring 

empty sample holders in the same apparatus.  The scattering data were collected with a 

Perkin-Elmer area detector.  Multiple scans were performed for a total exposure time of 

60 s (Set A) and 240 s (Set B) per temperature point. The Fit2D package was utilized to 

integrate two-dimensional diffraction images to yield one dimensional intensity vs 2θ 

XRD patterns. The intensity data were corrected and normalized to obtain the total 

scattering structure function S(Q) and then the atomic pair distribution function (PDF), 

G(r), using the PDFgetX3 [98] program.  In the Fourier transform step to get G(r) from 

S(Q), the limits for the Q-range were chosen to reduce termination ripples.  We used Qmin 

= 0.1 Å -1and Qmax = 20.0 Å-1.  The program PDFgui was used to refine the structure at 

each temperature based on the extracted G(r) [89].  Data were first fit at 300 K (space 

group R32) and the refinement results were used for higher and lower temperature data 

sets for each consecutive temperature point.  Unit cell parameters as well as atomic 

displacement parameters obtained from our single crystal x-ray measurement at room 

temperature were used as the initial values. In both data sets, anisotropic atomic 
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displacement parameters (ADPs) (U11 = U22 ≠ U33) were applied due to the hexagonal 

nature of the cell.  The lattice parameters and ADPs were refined but the atomic 

coordinates were held fixed.   This latter assumption is expected to be appropriate in this 

extremely stiff material as evidenced by the high-pressure results. In addition, it provides 

the simplest model to track the temperature dependence. 

 

4.3 Results and Discussions 

4.3.1 Crystal Structure 

Figure 4.1 shows the crystal structure of HoAl3(BO3)4, and we note that the cell is 

hexagonal with space group R32. There are seven unique atomic positions in a unit cell; 

oxygen atoms occupy three different positions, and boron atoms occupy two positions.  

We label them as O1, O2, O3 and B1, B2.  Ho and Al atoms occupy separate unique 

sites.  This labeling scheme will be used below. Ho3+ ions form HoO6 polyhedra with six 

O3 atom first neighbors to the Ho site, in the shape of a slightly twisted prism. The HoO6 

polyhedra are connected with BO3 triangles containing O2 and O3, while the BO3 

triangles containing only O1 are isolated from the HoO6 polyhedra. No oxygen atom is 

shared by two nearby Ho ions. 
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Figure 4.1 Crystal structure of hexagonal HoAl3(BO3)4 with HoO6 polyhedra connected 

by BO3 planes containing O2 and O3 ions, while the BO3 triangles with O1 ions are 

isolated. 

 

Tables 4.1 and 4.2 present the refinement results of single crystal x-ray diffraction 

data collected at the room temperature.  The unit cell parameters presented in Table 4.1 

are consistent with those of the materials in the RAl3(BO3)4 family like TbAl3(BO3)4 [99]. 

Atomic displacement parameters are anisotropic (U11 = U22≠ U33) due to the hexagonal 

nature of the cell. Table 4.2 contains selected bond distances. 

 

Table 4.2 Bond Distances (Å)  

 

Bond Type  Distance 
___________________________________________ 

Ho-O3 × 6  2.323(11) 

 

Al-O3 × 2   1.873(12) 

Al-O1 × 2   1.923(11) 

Al-O2 × 2   1.931(14) 

 

B1-O1 × 3   1.374(17) 

 

B2-O2     1.338(33) 

B2-O3 × 2   1.367(17) 
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4.3.2. Heat Capacity 

There is no current experimental data available for the heat capacity of the RAl3(BO3)4 

family for comparison while the behaviors of the heat capacity from multiple materials in 

the RFe3(BO3)4 system are well studied (see above).   The heat capacity data collected in 

this work for HoAl3(BO3)4 are given in Figure 4.2 to 4.4. Figure 4.2(a), 4.2(b) and 4.2(c) 

present the results of heat capacity measurements under variable temperatures (2 – 300 

K) and magnetic fields (0 – 8 T). There are no structural phase transitions (sharp features) 

observed (Figure 4.2(a)), although a smooth bump can be observed near 10 K (see the 

inset of Figure 4.2(a)).  Measurements done on cooling from above this region down to 2 

K and returning to the region above this feature (at 0 T) reveal no hysteresis, supporting 

the idea that there is no long-range structural transition associated with this feature.  The 

position of the feature near 10 K moves to higher temperatures for magnetic fields above 

2 T.  This feature is possibly associated with Schottky anomalies (associated with the Ho 

crystal field) or possibly with a magnetic field induced ordering of Ho sites. 
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Figure 4.2  (a) Heat Capacity measurement of HoAl3(BO3)4 between 2 to 300 K under 

magnetic fields from 0 to 7 T. The inset shows the low-temperature region between 2 to 

60 K.  Expanded scales for the region between 2 to 20 K are given in (b) and (c). The 

position of the peak shifts to a higher temperature for magnetic fields above 2 T. 

 

The contribution of the Ho subsystem in specific heat has been studied 

theoretically (Schottky) and calculated in by Begunov et al., based on a Hamiltonian 

which includes crystal field, Zeeman and Hyperfine interaction contributions [100]. 

Properties were calculated by diagonalizing the Hamiltonian for varying temperatures 

and magnetic fields. The contribution of the Ho subsystem was calculated by the formula 

𝐶𝐻𝑜 = 𝑘𝐵
<𝐸2>−<𝐸>2

(𝑘𝐵𝑇)2  , where <E2> and <E>2 using the derived states for varying 
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magnetic fields and temperatures.  This atomic-like model predicted a shift of the wide 

peak near ~ 10 K to the low temperature region for external magnetic fields between 0 to 

1 T, and towards the high temperature region for magnetic fields from 3 T to 6 T, which 

is similar to our results.   Calculations were performed for magnetic fields at a limited set 

of values:  0, 0.1, 0.3, 0.5, 1, 3 and 6 T.  

While the crystal field model has been used the describe the behavior of the heat 

capacity at low temperatures in RAl3(BO3)4 system, in RFe3(BO3)4 evidence has been 

found for order at the R site for R=Nd, Sm, Er, Ho, and Tb. For R=Nd both the Fe and 

Nd sites exhibit magnetic order below 30 K [101].  For the R=Sm system, simultaneous 

ordering of the Fe and Sm sites occurs at 34 K [102].   For R=Er, Tb and Ho, ordering of 

both sites occurs at 32, 40 K and 38 K, respectively [103].  In these systems coupling 

between the Fe and R site occurs which possibly enable this ordering.  We note that 

recent work on the HoAl3(BO3)4 system suggest an ordering of the Ho site at a 

temperature which is consistent with the appearance of the magnetoelectric effect [104].  

While both approaches have been applied to this system, the emphasis here is to 

understand the magnetostructural correlations.  
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Figure 4.3 (a) Experimental value of heat capacity (red circles) at 7 T compared to DFT 

simulated (modeling the phonons) result (black dashed line).  The inset shows an 

expanded scale for the low-temperature region. It can be seen that our simulated result 

agrees well with the experimental values in the high-temperature region, while significant 

deviations start to show up at around 60 K.  (b) Difference of Experimental and simulated 

value of heat capacity (red circles) between 0 and 150 K under 7 T, and the calculated 

change in entropy (black solid line). 

 

It is found in this work that the behavior of the specific heat has strong magnetic 

field dependence.  The solid black line in Figure 4.3(a) gives our simulated result 

(Density Functional Theory model of the phonons from the frozen phonon method) for 

the lattice only contribution to the heat capacity of HoAl3(BO3)4. The simulated and the 

experimental data match very well above ~ 60 K.  This suggests that the heat capacity of 

HABO system is mostly from the lattice for temperatures above 60 K. The difference 
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between the lattice and the measured heat capacity is indicated as CP is shown in Figure 

4.3(b) as the open circles.  The change in entropy can be computed directly by integrating 

CP /T. Figure 4.3(b) also shows the calculated change in entropy for a 7 T magnetic 

field. Figures 4.4(a), 4.4(b), 4.4(c) give the overall picture of all the data at all magnetic 

fields studied. The change in entropy is seen to approach a constant value with the 

increase of temperature, as expected.  It is seen to saturate for magnetic fields above ~ 2 

to 3 T.  These results are consistent with the saturation of the magnetization for magnetic 

fields above ~ 3 T (see Figure 4.13(e) below) at low temperature. However, it is 

important to note that our calculated results should be somewhat smaller than their actual 

values because of the omission of the region below 2 K in our measurements.  This 

region is below the working range of our instrument.  Both free Ho ion models and 

crystal field models predict saturation of the entropy with increasing magnetic fields.  We 

note that in a single ion field induced Ho alignment model that the change in entropy has 

a value given by S = R ln(2S+1).   For Ho3+ (4f10) with S = 2 (or 4 B per Ho Site) we 

obtain S = 13. 4 J/(mol×K), which is close to observed results.  To distinguish between 

these models, detailed crystal field modeling covering the range of magnetic fields and 

temperatures discussed here as well as systematic temperature and magnetic field 

dependent neutron diffraction experiments are needed. The models will be constrained by 

these heat capacity measurements.  Here we focus on the structural properties. 



 

72 

0 25 50 75 100 125

0.0

0.4

0.8

1.2

1.6

10 20 30 40

0.0

0.4

0.8

1.2

1.6

0 25 50 75 100 125
0

4

8

12

16

 

 


C

p
/T

(J
/m

o
l-

K
2
)

B=0T

B=7T

(a)

(b)


C
p
/T

(J
/m

o
l-

K
2
)

 

 

142 144 146 148

12

14

 

 

(c)

 0T

 0.50T

 1.00T

 1.06T

 1.13T

 1.19T

 1.25T

 1.50T

 1.75T

 2.00T

 2.50T

 3.00T

 3.50T

 4.00T

 5.00T

 6.00T

 7.00T

 

 

S
 (

J
/m

o
l-

K
)

Temperature (K)

 
Figure 4.4 (a) Difference between the experimental and simulated value of heat capacity 

for magnetic fields from 0 to 7 T.  (b) An expanded scales of temperature region between 

2 and 50 K. The position of the peak shifts toward higher temperature region with the 

increasing magnetic field above 2 T, while no obvious trends are observed below 2 T.  (c) 

The calculated changes in entropy. The curves converge to the same approximate value 

with increasing magnetic field. The inset is an expanded scale between 140 and 149 K. 

 

4.3.3. High-Pressure X-ray Diffraction 

Figures 4.5 to 4.8 show the results from high-pressure x-ray diffraction measurements 

between 0.6 and 10.2 GPa.  Figures 5(a) and 5(b) show the XRD patterns of HoAl3(BO3)4 

in two data sets.  
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Figure 4.5 High-pressure synchrotron XRD patterns of (a) set A, (b) set B for 

HoAl3(BO3)4. Peak positions continue shift systematically to higher 2θ values with 

increasing pressure. 

         

No new peak appears in the whole pressure range indicating a continuous 

compression process on the samples without a structural phase change. The expected 

shift of the peaks to higher angle with increased pressure is seen.   Rietveld refinements 

were performed on the XRD data to obtain the structural parameters. The profile of the 

refinement (data fit) is shown in Figure 4.6 for P = 0.64 GPa.  
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Figure 4.6 Rietveld refinement result at 0.64 GPa. The observed (crosses), calculated 

(solid line) and difference (bottom line) patterns are shown. The vertical bars show the 

peak positions for the refined hexagonal model.  The symbol * indicates a peak of the 

steel gasket. 

 

The small gasket peak region (steel gasket, indicated as *) was excluded during 

the refinement. The lattice change with pressure is shown in Figure 4.7.   
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Figure 4.7 (a) Cell parameters of HoAl3(BO3)4 obtained from the Rietveld refinements, 

with a (blue), c(red) vs. pressure shown, respectively.  Pressure-dependent percent change 

in cell parameters, (b) a, (c) c, respectively. 

The lattice is compressed at an almost constant rate in the entire pressure range, 

but the c direction is softer than the a direction.  No anomalies are observed.  The 

pressure dependent volume change can be seen in Figure 8(b) (black triangles).  A first-

order equation of state fit using the Murnaghan equation was performed, and the fitting 

curve is almost linear.  The bulk modulus B0 and its pressure derivative B0
’obtained from 

the fit are B0 = 190.93 ± 10.35 GPa, B0
’ = 3.30 ± 2.75GPa.  B0

’ behaves normally (typical 

values of B0
’ are between 2 to 8 [105]).  No current data are available for B0 for other 

materials in the RABO family. However, comparison can be made with the values of B0 

for some other well-known materials including (in GPa): NaCl (24.0), bulk silicon (94) 

[105], MgO (156), CaCO3 (75.3), 3C-SiC (248) [106], Diamond (442) [107], LaMnO3 

(108) [108]. It can be seen that B0 for HoAl3(BO3)4 is close to 3C-SiC(248), indicating a 
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very stiff material.  This was also observed in these measurements as extreme difficulty 

in grinding this material. 

DFT calculations were performed to make contact between models and the 

experiments.  As can be seen in Figure 4.8, the red closed circles are the DFT calculated 

results of c/a (Figure 4.8 (a)) and V/V0 (Figure 4.8 (b)) respectively.  
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Figure 4.8 (a) Lattice parameter ratio c/a for experimental results (black triangles) and 

DFT calculated values (red circles). (b) V/V0 for experimental results (black triangles) 

and DFT calculated values (red circles). The lines show the first order Murnaghan 

equation of state fit of experimental (solid) and DFT simulated (dash) results, 

respectively. V0 = 539.1 Å3 was used. Bulk Modulus (B0, in GPa) compared with other 

materials: NaF (46.5), NaCl (24.0), MgO (156), CaCO3 (75.27), 3C-SiC (248), LaMnO3 

(108), indicates that this material is very stiff. 
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The calculated values match reasonably well with the experimental results (black 

triangles).  Moreover, the bulk modulus B0 obtained from DFT calculations has a value of 

B0 = 190.01 GPa, which is almost the same as the refinement results. These results and 

the heat capacity results indicate that the system can be readily modeled with DFT 

methods. Our high-pressure study also supports the observation of the anisotropic 

compressibility of HoAl3(BO3)4 in which c is softer than a, as well as the stiffness of the 

sample. These properties should also be observed in temperature-dependent experiments.  

The changes in structure coincide with the region of larger magnetoelectric effects at low 

temperature and may possibly be related.  Since low-temperature changes (lattice 

contraction) can be achieved by the application of high pressure, the application of 

pressure may enable us to probe low-temperature properties and electrical polarization 

measurements under pressure should be explored. 

4.3.4   High Energy X-ray Diffraction (PDF measurements) 

High scattering angle XRD data on HoAl3(BO3)4 powder samples were taken for a PDF 

study.  The image for a typical data set can be seen in Figure 4.9.  
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Figure 4.9 Two-Dimensional XRD raw data collected using a Perkin Elmer detector for 

the HoAl3(BO3)4 powder sample. The data collected has very high quality with no bright 

spots from single crystal particles. 

 

Note that no high-intensity spots from large single crystal particles are detected, 

and the circles are approximately continuous. The solid vertical line on the left side of the 

image shows a line of dead pixels in the detector, which was masked during data 

processing.  Two independent data sets (A and B) were collected.  The PDF technique is 

sensitive to the short-range structure and local bond distance in addition to the long-range 

periodic structure [88(b)]. Local distortions can be readily determined.  Figure 4.10 

shows the refinement result of HoAl3(BO3)4 from 1 to 20 Å at room temperature from set 

B.  
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Figure 4.10 PDF G(r) of from the HoAl3(BO3)4 powder sample (crosses), fit (solid red 

line) and the difference (bottom green line) are shown. The inset shows an expanded area 

of low r region with the corresponding bond(s) labeled.  

 

The first atomic pair distance is above 1 Å (see Table 4.2), so the area between 0 

to 1 Å were excluded from the refinement. The weighted R-factor Rw is 20.1%, which 

compares well with the value of perovskites such as BaTiO3 [109] and other complex 

oxide systems.  (Note that 𝑅𝑤 = √
∑ 𝑤(𝑟𝑖)[𝐺𝑜𝑏𝑠(𝑟𝑖)−𝐺𝑐𝑎𝑙𝑐(𝑟𝑖)]2𝑁

𝑖=1

∑ 𝑤(𝑟𝑖)𝐺𝑜𝑏𝑠
2𝑁

𝑖=1 (𝑟𝑖)
, with Gobs and Gcalc  as the 

experimental and calculated PDF, respectively, the weight for each data point is given by 

w(ri) [81(b)].)  Atomic displacement parameters (ADPs, U11 = U22 ≠ U33) for Ho, Al, O1, 

O2 and O3 were refined, and Uiso was determined using Uiso = (U11+U22+U33)/3.  

Figure 4.11 shows the temperature-dependent lattice parameters retrieved from 

the PDF refinement.   
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Figure 4.11 Cell parameters (a) a, (b) c, respectively, retrieved from a fit of PDF G(r).  

Blue triangles are the results from set A, while red squares are from set B.  

 

The result from set A matches well with the ones from set B, suggesting our 

results are very reproducible. It can be seen that the change of a in the whole temperature 

range is very small (~10-3Å), while the change in c is relatively larger (~10-2Å). This 

indicates that the cell is softer in c direction, which agrees well with our observation from 

the pressure-dependent XRD measurements.  Temperature-dependent ADPs are shown in 

Figure 4.12, for (a) Ho, (b) Al, (c) O1, (d) O2, (e) O3, respectively.   
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Figure 4.12 Refinement results of atomic displacement parameters (ADPs, Uiso) 

measured from 10 K to 350 K of each atom as (a) Ho, (b) Al, (c) O1 (d) O2, (e) O3, 

respectively. Set A (crosses) and Set B (triangles) are plotted on the same graph. The 

solid blue lines stand for the Debye model fits for set B. A small bump is detected for Ho 

at about 30 K, and a very significant change is seen for O2 below 50 K. 

 

The results from set A are more scattered than the results from set B, mainly due 

to the experimental setup difference (A has 60 s counting time while B has 240 s 

counting time per temperature point).  However, the overall trends and average results are 

similar. The most unusual variation in the structural parameters of HoAl3(BO3)4 occurs at 
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low temperature.  Hence, set A is focused on.  The blue curves in Figure 4.12 are the 

fitting results based on a Debye model [110] given by 𝑈 =
3ℎ2𝑇

4π2𝑚𝑘Ѳ2 [𝜙(𝑥) +
1

4
𝑥] + 𝑈0, 

where x= 
Ѳ

𝑇
 and 𝜙(𝑥) =

1

𝑥
∫

𝜉𝑑𝜉

𝑒𝜉−1

𝑥

0
; Ѳ is the Debye temperature; h and k are the Planck and 

Boltzmann constants; m is the mass of the vibrating atom. 𝑈0 reflects the static and 

nonthermal disorder. The  𝑈0 parameter is quite small and is slightly modified by the 

experimental setup.  Hence the data sets (A and B) are presented with slightly shifted 

scales (left scale and right scale, respectively) within the same window.  It is noticed that 

the Debye temperatures determined from our fits for each atom are higher than typically 

found for the corresponding atoms [111].  For example, θ for a rare earth atom is usually 

< 200 K but here it is ~ 300 K. The value of θ for Al, O1, O2 and O are ~ 930, 1035, 651, 

and 897 K, respectively. It could be understood because this is a very stiff material, the 

bonds for atoms should be stronger than those in the normal materials. The larger value 

of bulk modulus found in our high pressure XRD measurement also supports these 

results.    

In further investigation of ADPs, it is very clear to see a significant deviation in 

Uiso of O2 below 50 K (Figure 4.12(d)), as well as suggestions of a jump in Uiso of Ho 

(Figure 4.12(a)) at about 30 K. Such behavior of the refined-ADPs is usually due to an 

overall inadequate structural model [112] or some short-ranged effect which disagree 

with the average long-range structure. As we previously mentioned, there is no long-

range structural phase transition occurs at this temperature region. The system possibly 

exhibits a local distortion [113], in which the Ho and O2 atoms are involved.   
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Figure 4.13 (a) Heat capacity measurements between 0 and 100 K at 0 T (red circles) and 

7 T(blue triangles), together with ADPs for (b) Ho, (c) O2, respectively.   (d) 

Temperature and field dependences of magnetoelectric polarization Pyy taken from Ref. 

[42] (The magnetic field H was applied along the y-axis and the polarization was also 

measured along this axis.)  (e) The reported magnetization data vs. applied a magnetic 

field (Ref. [42]).  The solid symbols stand for Hz = 9 T (red), 6 T (black), 3 T (blue) and 

0.1 T (dark yellow), respectively. The open symbols stand for Hx =9 T (red), 6 T (black), 

3 T (blue) and 0.1 T (dark yellow), respectively. 

 

Figure 4.13 presents an expanded view of the data between 0 and 100 K.  Figures 

4.13(d) and 4.13(e) are the reported experimental data for electrical polarization and 

magnetization taken from Ref. [44].  We note that the anomalies in the Ho and O2 ADPs 
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occur in the temperature region where the large magnetoelectric effect in HoAl3(BO3)4 

can be seen. The combined results suggest that the local distortion inside the cell at low 

temperature may be relevant to the magnetoelectric effect of the system. Since the O2 

atoms are outside the HoO6 polyhedra, a picture of the structure beyond just the HoO6 

polyhedra under a magnetic field is needed, and it will be addressed below. 

4.3.5   X-ray Absorption Fine Structure Measurements 

Magnetic field dependent absorption measurements at a fixed temperature (5 K) are 

shown in Figure 4.14, as the XAFS structure functions.  

(a) 

0 1 2 3 4 5 6 7

0.0

0.5

1.0

1.5

2.0

Ho-Al

Ho-O2

Ho-O1

Ho-O3

Ho-B2

Ho-O2

R (Å)

|F
T

 [


(k
) 

*
 k

2
]|

 0 T

 1.0 T

 1.5 T

 2.0 T

 2.5 T

 3.0 T

 3.5 T

 4.0 T

Ho-O3

Ho-O3'-O3 MS

 

(b) 

0 1 2 3 4 5 6 7

0.0

0.5

1.0

1.5

2.0

|F
T

 [


(k
) 

*
 k

2
]|

R (Å)

Ho-Al

Ho-O2

Ho-O1

Ho-O3

Ho-B2

Ho-O2

 4.5 T

 5.0 T

 5.5 T

 6.0 T

 6.5 T

 7.0 T

 7.5 T

 8.0 T #1

 8.0 T #2

Ho-O3

Ho-O3'-O3 MS

 

Figure 4.14 XAFS structure function (Fourier transform of fine structure times k2) taken 

at 5 K for magnetic fields varying from 0 T to 4 T in (a) and 4.5 T to 8 T (b).  Duplicate 

data sets at 8T (in (b)) show the statistical variation in the data.  Note that significant 

changes occur in the region near ~ 5 Å with the largest change corresponding to magnetic 

fields increasing from 0 T to 3 T (the structural peaks are identified in Figure 4.16). 
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Duplicate data sets at 8 T show the statistical variation in the data at a fixed 

magnetic field. The most significant change in the structure with magnetic field occurs 

near ~ 5 Å. The structure changes significantly between 0 and 3 T and remains relatively 

stable for higher magnetic fields.  The details will be described in depth below with the 

discussion of Figure 4.16. Temperature-dependent XAFS structure functions are 

presented in Figure 4.15. The result indicates a systematic reduction in all pair peaks with 

increased temperature. It is consistent with a temperature variation of the lattice 

parameters (Figure 4.11). 
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Figure 4.15 Temperate dependent XAFS structure function indicating a systematic 

reduction of all pair peaks with increased temperature. 

 

The peak mentioned in Figure 4.14 with the most significant change with the 

magnetic field is further examined in Figure 4.16. It can be seen more clearly that the 

intensity of this peak near ~ 5 Å shows a strong variation with the magnetic fields up to 

~3 T. This specific peak indicated by the arrow corresponds to scattering paths between 

Ho ions in one HoO6 prism and the O3 atom on the nearby HoO6 prism. A single 

scattering (Ho-O3) and a multiple scattering path (Ho-O3’-O3) which contribute to this 
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peak are illustrated in Figure 4.16(b).   Meanwhile, no significant variation is with 

magnetic fields is found in the first peak which corresponds to the nearest neighbor Ho-

O3 shell in the HoO6 polyhedra.  Specifically, in Figure 4.14, there is no significant 

change with magnetic fields in the nearest Ho-O3, Ho-B2 Ho-O2 and next major shell 

containing Ho-Al and Ho-O1/O2 pairs.  The data show that the HoO6 polyhedra remain 

stable within the entire magnetic field range measured 
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Figure 4.16 Expanded XAFS structure functions for magnetic fields between 0 T and 4 T 

are shown in (a).  In panel (b) the single scattering path Ho-O3 and multiple scattering 

path (Ho-O3’-O3) associated with the peak are shown.  This strong variation at low field 

(0 to ~ 3 T) is related enhanced coupling of neighboring HoO6 polyhedra via the BO3 

planes. 
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Recently, a microscopic model of HoAl3(BO3)4 model was reported [44].  In the 

model, all Ho ions in the crystal hold equivalent positions and are surrounded by a 

slightly twisted O3 prism with a triangular base. The electron density distribution of the 

4f subshell for a Ho3+ ion takes the form of an ellipsoid flattened along the quantization 

axis (along z). The model suggests that without an external magnetic field the 4f subshell 

of a holmium ion takes the position that has the minimum overlap with the O3 shell, and 

the magnetic moment is directed along the z-axis (half parallel and half antiparallel). 

When an external field is applied, for example, in the z-direction, the magnetic moment 

of one-half of the ions will rotate by 180°.  During the rotation, the overlapping of 

electron (Ho 4f and the O3) charge density will arise, which will create additional 

electrostatic forces that will cause the strain in the lattice.  Such strain will reach its 

maximum when the magnetic moment of Ho3+ is in the xy plane. During this process, the 

forces acting on the holmium ions will differ for different oxygen ions, and this will lead 

to a shift of a Ho3+ ion in the x-direction. In the model, this process will eventually result 

in a decrease in the twist angle of the oxygen prism, and thus an electric dipole arises.   

This model agrees well with the observed fact in Ref. [43] that the HoAl3(BO3)4 crystal 

undergoes positive magnetostriction x and reaches its maximum at about 3 T.  But 

continues to drop with the increasing magnetic field, because according to the model, the 

strain caused by the rotation of magnetic moment of Ho3+ will reach its maximum when 

it has rotated by 90°, after which it will continue to drop.  

With respect to the XAFS results in the magnetic field, we note that the absence 

of changes in Ho-O3 nearest neighbor peak is inconsistent with the proposed theoretical 

model (Ref. [44]).   Meanwhile, the strong variation of the Ho-O3 and Ho-O3’-O3 peaks 
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reflects the fact that coupling between two nearby HoO6 polyhedra will be enhanced with 

increased magnetic field up to ~ 3 T, reach its maximum and maintain the level between 

3 to 8 T.  In this system, the magnetic field couples to the lattice and rotates the HoO6 

polyhedra initially but the stiffness of the lattice prevents rotations beyond a certain 

range.  Hence, increasing the field has no effect beyond a cut-off magnetic field (~ 3 T in 

this case). 

4.3.6.   Density Functional Theory (DFT) Calculation 

Our calculated LSDA+U Density of States (DOS) is shown in Figure 4.17, the total DOS 

reveals a wide bandgap of HABO with the value of ~ 5 eV, with localized 4f states in the 

middle of the gap. These results are consistent with the DFT calculations on TbAl3(BO3)4 

[42].    
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Figure 4.17 Total DOS (a) and the projected DOS of the Al-3p (b), Ho-4f (c) and Ho-5d 

bands (d).  The red lines stand for the spin up contributions and black lines are for the 

spin down contributions.  The inset is an expanded scale of the Ho 4f DOS between 0 and 

6 eV. 
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The spin up states of Ho 4f are mostly between -6 and -3 eV, while the spin down 

states have a peak at about -2 eV and also occur near the center of the gap.  The peak near 

-2 eV for the 4f spin down DOS is found in other rare earth borate systems including 

TbFe3(BO3)4 [
114] and TbAl3(BO3)4.  But in the Ho system, it is much broader. Unlike the 

iron borates, only the R ion (Ho for example) contributes to the magnetic properties.  

Specifically, Al (Figure 4.17 (b)) and oxygen (not shown) shows no direct or induced 

magnetization based on the calculated DOS.   

The total electron density with spin up + spin down is plotted in Figure 4.18.  

 
Figure 4.18 Cross section of the total electron density on (a) ab plane (z = 0) and (b) ac 

plane (x = 0). The Ho iron is centered in both images. 

The projection on the ab and ac planes reveals that the shape of Ho density is a 

very slightly distorted sphere.   To study the Ho 4f contribution to the total electron 

density and its spatial distribution, we calculated the spin density difference (spin up – 

spin down) [115] (see Figure 4.19). It is seen that the magnetic contribution comes from 

the Ho site only. The negative isosurfaces (for occupied 4f states near ~ -2 eV shown in 

Figure 4.17(c)) takes the shape of multiple lobes (Figure 4.19(b)), and the positive ones 

(for state between -6 and -3 eV) have the shape shown in Figure 4.19(a).   All the 

isosurfaces have a high symmetry and are not significantly distorted with respect to any 

particular direction.  In other words, to first order this moment can be rotated under the 
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external magnetic field. Therefore, it is unlikely that the rotation of Ho 4f moments will 

cause significant strain inside the HoO6 polyhedra.  This result supports our results 

derived from the XAFS measurement that the magnetoelectric properties of HABO 

system should not be related to the distortion inside the HoO6 prism.  

 

 

 
Figure 4.19 Spin density difference (spin up minus spin down) in 3-d space with the 

isosurface level equal to (a) 0.02/a0
3 and (b) -0.02/a0

3, respectively. This emphasizes the 

Ho 4f band. Only the Ho site has non-zero spin density difference. 

 

4.4 Summary 

The magnetostructural properties of HoAl3(BO3)4 were explored by temperature and 

magnetic field dependent heat capacity measurements, pressure, and temperature 

dependent x-ray diffraction measurements, as well as temperature and magnetic field 

dependent x-ray absorption fine structure measurements.  The heat capacity was 
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measured (from 2 to 300 K) in magnetic fields (from 0 to 7 T) and the structure was 

measured form ~ 10 to 350 K. The structure for isotropic pressures between ambient and 

10.2 GPa was also measured. Local structural measurements were conducted in magnetic 

fields (between 0 and 8 T at 5 K).  These measurement results were combined with 

density functional calculations to predict the lattice contribution to the heat capacity, the 

pressure-dependent structure, the electronic structure, and the spin decomposed charge 

density.  An anomalous change in the structure is found in the region of large 

magnetoelectric effects, which may be related.  More detailed high-resolution 

temperature-dependent structural measurements and combined magnetic field and 

temperature structural studies are needed to provide a link between the ground state 

structure and the magnetoelectric effects. 

From a local structure perspective, no significant change or distortion of the HoO6 

polyhedra is seen to occur with a magnetic field.   However, the magnetic field dependent 

structural measurements reveal enhanced correlation between neighboring HoO6 

polyhedra.  This observed response is seen to saturate ~ between 2 and 3 T due to the 

lattice stiffness. These results provide a microscopic level understanding of the 

mechanism behind the large electric polarization induced by magnetic fields in the 

general class of RAl3(BO3)4 systems (R = rare earth).   
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CHAPTER 5 

  STRUCTURAL BEHAVIOR IN THE RX3(BO3)4 (R= HO, EU, SM, ND, GD; X= 

FE, AL) SYSTEM UNDER LOW TEMPERATURE 

 

5.1 Introduction 

In the search for materials with large magnetoelectric couplings, the RX3(BO3)4 (R=rare 

earth, X=Fe, Al) class has attracted considerable attention in recent years due to the large 

magnetoelectric effect. As discussed in the previous section, in the case of R= Ho and X= 

Al, the system remains a stable hexagonal phase R32 down to 5 K, and the electric field 

induced polarization can be as large as 0.36 µc/cm2 [42]. Previous studies suggested an 

enhanced correlation between the neighboring HoO6 polyhedra as well as possible Ho 

site ordering at low temperature [104]. Meanwhile, in the iron borates RFe3(BO3)4, a 

first-order structural phase transition from R32 to P3121 has been found in systems with 

R= Ho, Tb, Gd and Eu [116]. At the same time, the RFe3(BO3)4 system exhibit complex 

magnetic structure due to the presence of the magnetic open shell R (4f) and Fe (3d) sites. 

The first magnetic transition (due to Fe ordering) occurs near ~40 K. In the case for R = 

Ho and Gd, spin reorientation of the Fe moments in the a-b plane occurs at lower 

temperatures (~ 10 K for Gd and ~5 K for Ho), caused by strong coupling between spins 

on the R and Fe sites [101,102,103]. We note that in the iron borates, the systems that 

possess much larger electric field induced polarization are the ones that are stable in the 

R32 phase, such as in R= Sm and Nd. 
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 To understand the atomic level of mechanism that drives the magnetoelectric 

effect in the broader RX3(BO3)4 class, a systematic study of the structural and magnetic 

properties has been conducted. High-Resolution single crystal x-ray diffraction 

experiments have been carried out with samples for R= Ho, Eu Sm, Nd, Gd; X= Fe, Al, 

to probe the behavior of structural changes between 300 K and 10 K. Single-crystal 

neutron diffraction data have been obtained for HoAl3(BO3)4 to search for possible Ho 

site ordering at low temperature.  

 

5.2 Experimental Methods 

RX3(BO3)4 (R= Ho, Eu, Sm, Nd, Gd; X= Fe, Al) single crystals were grown from 

solution–melts based on bismuth trimolybdate and lithium molybdate. The preparation 

details can be found in Ref. [117]. 

Heat capacity measurements on HoAl3(BO3)4 single crystals were carried out 

with a Physical Property Measurement System (PPMS, Quantum Design) on warming 

and cooling between 2 K and 300 K to locate transition and determine their nature, 

utilizing a relaxation method [91]. Addenda measurements (grease without sample) were 

collected and subtracted from the sample measurements. 

Single crystal x-ray diffractions were performed at beamline 15-ID-D at the 

Advanced Photon Source (APS) at Argonne National Laboratory (ANL). The crystals 

measured were single phase materials with ~20 µm diameters. A monochromatic focused 

beam of wavelength 0.41328 Å and size 100 µm× 100 µm was used. The data were 

collected with a PILATUS 1M detector from 300 K to 10 K. The images were processed 

with APEX II and APEX III Bruker software for data reduction and with SADABS [118] 
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for absorption correction. The software XPREP [ 119 ] was utilized together with 

SHELXT [120] and PLATON [121] for structure solution and space group determination 

and confirmation. 

To explore possible magnetic ordering, single crystal neutron diffractions between 

5 K and 300K were conducted at beamline HB-1 at High Flux Isotope Reactor (HFIR) at 

Oak Ridge National Laboratory (ORNL).  A beam of wavelength 2.46 Å was used. 

Powder samples were first explored, in addition oriented single crystal were examined to 

enhance the signal to noise ratio for specific reflections. The sample was aligned prior to 

the measurement with the c axis in the horizontal plane. The data were collected in a 

specific region to search for the forbidden peaks (100) and (101), together with the 

reference peaks (202) and (003). The exposure time for (100) and (101) peaks was 90 

seconds at each temperature, and 15 seconds for the (202) and (003) peaks. The software 

package GRAFFITI was used for data analysis. 

 

5.3 Results and Discussion 

HoFe3(BO3)4, GdFe3(BO3)4 and EuFe3(BO3)4 have been reported to exhibit a structural 

phase transition at ~ 420 K, 156 K, and 88 K, respectively [116].  This agrees well with 

our heat capacity measurement, as shown in Figure 5.1.  
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Figure 5.1 (a) Heat Capacity measurement for R=Ho, Eu, Nd, Sm, Gd and A= Al, Fe. (b) 

Expanded region between 75 and 175 K. (c) Cp/T for the same systems measured;  

(d) Expanded region for Cp/T between 75 and 175K. 

 

The first order phase transition in systems with R=Gd and Eu is found to be near 

156K and 88K, respectively. The transition temperature of the system with R=Ho is not 

within the measurement range; therefore, no anomaly can be seen. The heat capacity data 

were then fitted with a double Debye model given by: 

 

𝐶𝑝 = 9𝑞𝑁𝑘 [𝑣 (
𝑇

𝛳𝐷1
)

3

∫
𝑥4𝑒𝑥

(𝑒𝑥 − 1)2

𝛳𝐷1/𝑇

0

𝑑𝑥 + (1 − 𝑣) (
𝑇

𝛳𝐷2
)

3

∫
𝑥4𝑒𝑥

(𝑒𝑥 − 1)2

𝛳𝐷2/𝑇

0

𝑑𝑥] 

 (5.1) 

  

The result is shown in Figure 5.2: 
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Figure 5.2 Results of the heat capacity measurements fitted with a Debye model. 

 

The refined Debye temperature 𝛳𝐷1 (mainly contributed by the rare earth atom) in 

the HABO system is found to be the largest among all the system been measured. 

Indicating the significantly higher stiffness than any of the iron containing borates.  

The crystal structures were determined by single crystal diffraction 

measurements. Details can be found in the experimental methods section. The high-

temperature phase of the HFBO, GFBO, and EFBO is determined to be R32 and the low-



 

98 

temperature structure to be P3121.  Meanwhile, other systems: SmFe3(BO3)4, 

NdFe3(BO3)4 and HoAl3(BO3)4 all remain in the R32 space group between 10 K and 300 

K. Table 5.1 and 5.2 shows the refinement results for GdFe3(BO3)4 at 300 K and 110 K, 

respectively. The structure determination for other systems are done in the same way, 

detailed refinement results (at highest and lowest measured temperature) can be found in 

Appendix A. 

 

Table 5.1 Structural Parameters from GdFe3(BO3)4 at 300K 
 

Atoms  x  y  z  Ueq (Å2)   

 

Gd   0.0000  0.0000   0.5000   0.00722(9)  

Fe   0.11673(7)  0.3333   0.8333   0.00521 

O1    0.1874(3)  0.2129(3)  0.6825(3)  0.0081(3)  

O2   0.0000   0.4084(4)  1.0000   0.0124(7)  

O3   0.0000   0.1438(3)  1.0000   0.0070(4)  

B1   0.0000   0.5530(4)  1.0000    0.0062(5)  

B2    0.0000   0.0000   1.0000    0.0057(8)  

Uij(Gd) 0.00752(10) 0.00752(10) 0.00662(13) 0.000    0.000           0.00376(5) 

Uij(Fe)  0.00497(19) 0.0050(2)     0.0057(3)   -0.00015(13)  -0.00008(6)  0.00252(10) 

Uij(O1) 0.0077(7)     0.0102(8)     0.0081(8)   -0.0017(7)   -0.0002(6)    0.0057(6) 

Uij(O2) 0.0141(13)   0.0081(10)   0.0170(17)   0.0041(6)   0.0083(13)  0.0070(6) 

Uij(O3) 0.0082(11)   0.0052(7)     0.0086(11)   0.0008(4)   0.0017(8)    0.0041(5) 

Uij(B1) 0.0070(17)   0.0055(10)   0.0067(12)   0.0005(6)   0.0010(12)  0.0035(8) 

Uij(B2) 0.0061(13)   0.0061(13)   0.005(2)     0.000    0.000        0.0030(6) 

Space Group: R32 

a = 9.5526(4) Å 

c = 7.5727(3) Å 

Dx = 4.662 g/cm3 

Measurement Temperature: 300 K 

Crystal Diameter: ~20 µm 

Wavelength: 0.41328 Å,  

2θ range: 4.2°~40.2° 

Flack parameter: 1.04(4) 

Absorption Coefficient: 2.9 mm-1 

EXTI extinction parameter:  0.01481 

Number of Unique Observed Reflections Fo>4(Fo): 639 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 0.56 e/ Å3 (Gd) 

R1 = 1.3 %, wR2 = 3.6 %, Goodness of Fit = 0.4 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table 5.2 Structural Parameters from GdFe3(BO3)4 at 110K 
 
Atoms  x  y  z  Ueq (Å2)   

 

Gd   0.66663(2)  0.66663(2)  1.0000   0.00308(9)  

Fe1   1.0000   0.88477(9)  0.6667   0.00273(14)  

Fe2   0.33557(5)  0.54988(9)  0.32530(5)  0.00283(13)  

O1   0.8123(4)  0.8123(4)  0.5000   0.0046(6)  

O2   0.5244(4)  0.6697(2)  0.4933(2)  0.0050(5) 

O3   1.0780(4)  1.0780(4)  0.5000   0.0065(6)  

O4   0.2703(3)  0.6868(3)  0.4723(3)  0.0058(4)  

O5   0.8808(3)  0.6957(3)  0.8198(3)  0.0049(4)  

O6   0.2158(3)  0.3624(3)  0.4817(3)  0.0044(4)  

O7   0.4614(3)  0.4766(4)  0.1853(4)  0.0045(4)  

B1   0.6679(4)  0.6679(4)  0.5000   0.0028(9)  

B2   0.4472(5)  0.3274(4)  0.1767(4)  0.0034(6)  

B3   1.2219(6)  1.2219(6)  0.5000   0.0038(7)  

Uij(Gd) 0.00321(11) 0.00321(11) 0.00291(12) 0.00008(2)  -0.00008(2)  0.00168(7) 

Uij(Fe1)0.0029(3)     0.0027(2)     0.0026(3)     0.00001(10)  0.00003(19)  0.00146(14) 

Uij(Fe2)0.0030(2)     0.0027(2)     0.0028(2)     0.00011(11)  -0.00001(15)  0.00134(15) 

Uij(O1) 0.0042(10)   0.0042(10)   0.0038(13)   0.0009(5)  -0.0009(5)  0.0010(12) 

Uij(O2) 0.0040(10)   0.0061(13)   0.0048(11)   -0.0018(9)  -0.0006(7)  0.0023(8) 

Uij(O3) 0.0057(10)   0.0057(10)   0.0067(12)   0.0011(5)  -0.0011(5)  0.0018(11) 

Uij(O4) 0.0051(9)     0.0069(9)     0.0062(7)  -0.0021(7)  -0.0019(7)  0.0037(8) 

Uij(O5) 0.0062(11)   0.0041(10)   0.0044(9)     0.0009(7)   0.0006(8)  0.0025(8) 

Uij(O6) 0.0069(10)   0.0032(9)     0.0035(9)     0.0001(7)   0.0006(7)  0.0028(8) 

Uij(O7) 0.0056(10)   0.0041(10)   0.0053(9)     0.0002(7)   0.0007(8)  0.0036(8) 

Uij(B1) 0.0027(15)   0.0027(15)   0.002(2)    -0.0005(6)   0.0005(6)  0.0005(13) 

Uij(B2) 0.0041(13)   0.0029(16)   0.0035(12)  -0.0003(11)  -0.0001(9)  0.0019(11) 

Uij(B3) 0.0041(14)   0.0041(14)   0.0034(16)   0.0001(8)  -0.0001(8)  0.0023(17) 

Space Group: P3121 

a = 9.5454(4) Å c = 7.5615(3) Å 

Dx = 4.676 g/cm3 

Measurement Temperature: 110 K 

Crystal Diameter: ~20 µm 

Wavelength: 0.41328 Å,  

2θ range: 2.8°~40.2° 

Flack parameter: 1.10(4) 

Absorption Coefficient: 2.9 mm-1 

EXTI extinction parameter:  0.01243 

Number of Unique Observed Reflections Fo>4(Fo): 1606 

Number of fitting parameters: 96  

Amplitude of Max Peak in Final Difference map: 0.67e/ Å3 (O2) 

R1 = 1.9 %, wR2 = 5.5 %, Goodness of Fit = 1.0 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Figure 5.3 shows the lattice parameters extracted from the refinements. Note the 

right scale is for the HABO system only and the left scale is for the iron borate systems.  

The a/c ratio for HABO is much larger than that for the iron-based systems, indicating the 

system is more closely packed in the c direction. Meanwhile, the phase transitions in the 

GFBO and EFBO (indicated as vertical arrows in Figure 5.3) can be seen clearly (vertical 

arrow) in the trend of a/c vs. Temperature.  
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Figure 5.3 a/c ratio vs. Temperature from the single crystal XRD refinements. 

 

The atomic Displacement Parameters (ADPs) of the heavy atoms in the systems 

with X=Fe haven also been investigated (For HABO system, please refer to Chapter 4), 

and the results are displayed in Figure 5.4. The anomaly in the NFBO system is probably 

due to the different setup in the high temperature region and low-temperature region 

measurements. Debye temperatures extracted from a Debye model are seen to be similar 

to each other in these systems, suggesting a similar contribution of the rare earth atoms to 

the structural properties. 
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Figure 5.4 Atomic Displacement Parameters (black squares) in the system with X=Fe 

and the regression line from a Debye model (red). 

 

A more detailed study of the crystal structures is then performed, and the results 

are shown below. Figure 5.5 shows the structure of GdFe3(BO3)4 at 300 K, the Gd and Fe 

atom both have six neighboring Oxygen atoms. The top and bottom surfaces of the GdO6 

polyhedra are parallel to the ab plane, while in the FeO6 polyhedra they are slightly tilted. 

The BO3 triangles which connect the GdO6 and FeO6 polyhedra are parallel to the ab 

plane.  
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Figure 5.5 Unit cell of GdFe3(BO3)4 at 300 K. 

When the system goes below 156 K, it can be seen from Table 5.2 that half of the 

FeO6 polyhedra become distorted and the BO3 planes which connect to them tilt with 

respect to the ab plane. The motions of the atoms are shown in Figure 5.6, to illustrate the 

idea more clearly, only part of a unit cell is displayed for clarity. The black arrows 

indicate the direction and amplitude of the movement of each atom; it can be seen that the 

largest change appears in the BO3 triangles tilting away from the ab plane. 
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Figure 5.6 Displacement of atoms on going from the fromR32 (high temperature) to 

P3121 (low temperature) in GdFe3(BO3)4. 

 

To Further investigate the structural correlation with the magnetoelectric effect in 

RX3(BO3)4, the relative atomic positions to SmFe3(BO3)4 have been studied and are 

shown in Figure 5.7 for data taken at 25 K. SmFe3(BO3)4 is known to have the largest 

electric field induced polarization at low temperature among the RFe3(BO3)4 systems (R= 

Sm, Eu, Ho, Gd) and does not undergo a structural phase transition. Hence it is a good 

reference. 
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Figure 5.7 Relative atom positions in RA3(BO3)4 system respect to SFBO at 25K. R= Gd 

(a); Eu (b); Ho (c), respectively.  The data for Gd, Eu and Ho were taken at 25K. 

 

The arrows reflect the amplitudes and directions of the displacement of specific 

atoms, and the numbers indicate the value of the longest change.  For each structure the 

arrows are to scale.  In the systems with R= Gd, Eu, and Ho, the differences in the atomic 

positions are seen to be consistent: The largest change in each of the systems is the tilting 

of the BO3 plane and the O3 plane of the FeO6 polyhedra it connects. The displacement of 

the same atom is in the same direction in three samples.  The tilting angles of the BO3 

with respect to the ab plane for R= Gd, Eu and Ho are 10.9o, 9.6o, 12.2o, respectively. 

From a structural perspective, it is safe to conclude that the transition to P3121 space is 

one of the major reasons for the dramatic decrease in the magnetoelectric effect for 

systems with R= Gd, Eu, and Ho.   
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 As suggested in many references [1], the BO3 units function as ferroelectric – 

active groups mainly due to the forming of π electrons. In the case of RX3(BO3)4, the 

tilting of the BO3 and FeO6 when a system goes to the lower symmetry structure, may 

greatly weaken the π bonding of the BO3 as well as reduce the coupling between the 

ferroelectric active group BO3 and the magnetic groups RO6 and FeO6.  We note that the 

largest electric field induced polarization of RX3(BO3)4 is along the direction within ab 

plane, the motion described above might be one of the major reasons that greatly reduce 

the magnetoelectric effect of the system. This is in good agreement with the published 

results that the electric field induced polarization of HoFe3(BO3)4, GdFe3(BO3)4 and 

EuFe3(BO3)4 are much lower than systems like SmFe3(BO3)4 and NdFe3(BO3)4. 

Meanwhile, for the HoAl3(BO3)4 system, our previous research indicated the system is 

much stiffer along the c axis (see the previous chapter), which would result in much 

larger couplings between the ferroelectric and magnetic units as suggested by the above 

theory.  In this system  the polyhedra and BO3 planes are less likely to tilt. This is also 

supported by the experimental result [116] that the magnetoelectric effect in the 

HoAl3(BO3)4 is greater than it in the SmFe3(BO3)4 by the factor of ~10. Therefore, we 

believe that the application of hydrostatic pressure to the RX3(BO3)4 systems will mostly 

like reduce the magnetoelectricity as it distorts the structure and causes a transition to a 

lower symmetry structure [122]. However, the magnetoelectric effect may be enhanced if 

the sample was compressed only along the c axis. The magnitude of the uniaxial pressure 

required will be explored in future work. 

It is also necessary to investigate the role of the magnetic ordering on both R site 

and Fe site (no ordering was found in Al site [see the previous chapter]). Recent studies 



 

106 

showed that the transition metal Fe is not essential to establish large magnetoelectricity in 

this class of material [41]. At the same time, private communication [104] suggested 

possible Ho site ordering in HoAl3(BO3)4 at low temperature, due to the appearance of a 

signal at the calculated position of the (100) forbidden peak. In the search for stronger 

evidence, powder and single crystal neutron diffraction experiments were performed with 

HoAl3(BO3)4 at station NOMAD at SNS, ORNL, and HB-1 at HFIR, ORNL. Figure 5.8 

represents the results of the powder diffraction. 
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Figure 5.8 Powder neutron diffraction taken from (a) HB-1 and (b) NOMAD. 
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For the single crystal measurement, the crystal was first aligned with the c axis in 

the horizontal plane to find the (202) and (003) peak. The predicted position of the (100) 

peak was then calculated and scanned along both radial and transversal directions 

between 5 K to 300 K. The results are shown in Figures 5.6 and 5.7.    The powder 

diffraction measurements between 5 K and 300 K (Figures 5.7 and 5.8) reveal no new 

peak at low temperature suggesting no magnetic ordering.  Single crystal measurements 

were conducted to enhance the signal to noise ratio and to examine the region around the 

(100) peak. 

0 50 100 150 200 250 300

In
te

n
s
it

y
 (

a
rb

. 
u

n
it

s
) (a)

(b)

Temperature (K)

A
re

a
 (

a
rb

. 
u

n
it

s
)

 

Figure 5.9 (a) Intensity and (b) area for peak (202) vs. temperature. 

Single crystal measurements are given in Figures 5.9 and 5.10.  Figure 5.9 is the 

(a) height and (b) area of the peak (202) after fitting the experimental data with a 
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Gaussian profile, no anomalies can be seen through the entire temperature region. Figure 

5.10 is the (a) radial and (b) transverse scan of the region around the calculated position 

of the (100) forbidden peak. The data seem to be flat between 5 K and 300 K with no 

obvious appearance or disappearance of a  peak. The results from our neutron scattering 

indicate no evidence for the magnetic ordering in HoAl3(BO3)4 involving the a-axis. 
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Figure 5.10 (a) Radial and (b) transverse scan of the region around the expected position 

of the peak (100). 

  

5.4 Summary 

In summary, we have conducted single crystal x-ray and neutron diffraction 

measurements between 5K and 300K with RX3(BO3)4 (R= Ho, Eu, Sm, Nd, Gd; X= Fe, 

Al). The results suggest that the reduced coupling between ferroelectric and magnetic 

groups caused by the tilt of BO3 planes and FeO6 polyhedra is one of the main reasons for 

the dramatical decrease of the magnetoelectricity in systems with R= Ho, Eu, Gd, and 
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X=Fe. No magnetic ordering along the a axis was detected in HoAl3(BO3)4.  It is 

predicted that the application of pressure along the c axis in RFe3(BO3)4 can stabilize the 

high temperature R32 phase and potentially enhance the electric field induced 

polarization.    
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CHAPTER 6 

  SIZE-DEPENDENT STRUCTURAL PHASE TRANSITIONS  

IN SrTiO3 NANOPARTICLES 

 

6.1 Introduction 

The bulk phase of SrTiO3 (STO) is paraelectric and exhibits a structural phase transition 

at a pressure, i.e., P*~6 GPa under hydrostatic pressure. Recently, it was shown that a 

polar state exists in 10 nm free standing stoichiometric STO nanoparticles under ambient 

conditions.  To explore the size-dependent structural behavior of this system, pressure 

dependent structural measurements on monodispersed nanoscale SrTiO3 (STO) samples 

with average diameters of 10 to ~80 nm were conducted to enhance the understanding of 

the phase diagram of SrTiO3.  A robust pressure independent polar structure was detected 

in the 10 nm sample for pressures up to 13 GPa while a size-dependent cubic to 

tetragonal transition occurs (at P = Pc) for larger particle sizes.  The results suggest that 

the growth of ~10 nm STO particles on substrates with significant lattice mismatch will 

not alter the polar state of the system for a large range of strain values, possibly enabling 

device use. Figures and tables in this chapter are from Zhang et al., Applied Physics 

Letters 111 (5), 052904 (2017). 

 

6.2 Experimental Details 

Our monodispersed nanoparticles of SrTiO3 are synthesized by soft chemistry methods. 

10 nm SrTiO3 nanoparticles were prepared by employing a hydrothermal technique 

[ 123 ]. More specifically, solutions of titanium bis(ammonium lactate) dihydroxide 
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(TALH) and strontium hydroxide octahydrate were mixed in a 1: 1 molar ratio with the 

pH adjusted to 13.5. Hydrazine and oleic acid were added to an autoclave with the 

precursor solution and heated to 120°C for 24 hrs. The sample was then isolated by 

centrifugation and washed with water followed by ethanol.  

The preparation of 20 nm SrTiO3 nanoparticles was carried out by following the 

protocol of ref. [124], adding 0.006 mol of Ti(OC4H9)4 and 0.0072 mol of Sr(OH)2 x 

8H2O to n-butylamine (20 mL), and the mixture was allowed to stir for 2 hrs. 

Subsequently, it was transferred to a Teflon-lined autoclave and run at 180°C for 24 hrs. 

The resulting white precipitate was isolated and initially washed with diluted formic acid, 

followed by aliquots of deionized water and ethanol. The washing process was 

subsequently repeated three times each. The SrTiO3 sample was then allowed to dry 

overnight at 80ºC.  

SrTiO3 nanoparticles of 40 nm diameter were synthesized using a hydrothermal 

protocol [125]. Specifically, TiO2 powder (0.18 g, 2.3 mmol) was mixed in a 20 mL 

aqueous solution of KOH (1.26 g, 23 mmol) to which Sr(OH)2·8H2O (0.508 g, 2.3 mmol) 

was also added. The mixture was placed in a 23 mL autoclave and heated to 150°C for 72 

hrs. Once the autoclave had cooled to room temperature, the resulting product was 

isolated, washed with water, and subsequently allowed to dry overnight.  

The 83 nm diameter SrTiO3 nanoparticles were generated by methods described 

in reference [126]. The sample was prepared by grinding powders of strontium oxalate, 

anatase titanium dioxide, and sodium chloride (1: 1: 20 molar ratio) with a mortar and 

pestle for 30 min, respectively, until the mixture became homogeneous. Nonylphenyl 

ether (NP-9 with a molar ratio of 3) was then added to the mixture and further ground 
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until the mixture was also uniform and homogeneous. The combination was then loaded 

into a porcelain reaction boat and heated in a tube furnace for 3.5 hr at 820°C. The 

resulting powder was isolated by centrifugation and subsequently washed with water 

followed by ethanol to remove any excess salt. 

High-pressure X-ray diffraction experiments on samples possessing diameters of 

10 nm and 83 nm were conducted at the X17C beamline at the National Synchrotron 

Light Source (NSLS) at Brookhaven National Laboratory (BNL). A focused beam of 

dimension 20 m × 23 m and a wavelength of 0.4100 Å were used. The sample-detector 

distance was 287.1 mm. The diffraction patterns were collected with a Rayonix 165 

charge coupled device (CCD) detector. Experiments were performed in a diamond-anvil 

cell (DAC) with stainless steel gaskets and with a 4:1 methanol-ethanol mixture as the 

pressure transmitting medium. We note that the transition pressures for samples (10 and 

83 nm) measured in methanol-ethanol media are below the ~ 10 GPa limit of the 

hydrostatic behavior of this medium [127].  Several ruby chips were placed in different 

parts of the chamber for pressure measurements based on the ruby fluorescence 

wavelengths, and the average reading from three different ruby chips was used to 

determine the pressure. Four 4000-second scans were collected for each pressure for the 

83 nm sample, while two 4000-second scans were collected for the 10 nm sample for 

each pressure. The 2θ range collected was up to 23º for both data sets.    

Experiments performed on the STO particles possessing average diameters of 20 

nm and 40 nm were conducted at beamline 13-ID-D at the Advanced Photon Source 

(APS) at Argonne National Laboratory (ANL). Measurements were conducted with a 

wavelength of 0.3344 Å and a beam of dimensions 4 m × 3 m was used.  The sample-
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detector distance was 194.2 mm.  A 240 m hole in a rhenium gasket, pre-indented to 50 

m thickness, served as a sample chamber. Ne gas was used as the pressure transmitting 

medium and gold particles were placed in the DAC for the pressure calibration. At each 

pressure, 60 s scans were performed and processed.  The 2θ range was 0 to 24° for the 20 

nm sample, and 0 to 12° for the 40 nm sample, respectively. The variations in the range 

are a reflection of the corresponding differences in the opening angles of the seats of the 

different DACs used in the measurements.   A sample raw data pattern is given in Figure 

6.1. A wedge shape mask was used to integrate the image to ensure the same angular 

opening for all Bragg peaks. 

        (a)            (b) 

               

Figure 6.1 (a) Two-dimensional high-pressure XRD data pattern taken at APS beamline 

13-ID-D with a CCD detector. The data collected is of high quality with no bright spots 

from single crystal particles.  (b) The mask (red) used in data processing to exclude 

regions of the detector image. 

 

 

6.3 Results and Discussion 

Figure 6.2 shows representative intensity vs. 2θ XRD patterns taken at each beamline 

mentioned above. The transformation to 2-space revealed that the peaks from the pattern 
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of the 83 nm sample illustrated in Figure 6.2(a) are sharper than those from the 20 nm 

sample, presented in Figure 6.2(b), mainly due to the difference in particle size [128]. 

The signal from the Ne pressure medium was marked as * in Figure 6.2(b). With the 

exception of that signal, no new peaks appear over the whole measured pressure range.  
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Figure 6.2 High-pressure synchrotron XRD patterns of SrTiO3 with average particle 

sizes: (a) 83 nm and (b) 20 nm. The 2θ values in (b) have been re-calculated for easy 

comparison. Peak positions shift systematically to higher 2θ values with increasing 

pressure. Note that the experimental setups for the two STO samples were different 

(wavelength and sample-detector distances). Therefore the same Bragg peaks in the two 

sets of data appear at different 2θ angles. The asterisk indicates peaks of the solid Ne 

pressure medium in (b). 

 

Rietveld refinements were performed on the collected XRD data to obtain the 

structural parameters of the STO particles. The profiles of the refinement (data fit) under 
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ambient pressure for the 83 nm and 20 nm sample are shown in Figure 6.3(a) and Figure 

6.3(b). The 2θ values of 6.3(b) have been re-calculated for easy comparison. A high χ2 

value of the refinement in Figure 6.3(b) was obtained mainly due to the background 

subtracted prior to refinement (see ref. [82]). Typical χ2 values for 10 nm and 83 nm STO 

are ~ 0.2 over the pressure range measured. 
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Figure 6.3 Rietveld refinement results at ambient pressure for (a) 83 nm and (b) 20 nm 

STO. The observed (crosses), calculated (solid line), and difference (bottom line) patterns 

are shown. The vertical bars show the peak positions of the refined model.  The 2θ values 

of (b) have been re-calculated for easy comparison. The insets show an expanded region 

for the (101) peak. 

 

In order to better understand the correlation between pressure and particle size, a 

third order equation of state (EOS) fits using the Birch-Murnaghan (BM) equation 
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𝑉
)

2

3 − 1]} were performed with the results 

presented in Figure 6.4, where B0 is the bulk modulus and B0’ is the derivative with 

respect to pressure. Figure 6,4(a) highlights the fitting curve when using the 3rd order 

BM-EOS between 0 and 12 GPa, showing that data points were clearly off the curve at a 

certain pressure [129], indicated as Pc.  The residual (difference between the fit and the 

data) shown as the lower plot in each panel reveals a sudden change near 6-7 GPa.  The 

bulk modulus B0 and its pressure derivative B0
’obtained from the fit are B0 = 157 ± 7 GPa 

and B0’=9.1 ± 2.9, respectively. B0
’ is slightly out of the normal range, with typical values 

corresponding to B0
’ between 2 and 8 [105]. The value of B0 can be compared with the 

corresponding value of other well-studied perovskites, which are listed in Table 6.1.  

 

Table 6.1 Bulk Modulus Values 

 

Sample              B (GPa)                   B’ 
_______________________________________________________________________ 

       PrTiO3 (cubic)            195(3) [130]      4 

 237(4) [131]  4.5 

141(5) [132]  4 

PrTiO3 (Tetragonal)      100(3) [130]                4 

107(3) [131]  5 

104(4) [132]  4 
 

BaTiO3 (cubic)      162 [133] 

  (Tetragonal)      141 [134] 
 

EuTiO3 (cubic)      180.1 [135] 

  (Tetragonal)      190.3(4) [135] 
 

SrTiO3 (cubic)            176(3) [136]      4.4 (8) 

    (Tetragonal)      225(6) [137]      4.7 (4) 
 

                                    SrTiO3 nano- particles (This Work) 

(10 nm)     157     9.1 

(83 nm)     148     8.9 
_______________________________________________________________________ 
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It can be observed that although the 83 nm sample possesses a structural transition 

near 6 GPa, which is similar to the bulk value, the bulk modulus is significantly smaller 

than that of the bulk sample (~220 GPa). (The deviation at 6 GPa is more evident in the 

diffraction peak widths, Figure 6.4) This result can be caused by the size effects 

associated with the nanoscale particles. The expansion of the STO lattice with reduced 

size suggests a lattice softening with size reduction, consistent with the B0 reduction. The 

expansion is due to the reduction of the hybridization of the oxygen p and titanium d 

bands (see previous work in Ref. [77] supplementary text). This behavior is also observed 

in Ref. [138], in which the decrease in the electrostatic force caused by the valence 

reduction of Ce ions and an increase in the ionicity of Ti ions were argued to be the 

reason for the observed lattice expansions in CeO2-x and BaTiO3 nanoparticles, 

respectively. A similar analysis was not conducted with the 40 nm sample, due to the 

lower 2θ range with that data set, as mentioned in the experimental details.  By 

investigating the data associated with the 20 nm sample, as shown in Figure 6.3(b), a 

deviation (transition) is observed but is shifted towards a lower pressure value of ~2.5 

GPa. A 3rd order BM-EOS over the entire pressure range yields to a B0’ value of > 30, 

which is apparently not correct and strongly suggests a structural-phase transition during 

the compression.     Looking at the residual curve, we also note that there is a possible 

additional transition near ~7 GPa. 

Figure 6.3(c) presents the 3rd order BM-EOS fit for the 10 nm STO sample. The 

experimental data can be well described with a single first order equation in the whole 

pressure range (no deviations in the residual curves), which is quite different from the 83 

nm sample. The good agreement of the data with the fitting curve suggests no structural 
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transition in this pressure range. The pressure derivative B0
’ extracted from the refinement 

is 8.9 ± 5.6 which is at the upper limit of results for standard oxides. This enhancement is 

typical of anisotropic compression [139]. This behavior is in good agreement with our 

previously reported work [87] that demonstrated that the 10 nm STO sample is polar over 

a wide temperature range. The peak widths reveal the structural changes with pressure 

more clearly. 

To more clearly view the pressure-dependent structural change, we further 

investigated the XRD pattern by examining the change in peak widths as a function of 

pressure (looking for splitting/broadening caused by structural transitions to low-

symmetry phases) [135]. The results are presented in Figure 6.4. The basic idea is that 

when the sample undergoes a transition from the cubic to the tetragonal phase, some of 

the specific peaks in the XRD pattern will split (for example the (002) and (112) peaks). 

Although the splitting can be small under many circumstances, it can be well detected 

when studying the peak width vs. the pressure.  
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Figure 6.4 Specified peak widths vs. pressure for the STO system extracted from the 

diffraction patterns for particle sizes (a) 10 nm (b) 20 nm, (c) 40 nm, and (d) 83 nm, 

respectively. There is a clear shift of the transition pressure (Pc) towards the lower 

pressure region with decreasing particle size. The widths have been normalized (see text). 

 

In this work, first we fit some chosen peaks with a Lorentzian profile, and then 

retrieved the corresponding peak width vs. pressure curve. Original data can be found in 

the Supplementary Information section. To visualize the changes clearly, we normalized 

the peak width as 𝜛𝑛𝑜𝑟 =  
𝜛/𝜛0

𝜛(101)/𝜛0
(101)⁄ , in which 𝜛𝑛𝑜𝑟 is the normalized peak 

width; 𝜛  is the original peak width; 𝜛0 is the original peak width at lowest pressure; 
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𝜛(101) is the width of the (101)peak, which will not spilt during the cubic-tetragonal 

transition, and  𝜛0
(101)

 is the width of the peak (101) at lowest pressure. The results are 

displayed in Figure 6.4. Figure 6.4(a) includes the peak width vs. pressure data for the 

(112), (002), (111), and (101) peaks, which can be attributed to the 10 nm STO sample. 

The 10 nm sample yields no obvious trends which can be observed through the entire 

pressure range of all of these four peaks. The (112) and (002) peaks exhibit an almost 

linear response between ambient pressure and 13 GPa, suggesting that the sample 

structure is stable in this pressure range.  However, as we increased the STO particle size, 

there are clear deviations in the graphs (Figures 6.4(b), 6.4(c) and 6.4(d)). For example, 

for the 20 nm sample, all four peaks maintain almost the same width ratio up to ~2.5 GPa, 

but a sudden increase is observed near ~2.5 GPa in the (112) and (002) peaks, which is 

likely related to the structural transition from the cubic to the tetragonal phase [135]. This 

finding serves as strong evidence that the 20 nm STO has given rise to a pressure-induced 

phase transition at ~2.5 GPa.  As the particle size is increased, the transition pressure is 

seen to shift towards the higher-pressure region. In Figure 3(c), the transition pressure is 

found to be ~4.5 GPa for the 40 nm sample, and in Figure 3(d), the pressure is noted to be 

~6.0 GPa for the 83 nm sample.   

Additional information can be gained by fitting the XRD data to a tetragonal 

model.  The pressure dependent splitting of the a and c lattice parameters were extracted 

for the 83 and 20 nm samples and was seen to follow the same trend found in the peak 

width variation (See Figure 6.5). The detailed atomic configuration in the tetragonal 

phase will be explored in future neutron diffraction measurements under pressure. 
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Figure 6.5 (a) The magnitude of the difference between a and c lattice parameters (from 

Le Bail fit) of 83 nm STO using the P4mm tetragonal space group. Separation between a 

and c occurs above 6 GPa.  (b) The corresponding magnitude of the difference between 

the a and c lattice parameters of 20 nm STO for the  P4mm tetragonal space group. The 

splitting becomes significant above ~2.5 GPa.  The detailed nature and atomic 

arrangement in the tetragonal state can be determined by neutron powder diffraction 

measurements in future work.  

 

 We further investigated this transition pressure as a function of different particle 

sizes, based on the theory developed by Chen et al.  [140], correlating pressure-induced 

changes with size-induced changes in the transition temperature. The relationship 

between the transition pressure Pcj and the particle size Kj is found to be related by the 

following expression: , where Pcb is the transition pressure of bulk 
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sample, and A and B are constants determined by the nature of the chemical bonding 

inside the sample.  

 The theory suggests a linear correlation between the transition pressure and the 

inverse of the particle size. Examination of Figure 6.6(b) reveals that this prediction holds 

for this system. These combined results are found in Figures 6.5 and 6.6 and give 

corroborative evidence for our previous conclusion that the 20 nm, 40 nm, and 83 nm 

STO samples exhibit a pressure-induced phase transition whose onset appears to decrease 

with decreasing particle size, whereas the 10 nm STO is stable (in a polar phase) between 

ambient pressure and 13 GPa. The structural phase diagram under pressure is presented 

as Figure 6.6(a). We note that other oxide systems exhibit even more complex phase 

changes with size and pressure such as TiO2 [141].  However, the stabilization of a polar 

state in STO nanoparticles is a new feature of this work. Detailed modeling of the 

nanoparticles systems by utilizing density functional methods may assist in determining 

the microscopic level mechanism for the phase change with particle size and pressure and 

will be the topic of future work. 
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Figure 6.6 Phase diagram of SrTiO3 nanoparticles, with transition pressure vs.  (a)  

particle size and (b) inverse of the particle size. The solid lines are fits based on the 

simple model results in Ref.  [140] (see text). 

 

This result provides insight into the possible application of STO nanoparticles of 

various sizes in data storage devices.  We note that in the BaTiO3 system, isotropic 

pressure suppresses the polar state in bulk samples as pressure increases up to 10 GPa, 

leading to the cubic state for higher pressures [142].  In general, anisotropic pressure 

(strain) enhances the polar phase in ATiO3 systems, as mentioned above.  We note that 

polar nano-scale STO particles can be synthesized from simple wet chemical methods. 

One can grow or deposit the nanoparticles (of diameter ~ 10 nm) onto substrates with 

significant lattice mismatch without appreciably altering the polar state. 

 The application of an electric field to orient the particles followed by annealing 

may possibly produce a high-density nanoscale array of nano-ferroelectric materials. By 
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controllably depositing the particles onto a densely patterned surface, high capacity 

storage may be enabled. 

In summary, we have conducted pressure-dependent structural measurements (up 

to ~20 GPa) of monodispersed nanoscale samples with average diameters of 10 nm, 20 

nm, 40 nm, and 83 nm, respectively. The transition pressure was found to decrease with 

decreasing particle size, and a robust pressure-independent structure of the 10 nm sample 

was observed.  The results suggest that growth of STO nanoparticles (with near 10 nm 

diameter) onto substrates which do not match the underlying STO lattice will not alter the 

polar state of the system for a large range of strain values, thereby enabling more 

widespread device use. 
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CHAPTER 7 

  FERROELECTRICITY IN MILLED BaTiO3 NANOPARTICLES 

 

7.1 Introduction 

Nanoparticles often possess unique electronic, optic and magnetic properties compared to 

their bulk form (see previous chapters) [143]. Ferroelectric nanoparticles have very 

promising potential usage in many areas like data storage, medicinal imaging, targeted 

drug delivery… etc. [ 144 ]. Nanoparticles can be prepared by chemical as well as 

mechanical methods.  However most materials been studied in the literature recently (see 

the introduction chapter) are chemically synthesized. A very important reason is to avoid 

many serious phenomena accompanied with the milling procedure during the mechanical 

preparation, such as temperature effect [145], contamination [146], amorphization [147], 

mechanochemical equilibrium [148], agglomeration and aggregation [148], as well as 

surfactants absorption [149]. Despite the disadvantages mentioned above, milling can still 

be very useful especially in preparing (ferro)electric nanoparticles because of the large 

surface strain usually associated with the milling process [150], provided that one can 

understand the final structure of the nanoparticles prepared by this method. Moreover, 

milling is used because it is a straightforward way to make nanoparticles.   Milling for 

long times can produce materials with narrow size distributions. 

 Nano BTO is reported have of a linearly ordered and monodomain polarization 

state at nanometre dimensions, as well as room-temperature polarization switching   

down to particles size ∼5 nm [3]. 
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Figure 7.1 Direct polarization imaging of individual BaTiO3 nanocubes with off-axis 

electron holography 
Source: [3] 

 

As has been mentioned earlier [76], a large electric polarization (~ 3 times larger 

than the bulk sample) has been found in the BaTiO3 (BTO) nanoparticles prepared by 

mechanical ball milling. The mechanism in this system remains unsolved. This work 

aims to understand the structure of the final particles prepared in Ref. [76] to ensure 

possible industry application in the future.  
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7.2 Sample Preparation and Experimental Methods  

The nanoparticles are prepared by mechanical ball milling the commercial bulk BaTiO3 

for 25 hours, with oleic acid as a surfactant to prevent particle agglomeration. The ratio 

of the BTO and oleic acid used was 1:1. The final particle size is determined by TEM 

imaging as well as XRD refinement. In this work, the particle diameter from milling is 

determined to be 9 ± 2 nm (Sherrer method). The sample is denoted as ’10 nm as 

prepared’ BTO nanoparticles in this work. Some of the ’10 nm BTO as prepared’ sample 

is then dried and washed with alcohol according to Ref. [76]. These particles will be 

denoted as ’10 nm washed’ BTO in this work. BTO nanoparticles with 700 nm and 50 

nm (70 ± 3 nm (Sherrer method)).as the dimension were purchased commercially from 

Alfa Aesar. The 700 nm BTO is considered to be our bulk sample from our preliminary 

study. Therefore it will be denoted as ‘700 nm’ or just ‘bulk’ BTO in the following text. 

Barium Oleate measured in this work is from our collaborator Dr. Evan’s group at the Air 

Force Research Laboratory, at Wright-Patterson Air Force Base. 

 

Table 7.1 Lattice Parameters from Rietveld Refinement  

 

Sample Type   Extracted  a (Å)   c (Å)) 

    Diameter (nm)      

 

700 nm sample     3.9941(4)  4.0320(1) 

50 nm sample   70(3)   4.0052(1)   4.0268(2) Ǻ 

10 nm as prepared  9(2)   4.009(5)  4.02(1) 

10 nm washed 13(2)     4.018(5)  4.021(5) 

 

 

 

 The laboratory X-ray diffraction studies are conducted with a Philips Empyrean 

X-ray diffractometer with a Copper x-ray tube at Otto H. York Center for Environmental 
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Engineering and Science, NJIT. Samples have been measured is 10 nm washed BTO as 

well as the Barium oleate. 

 The Raman Spectroscopy were measured with a Thermo Fisher DXR Raman 

Microscopy at Otto H. York Center for Environmental Engineering and Science, NJIT 

using a 532 nm laser and 10x objective. 

The X-ray absorption fine structure measurements with 10 nm as prepared, 10 nm 

washed, 50 nm and 700 nm BTO are done at beamline 8-ID (ISS) at NSLS 2, BNL.  

The PDF analysis with 10 nm washed BTO, and Barium oleate uses the resource 

at beamline 28-ID-2 (XPD), NSLS 2, BNL, with a wavelength of 0.2366 Å. The PDF 

analysis with 50 nm and 700 nm BTO are measured at beamline X17A, at NSLS, BNL. 

 

7.3 Results and Discussion 

The results from Raman spectroscopy is shown in Figure 7.2 and 7.3. Figure 7.2 is from 

room temperature Raman spectroscopy for the 10 nm as prepared, 50 nm and 700 nm 

bulk-like samples. For the 10 nm sample, there is an additional peak near 190 cm-1  

indicating a reduction in symmetry.  This feature becomes enhanced in the rhombohedral 

phase in the bulk samples (below ~ 183 K) but is evident in the nanoparticles at room 

temperature. This peak corresponds to an A1 (TO) mode in the tetragonal system as seen 

by Marssi et al. in Ref. [151]. 
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Figure 7.2 Room temperature Raman measurements for 10 nm as prepared (blue), 50 nm 

(red) and 700 nm (black) BTO. 

 

 Meanwhile, it can also be seen that there are additional peaks in the spectra of the 

10 nm as prepared BTO which do not exist in the other BTO samples, the high intensity 

of these features indicates the presence of another substance. The use of the oleate acid 

during the milling makes it a possible source. Therefore the Raman spectroscopy of 

oleate acid from Ref. [152] is compared with, and the result is shown in Figure 7.3. 
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Figure 7.3 (a) Expanded region from Figure 7.1 where the additional peaks exist. (b) 

Raman spectra of oleate acid in Ref. [152], note that the x-axis is reversed (high to low 

frequency). 
Source: (b) [152]. 

 From Figure 7.3 it is very clear that the additional peaks in the spectra of the 10 

nm as prepared BTO match well with the signal of the oleate acid. Therefore, it is safe to 

conclude that oleate acid is present in the 10 nm as prepared BTO sample prior to the 

alcohol wash. 

 The 10 nm as prepared BTO is then washed by alcohol repeatedly with the aim of 

removing the oleate acid as well as the byproducts of the ball milling, such as Ti-

compound and Barium oleate. Reference [76] suggests no existence of the Barium oleate 

in the 10 nm BTO after the alcohol wash, but the surface strain of the nanoparticles 

(possibly caused by Barium oleate coating) remain still. To verify that point, synchrotron 
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XAFS, and laboratory XRD measurements have been conducted and the results are 

shown in Figures 7.3 and 7.4. 

 

Figure 7.3 XAFS measurements at (a) Ti K edge XANES and (b) Ba L3 edge XAFS 

structure function for 700 nm (blue), 50 nm (red), 10 nm as prepared (green) and 10 nm 

washed (purple) BTO. 

 

Figure 7.4 (a) shows the Ti K-Edge x-ray absorption spectra for the 700 and 50 

nm samples compared to the 10 nm as prepared, and 10 nm washed sample.  Note that 

the low energy feature near 4967 eV is similar in the 700 nm, 50 nm and 10 nm washed 

sample.  The feature is broader in the 10 nm as prepared sample indicating that this 

sample has Ti impurities.  Note that the strong peak in the 50 and 700 nm samples near 
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4985 eV is converted to a broad feature in the 10 nm samples due to the reduced long-

range structural order in the nanophase.  The difference in the unwashed sample (low 

energy peak) suggests a separate Ti containing impurity unattached to the nanoscale BTO 

nanoparticles.  Figure 7.4 (b) is the Barium L3 XAFS structure function showing the 

main Ba-O peak.  The 700 nm, 50 nm and washed 10 nm sample have a similar shape 

while the unwashed sample has double structure suggesting multiple components. The 

difference in the unwashed sample suggests a separate Ba containing impurity unattached 

to the samples. 

 

Figure 7.5 (a) XRD measurements of the 10 nm washed BTO and Barium oleate. (b) 

Zoomed region between 15o to 30o in 2-Ɵ. 
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  Figure 7.5 is the results of laboratory XRD measurements. The additional 

features identified in Figure 7.5 (a) are compared with the diffraction pattern of Barium 

oleate, and the result is shown in Figure 7.5 (b). The positions of these peaks match well 

with the peaks of Barium oleate, but the intensities of several peaks are off. This could be 

because of the noise level of the instrument or could also be that the extra compound in 

the sample is not exactly barium oleate but a very similar derivative of this structure. 

Additional measurements are needed to understand the full structure of the 10 nm washed 

BTO sample. 

  X-ray PDF measurements were conducted to investigate this matter further. The 

result is displayed in Figure 7.6. 

 
Figure 7.6 (a) G(r) profile for the 700 nm (black), 10 nm washed (red) and 50 nm (blue) 

BTO, the inset is a zoomed region between 10 to 20 Å. (b) PDF profile (red), refinement 
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(blue) and the residual (green) for the 10 nm washed BTO, the PDF profile of Barium 

oleate (black) is shown for comparison. 

 Figure 7.6 (a) shows the anomalous lattice expansion in the 50 nm BTO 

nanoparticle evidenced by many references [74], as the peaks shift to higher r regions 

compared with the signal of the 700 nm BTO. However, the 10 nm washed BTO is more 

like bulk than nanoparticles as every specific peak remains at almost the same position as 

in the 700 nm sample. Meanwhile, while the 10 nm washed BTO seems to have the same 

structure with the 700 nm sample in the high-r regions, additional features are seen in the 

low-r area. This strongly suggests the existence of another compound which lacks long-

range order. To get a better understanding, refinement with PDFgui [89] were conducted 

by using the data between 10 to 20 Å. The refined parameters are then used to calculate 

the G(r) below 10 Å so that the residual in the entire data range could  be acquired, The 

result is shown in Figure 7.6 (b). It is very clear that the residual profile matches well 

with the G(r) of the Barium oleate. This result suggests the presence of Barium oleate in 

the 10 nm BTO even after been washed with alcohol. The exact form of the Barium 

oleate is not known.  The small signal of this contributon suggests that it is possibly a 

coating on the nanoparticles. 

 Meanwhile, the previous statement that the 10 nm washed BTO is more like bulk 

than nanoscale BTO does seem to be interesting and surprising. To verify the point, 

systematic temperature dependent PDF refinements are done with the 700 nm, 50 nm and 

10 nm washed BTO between 100 K and 500 K. The extracted lattice ratio is shown in 

Figure 7.7. 
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Figure 7.7 c/a ratio of the 700 nm (blue), 50 nm (red) and 10 nm washed (black) BTO 

nanoparticles. 

 

From the results in Figure 7.7, it can be seen that the cubic to tetragonal transition 

occurs in all samples at approximately the same temperature [153].  The washed 10 nm 

sample has an extremely sharp transition near the bulk values. The behavior of the c/a 

ratio of the 10 nm washed BTO is indeed more like bulk BTO than that of the 50 nm 

sample. 

In summary, BTO nanoparticles prepared by milling are studied together with the 

700 nm bulk-like commercial BTO particles and 50 nm nanoparticles as a reference. 

Raman spectroscopy, XRD, synchrotron XAFS and PDF analysis have been conducted to 

understand the mechanism behind the large electric polarization in the nanoparticles. The 

results suggest the alcohol washed BTO sample has a bulk-like structure with Barium 

oleate component possibly a surface coating.  Future experiments need to be conducted to 

understand the form of the Barium oleate and its role in the large electric polarization in 

the 10 nm washed BTO nanoparticles. 
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CHAPTER 8 

  CONCLUSION AND FUTURE WORK 

 

8.1 Conclusion 

The magnetostructural properties of RX3(BO3)4 (R= Ho, Eu, Sm, Nd, Gd; X= Fe, Al) 

were explored by temperature and magnetic field dependent heat capacity measurements, 

single crystal x-ray diffraction, pressure and temperature dependent x-ray diffraction 

measurements, as well as temperature and magnetic field dependent x-ray absorption fine 

structure measurements.  In the system with R=Ho and X=Al, an anomalous change in 

the structure is found in the region of large magnetoelectric effects, which may be related.   

The magnetic field dependent structural measurements reveal enhanced correlation 

between neighboring HoO6 polyhedra.  This observed response is seen to saturate ~ 

between 2 and 3 T due to the lattice stiffness. These results provide a microscopic level 

understanding of the mechanism behind the large electric polarization induced by 

magnetic fields in the general class of RAl3(BO3)4 systems (R = rare earth).   

In the other systems with R=Fe, the results suggest that the reduced coupling 

between ferroelectric and magnetic groups caused by the tilting of BO3 planes and FeO6 

polyhedra is one of the main reasons for the dramatical decrease of the magnetoelectricity 

in systems with R= Ho, Eu, Gd, and X=Fe. No direct contribution to the magnetoelectric 

effect was found for the magnetic ordering. The application of pressure along the c axis 

with RX3(BO3)4 can potentially enhance the electric field induced polarization. 
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In SrTiO3 nanoparticles, we have conducted pressure-dependent structural 

measurements (up to ~20 GPa) of monodispersed nanoscale samples with average 

diameters of 10 nm, 20 nm, 40 nm, and 83 nm, respectively. The transition pressure was 

found to decrease with decreasing particle size, and a robust pressure-independent 

structure of the 10 nm sample was observed.  The results suggest that growth of STO 

nanoparticles (with near 10 nm diameter) onto substrates which do not match the 

underlying STO lattice will not alter the polar state of the system for a large range of 

strain values, thereby enabling more widespread device use. 

BaTiO3 nanoparticles prepared by milling are studied together with the 700 nm 

bulk-like commercial BTO particles as a reference. Raman spectroscopy, XRD, 

synchrotron XAFS and PDF analysis have been conducted to try to understand the 

mechanism behind the large electric polarization in the nanoparticles. The results indicate 

the presence of form of barium oleate in the washed nanoparticles possibly as a coating, 

The 10 nm washed BTO sample behaves more like bulk than nanoscale BTO. Future 

experiments need to be conducted to understand the form of the Barium oleate and its 

role in the large electric polarization in the 10 nm washed BTO nanoparticles. 

 

8.2 Future Work 

8.2.1 RX3(BO3)4 Systems 

In the study with the RX3(BO3)4 class of material, the rare earth oxygen polyhedra is 

found to have enhanced correlations with external magnetic field up to 3 T with the 

HoAl3(BO3)4 system; the structural changes are found to be one of the main reasons 

causing the dramatic difference in magnetoelectricity for the samples in the RX3(BO3)4 



 

139 

class of material. Yet how the structures are coupled with magnetic fields is still to be 

revealed.  More combined magnetic field and temperature structural studies are needed to 

provide a link between the ground state structure and the magnetoelectric effects. The 

stable structural phase in magnetic field and the possible long range (and short range) 

magnetic order must be explored. 

 Neutron diffraction experiments can also help to address these problems. Neutron 

diffraction and PDF measurements under magnetic field can be used to study the 

magnetic ordering of the rare earth and the iron atoms under external magnetic fields. 

Meanwhile, temperature dependent neutron diffraction with systems that R= Fe can also 

be used to determine the rare earth site ordering at low temperature without a field.  

 High-pressure electrical polarization under magnetic field can be measured to try 

to verify the proposed idea that the application of hydrostatic pressure will most like 

reduce the magnetoelectric effect in this type of material. This can serve as strong 

evidence of the conclusion in this work. It is expected that uniaxial pressure will enhance 

electrical polarization in the Fe based system. Exploring this effect is an extremely 

important extension of this work. 

8.2.2 Nano-SrTiO3 Systems  

In this work, a size-dependent structural phase transition under pressure is found for STO 

nanoparticles of 10 nm, 20 nm, 40 nm, and 83 nm. Yet a few matters are waiting to be 

concluded in future work. 

 The most important matter needs to be addressed is the ferroelectricity of the 

10nm nanoparticles – direct polarization measurements on STO nanoparticles should be 

conducted. Piezoresponse Force Microscopy (PFM) is one of the approaches. Due to the 
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powder form of the sample, methods need to be found to distribute the nanoparticles into 

a thin layer so that PFM can be used to measure the hysteresis loop (if any) for individual 

nanoparticles. 

 The next problem to be answered is the nature of the transition (FE or AFD) for 

nanoparticles under pressure. High-resolution x-ray diffraction and Raman spectroscopy 

under high pressure can be utilized to solve the structure of the nanoparticles; theoretical 

approaches mentioned in Chapter 6 need to be examined and compared with the 

experimental results in future. 

 The analysis from Chapter 6 also needs to be conducted with STO nanoparticles 

of different sizes between 1 nm and 300 nm to study the size-dependence of the nano-

STO systems further. 

8.2.3 BaTiO3 Nanoparticles by Milling 

The existence of Barium oleate is found in the BTO nanoparticles prepared by 

mechanical milling, but the form and structure are unknown. Transmission Electron 

Microscopy (TEM) imaging needs to be combined with neutron PDF measurements to 

obtain the ratio of the BTO and barium oleate phase. With high-Q neutron PDF data 

detailed two component modeling can be conducted. 
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APPENDIX 

RX3(BO3)4 REFINEMENT RESULTS 

Table A.1 Structural Parameters from HoAl3(BO3)4 at 300K 

 

Atoms  x  y  z  Ueq (Å2)   

 

Ho  0   0   0  

Al  0.8901(8)  2/3   2/3  

O1  0.8146(18)   0.4813(17)   0.83333    

O2  0.0770(22)  0.7436(22)  0.83333    

O3  0.8147(15)  0.7827(14)  0.8122(14)   

B1  2/3   1/3   0.8333 

B2  0.2210(28)   0.8870(28)  0.83333    

Uij (Ho) 0.0074(13)  0.0074(13)  0.0112(15)  0.00372(63)  0.0000   0.0000  

Uij (Al)  0.0105(22)  0.0122(26)  0.0131(32)  0.0061(13)  0.0012(9) 0.0023(18) 

Uij (O1) 0.0244(57)  0.0244(57)  0.0055(56)  0.0167(70) 0.0040(27) -0.0040(27) 

Uij (O2) 0.0152(70)  0.0152(70)  0.0041(70)   0.0050(68)  0.0015(34) -0.0015(34) 

Uij (O3) 0.0210(58)  0.0204(6)    0.0117(43)  0.0098(51)   -0.0066(41) -0.0002(43) 

Uij (B1) 0.0166(97)  0.0166(97)  0.0140(152) 0.0083(48) 0.0000  0.0000  

Uij (B2) 0.0108(77)  0.0108(77)  0.019(11)   -0.0005(104) -0.0098(67) 0.0098(67) 

Space Group: R32 

a = 9.2891(16) Å, c = 7.2149(13) Å, Dx = 4.445 g/cm3 

Measurement Temperature: 296 K 

Crystal Dimensions: 0.18 × 0.30 × 0.58 mm3 

wavelength: 1.54178 Å,  

2θmax: 143.5° 

BASF twin parameter: 0.178(56) 

Absorption Coefficient : 25.25 mm-1 

EXTI extinction parameter:0.01485(33) 

Number of Unique Observed Reflections Fo>4(Fo): 228 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 1.68 e/ Å3 (Al) 

R1 = 4.98 %, wR2 = 12.7 %, Goodness of Fit = 1.23 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.2 Structural Parameters from HoAl3(BO3)4 at 15K 

 

Atoms  x  y  z  Ueq (Å2)   

 

Ho  0   0   0  

Al  0.88969 (16)  2/3   2/3  

O1  0.81595 (32)   0.48262 (32)   0.83333    

O2  0.07564 (50)  0.74231 (50)  0.83333    

O3  0.81618 (27)  0.78249 (28)  0.81242 (29)   

B1  2/3   1/3   0.8333 

B2  0.22490 (69)   0.89156 (69)  0.83333    

Uij (Ho) 0.0014 (7)   0.0014(7)    0.0015(8)    0.0000  0.0000   0.00070(3)  

Uij (Al)  0.0009(3)    0.0008(4)    0.0011(4)  0.00018(44)  0.00009(28) 0.00039(14) 

Uij (O1) 0.0018(6)    0.0018(6)    0.0032(8)  0.00064(33) -0.00064(33) 0.00005(71) 

Uij (O2) 0.0033(11)  0.0033(11)  0.0049(11)   0.00041(42)  -0.00041(42) 0.00143(112) 

Uij (O3) 0.0026(6)    0.0039(6)    0.0117(43)  -0.0008(5)   -0.00059(50) 0.0023(5) 

Uij (B1) 0.0032(10)  0.0032(10)  0.0015(14)  0.0000  0.0000  0.00163(52)  

Uij (B2) 0.0067(18)  0.0067(18)  0.0016(11)   -0.0003(54)  -0.0003(54) 0.0063(22) 

Space Group: R32 

a = 9.2725 (13) Å, c = 7.2168(23) Å, Dx = 4.460 g/cm3 

Measurement Temperature: 15 K 

Crystal Diameter: 20 µm 

wavelength: 0.41328 Å,  

2θ range: 4.2°~40.2° 

BASF twin parameter: 0.18(32) 

Absorption Coefficient : 2.5 mm-1 

EXTI extinction parameter: 0.026 (33) 

Number of Unique Observed Reflections Fo>4(Fo): 1113 

Number of fitting parameters: 35  

Amplitude of Max Peak in Final Difference map: 1.59 e/ Å3 (Al) 

R1 = 1.39 %, wR2 = 5.05 %, Goodness of Fit = 0.853 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.3 Structural Parameters from NdFe3(BO3)4 at 300K 

 

Atoms  x  y  z  Ueq (Å2)   

 

Nd   0.0000   0.0000   0.0000   0.00782(14)  

Fe   0.88399(12) 0.6667   0.6667   0.00547(16)  

O1   0.8106(6)  0.4773(6)  0.8333   0.0078(7)  

O2   0.0769(7)  0.7436(7)  0.8333   0.0113(9)  

O3   0.8116(5)  0.7859(6)  0.8146(6)  0.0096(5)  

B1   0.6667   0.3333   0.8333   0.0056(12)  

B2   0.2210(8)  0.8876(8)  0.8333   0.0066(7)  

Uij (Nd) 0.0083(2)   0.0083(2)   0.0069(2)  0.000   0.000   0.00413(9) 

Uij (Fe)  0.0053(2)   0.0056(3)   0.0056(4)  -0.00008(18)  -0.00004(9)  0.00280(15) 

Uij (O1) 0.0062(10) 0.0062(10) 0.0095(17)  0.0014(6)  -0.0014(6) 0.0021(12) 

Uij (O2) 0.0090(14) 0.0090(14) 0.012(2)  0.0027(9)  -0.0027(9)  0.0021(16) 

Uij (O3) 0.0075(11) 0.0108(13) 0.0118(13)  -0.0033(10)  -0.0008(10)  0.0056(10) 

Uij (B1) 0.0042(18) 0.0042(18) 0.008(3)  0.000   0.000   0.0021(9) 

Uij (B2) 0.0078(18) 0.0078(18) 0.0074(17)  0.0005(10)  -0.0005(10)  0.006(3) 

Space Group: R32 

a = 9.5888(9)Å 

c = 7.6108(8)Å 

Dx = 4.497 g/cm3 

Measurement Temperature: 300 K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 4.2°~54.7° 

Flack parameter: 1.18(12) 

Absorption Coefficient: 2.43 mm-1 

EXTI extinction parameter:  0.015920 

Number of Unique Observed Reflections Fo>4(Fo): 1380 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 0.55 e/ Å3 (Nd) 

R1 = 5.3 %, wR2 = 13.3 %, Goodness of Fit = 0.83 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.4 Structural Parameters from NdFe3(BO3)4 at 15K 

 

Atoms  x  y  z  Ueq (Å2)   

 

Nd    0.0000   0.0000   1.0000   0.00485(15) 

Fe    0.3333   0.21709(12)  0.6667   0.0057(2)  

O1   0.2146(5)  0.0265(5)  0.8158(5)  0.0081(5)  

O2   0.1446(6)  0.1446(6)  0.5000   0.0068(7)  

O3   0.4100(7)  0.4100(7)  0.5000   0.0079(9)  

B1   0.5531(7)  0.5531(7)  0.5000   0.0072(8)  

B2   0.0000   0.0000   0.5000   0.0076(15) 

Uij(Nd) 0.00621(17) 0.0062(2)   0.0021(2)    0.000   0.000   0.00311(8) 

Uij(Fe)  0.0061(4)     0.0063(3)   0.0047(5)  0.00004(11)  0.0001(2)  0.00306(18) 

Uij(O1) 0.0092(13)   0.0087(13) 0.0071(13)  0.0011(10)  -0.0003(11)  0.0051(11) 

Uij(O2) 0.0073(12)   0.0073(12) 0.0057(17)  0.0001(7)  -0.0001(7)  0.0035(14) 

Uij(O3) 0.0083(16)   0.0083(16) 0.007(2)  0.0014(8)  -0.0014(8)  0.0041(18) 

Uij(B1) 0.0069(19)   0.0069(19) 0.008(2)  -0.0001(12)  0.0001(12)  0.004(3) 

Uij(B2) 0.008(2)       0.008(2)     0.007(4)  0.000   0.000   0.0039(11)  

a = 9.5925(5)Å 

c = 7.6025(4)Å 

Dx = 4.498 g/cm3 

Measurement Temperature: 15 K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 4.2°~44.1° 

Flack parameter: 1.15(10) 

Absorption Coefficient : 2.5 mm-1 

EXTI extinction parameter:  0.009743 

Number of Unique Observed Reflections Fo>4(Fo): 812 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 1.77 e/ Å3 (Nd) 

R1 = 2.7 %, wR2 = 7.3 %, Goodness of Fit = 0.59 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.5 Structural Parameters from EuFe3(BO3)4 at 275K 

 

Atoms  x  y  z  Ueq (Å2)   

 

Eu   0.0000   0.0000   0.5000   0.00727(14) 

Fe   0.44988(8)  0.44988(8)  0.5000   0.00477(14)  

O1   0.2576(5)  0.3333   0.3333   0.0111(7)  

O2   0.5208(3)  0.6411(3)  0.3499(3)  0.0077(4)  

O3   0.5223(4)  0.3333   0.3333   0.0065(5)  

B1   0.6667   0.3333   0.3333   0.0044(9)  

B2   0.1137(5)  0.3333   0.3333   0.0056(6)  

Uij(Eu) 0.0079(2)  0.00791(15) 0.00599(16) 0.000       0.000  0.00396(7) 

Uij(Fe)  0.0049(2)    0.0049(2)     0.0045(3)     0.00006(7)  -0.00006(7)  0.00232(16) 

Uij(O1) 0.0072(11)  0.0144(14)   0.0142(18)   -0.0092(14) -0.0046(7)  0.0072(7) 

Uij(O2) 0.0073(8)  0.0060(8)     0.0075(9)     0.0018(6)    -0.0005(7)  0.0016(8) 

Uij(O3) 0.0055(8)  0.0088(12)   0.0062(12)   -0.0014(9)   -0.0007(4)  0.0044(6) 

Uij(B1) 0.0042(14)  0.0042(14)   0.005(2)       0.000       0.000  0.0021(7) 

Uij(B2) 0.0049(12)  0.0054(18)   0.0065(14)   -0.0003(13) -0.0001(7)  0.0027(9) 

Space Group: R32 

a = 9.5584(3)Å 

c = 7.5792(3)Å 

Dx = 4.608 g/cm3 

Measurement Temperature: 275K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 4.2°~44.1° 

Flack parameter: 0.50(5) 

Absorption Coefficient : 2.76 mm-1 

EXTI extinction parameter:  0.142753 

Number of Unique Observed Reflections Fo>4(Fo): 763 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 0.69 e/ Å3 (Eu) 

R1 = 2.5 %, wR2 = 4.7 %, Goodness of Fit = 1.17 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.6 Structural Parameters from EuFe3(BO3)4 at 15K 

Atoms  x  y  z  Ueq (Å2)   

 

Eu   0.66676(2)  0.66676(2)  1.0000   0.00319(8)  

Fe1   1.0000   0.88433(7)  0.6667   0.00359(11)  

Fe2   0.33520(4)  0.54970(7)  0.32671(4)  0.00363(10)  

O1   0.8118(4)  0.8118(4)  0.5000   0.0064(5)  

O2   0.5241(3)  0.6691(2)  0.4944(2)  0.0059(4) 

O3   1.0774(3)  1.0774(3)  0.5000   0.0072(5)  

O4   0.2688(3)  0.6841(2)  0.4760(3)  0.0075(3)  

O5   0.8810(3)  0.6949(3)  0.8191(3)  0.0059(4)  

O6   0.2157(3)  0.3616(3)  0.4816(3)  0.0060(4) 

O7   0.4599(3)  0.4765(3)  0.1861(3)  0.0059(4) 

B1   0.6678(4)  0.6678(4)  0.5000   0.0049(7)  

B2   0.4475(4)  0.3284(4)  0.1751(3)  0.0056(5)  

B3   1.2215(5)  1.2215(5)  0.5000   0.0057(7)  

Uij(Eu) 0.00312(8)0.00312(8)   0.00334(11)  0.00002(2)  -0.00002(2)  0.00158(6) 

Uij(Fe1)0.0034(2) 0.00352(17) 0.0038(3)  -0.00003(8)  -0.00005(15)  0.00168(11) 

Uij(Fe2)0.0033(2) 0.00349(17) 0.0041(2)  -0.00007(10)  -0.00011(11)  0.00165(12) 

Uij(O1) 0.0051(9) 0.0051(9)     0.0080(13)  0.0005(4)  -0.0005(4)  0.0017(10) 

Uij(O2) 0.0055(9) 0.0068(10)   0.0059(10)  -0.0010(7)  -0.0008(6)  0.0034(7) 

Uij(O3) 0.0062(8) 0.0062(8)     0.0068(12)  0.0009(5)  -0.0009(5)  0.0013(10) 

Uij(O4) 0.0074(9) 0.0085(9)     0.0081(7)  -0.0023(7)  -0.0019(6)  0.0052(7) 

Uij(O5) 0.0066(8) 0.0054(8)     0.0059(9)  0.0005(6)  0.0003(7)  0.0031(7) 

Uij(O6) 0.0073(9) 0.0050(8)     0.0069(8)  0.0006(6)  0.0012(6)  0.0038(7) 

Uij(O7) 0.0068(8) 0.0053(9)     0.0063(9)  0.0010(6)  0.0024(6)  0.0035(7) 

Uij(B1) 0.0027(11)0.0027(11)  0.009(2)  0.0000(6)  0.0000(6)  0.0008(12) 

Uij(B2) 0.0050(11)0.0043(13)  0.0061(12)  0.0006(9)  0.0005(8)  0.0014(9) 

Uij(B3) 0.0071(13)0.0071(13)  0.0056(16)  -0.0007(6)  0.0007(6)  0.0055(15) 

Space Group: P3121 

a = 9.5574(2), c = 7.5757(2) 

Dx = 4.611 g/cm3 

Measurement Temperature: 15K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 2.8°~44.1° 

Flack parameter: 1.08(4) 

Absorption Coefficient : 2.87 mm-1 

EXTI extinction parameter:  0.040954 

Number of Unique Observed Reflections Fo>4(Fo): 1851 

Number of fitting parameters: 96 

Amplitude of Max Peak in Final Difference map: 1.09 e/ Å3 (Eu) 

R1 = 2.4 %, wR2 = 4.8 %, Goodness of Fit = 0.67 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.7 Structural Parameters from GdFe3(BO3)4 at 300K 
 

Atoms  x  y  z  Ueq (Å2)   

 

Gd   0.0000  0.0000   0.5000   0.00722(9)  

Fe   0.11673(7)  0.3333   0.8333   0.00521 

O1    0.1874(3)  0.2129(3)  0.6825(3)  0.0081(3)  

O2   0.0000   0.4084(4)  1.0000   0.0124(7)  

O3   0.0000   0.1438(3)  1.0000   0.0070(4)  

B1   0.0000   0.5530(4)  1.0000    0.0062(5)  

B2    0.0000   0.0000   1.0000    0.0057(8)  

Uij(Gd)0.00752(10)  0.00752(10)  0.00662(13)  0.000       0.000  0.00376(5) 

Uij(Fe) 0.00497(19)  0.0050(2)  0.0057(3)  -0.0002(1) -0.00008(6)  0.00252(10) 

Uij(O1) 0.0077(7)  0.0102(8)  0.0081(8)  -0.0017(7) -0.0002(6)  0.0057(6) 

Uij(O2)0.0141(13)  0.0081(10)  0.0170(17)  0.0041(6)    0.0083(13)  0.0070(6) 

Uij(O3)0.0082(11)  0.0052(7)  0.0086(11)  0.0008(4)    0.0017(8)    0.0041(5) 

Uij(B1)0.0070(17)  0.0055(10)  0.0067(12)  0.0005(6)    0.0010(12)  0.0035(8) 

Uij(B2)0.0061(13)  0.0061(13)  0.005(2)  0.000       0.000  0.0030(6) 

Space Group: R32 

a = 9.5526(4) Å 

c = 7.5727(3) Å 

Dx = 4.662 g/cm3 

Measurement Temperature: 300 K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 4.2°~40.2° 

Flack parameter: 1.04(4) 

Absorption Coefficient : 2.9 mm-1 

EXTI extinction parameter:  0.01481 

Number of Unique Observed Reflections Fo>4(Fo): 639 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 0.56 e/ Å3 (Gd) 

R1 = 1.3 %, wR2 = 3.6 %, Goodness of Fit = 0.4 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.8 Structural Parameters from GdFe3(BO3)4 at 25K 

Atoms  x  y  z  Ueq (Å2)   

 

Gd   0.33358(2)  0.33358(2)  0.0000   0.00183(9)  

Fe1   0.21361(9)  0.54949(9)  0.34234(4)  0.00230(10)  

Fe2   -0.11552(9)  0.88448(9)  0.0000   0.00221(10)  

O1   0.0000   0.8129(4)  0.1667   0.0037(5)  

O2   0.1457(4) 0.66984(11)  0.17422(14)  0.0038(4)  

O3   0.1471(3)  0.3629(3)  0.1857(3)  0.0039(3)  

O4   0.0000   0.07790(19)  0.1667   0.0050(3)  

O5   -0.1196(3)  0.1845(3)  0.5137(3)  0.0041(3)  

O6   0.0135(3)  0.4763(3)  0.4803(3)  0.0042(3)  

O7   0.31050(16)  0.72745(14)  0.53142(18)  0.00466(19)  

B1   -0.1211(5)  0.32646(19)  0.4882(2)  0.0042(5)  

B2   0.0000   0.2223(5)  0.1667   0.0039(5)  

B3   0.0000   0.66821(19)  0.1667   0.0041(9)  

Uij(Gd) 0.00183(10) 0.00183(10) 0.0019(1) -0.00003(1)  0.00003(1)  0.00095(5) 

Uij(Fe1)0.00205(14) 0.00210(15) 0.0027(1)  0.00002(8)  -0.00012(8)  0.00096(13) 

Uij(Fe2)0.00196(15) 0.00196(15) 0.0025(2)  0.00007(6)  -0.00007(6)  0.00086(15) 

Uij(O1) 0.0044(10)   0.0023(7)     0.0052(9)  -0.0005(3)  -0.0011(7)  0.0022(5) 

Uij(O2) 0.0025(7)     0.0049(9)     0.0049(8)  0.0012(6)  0.0003(4)  0.0025(5) 

Uij(O3) 0.0030(6)     0.0036(6)     0.0039(6)  -0.0013(5)  -0.0005(5)  0.0006(5) 

Uij(O4) 0.0063(7)     0.0040(4)     0.0056(6)  -0.0007(2)  -0.0014(5)  0.0031(3) 

Uij(O5) 0.0053(6)     0.0035(7)     0.0041(7)  0.0001(5)  -0.0010(5)  0.0027(5) 

Uij(O6) 0.0039(6)     0.0032(6)     0.0042(6)  -0.0001(5)  0.0007(5)  0.0008(5) 

Uij(O7) 0.0059(4)     0.0033(4)     0.0049(4)  -0.0005(4)  -0.0007(4)  0.0024(4) 

Uij(B1) 0.0057(9)      0.0027(9)    0.0041(8)  0.0009(7)  0.0003(6)  0.0020(6) 

Uij(B2) 0.0023(11)    0.0041(9)    0.0048(11) -0.0004(4)  -0.0008(9)  0.0012(5) 

Uij(B3) 0.0036(15)    0.0046(14)  0.004(2)  -0.0003(3)  -0.0005(5)  0.0018(7) 

Space Group: P3121 

a = 9.5477(3), c = 7.5674(2) 

Dx = 4.670 g/cm3 

Measurement Temperature: 25K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 2.8°~44.1° 

Flack parameter: 1.06(5) 

Absorption Coefficient : 3.12 mm-1 

EXTI extinction parameter:  0.020427 

Number of Unique Observed Reflections Fo>4(Fo): 2480 

Number of fitting parameters: 96 

Amplitude of Max Peak in Final Difference map: 0.78 e/ Å3 (B3) 

R1 = 1.5 %, wR2 = 7.2 %, Goodness of Fit = 0.55 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.9 Structural Parameters from SmFe3(BO3)4 at 300K 
 
Atoms  x  y  z  Ueq (Å2)   

 

Sm   0.0000   0.0000   0.0000   0.00764(11)  

Fe   0.88379(8)    0.66667    0.66667  0.00491(14)  

O1   0.81078(36)    0.47745(36)    0.83333  0.0067(5)  

O2   0.07573(44)    0.74240(44)    0.83333  0.0104 (7)  

O3   0.81204(35)    0.78617(33)    0.81641(39) 0.0087(4)  

B1   0.66667    0.33333    0.83333  0.0051(10)  

B2   0.21936(46)    0.88603(46)    0.83333   0.0056(6)  

Uij(Sm) 0.00818(12)   0.00818(12)   0.00657(16)   0.00000          0.00000          0.0041(1) 

Uij(Fe)  0.00457(20)   0.00470(24)   0.00551(34)  -0.00024(16)  -0.00012(8)     0.0024(1) 

Uij(O1) 0.00446(80)   0.00446(80)   0.0082(13)     0.00120(51)  -0.00120(51)   0.0001(9) 

Uij(O2) 0.00579(99)   0.00579(99)   0.0145(19)     0.00429(72)  -0.00429(72)  -0.0010(9) 

Uij(O3) 0.00830(88)   0.01011(92)   0.0097(10)    -0.00259(83)  -0.00065(79)   0.0060(7) 

Uij(B1) 0.0040(14)     0.0040(14)     0.0073(26)     0.00000          0.00000          0.0020(7) 

Uij(B2) 0.0041(12)     0.0041(12)     0.0067(14)    -0.00079(86)   0.00079(86)   0.0010(9) 

Space Group: R32 

a = 9.63880 (3)Å 

c = 7.6488(3) Å 

Dx = 4.477g/cm3 

Measurement Temperature: 300 K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 4.2°~40.1° 

Flack parameter: 0.5(5) 

Absorption Coefficient : 6.49mm-1 

EXTI extinction parameter:  0.000442 

Number of Unique Observed Reflections Fo>4(Fo): 837 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 1.45 e/ Å3 (Fe) 

R1 = 2.2 %, wR2 = 5.4 %, Goodness of Fit = 0.59 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.10 Structural Parameters from SmFe3(BO3)4 at 15K 
 
Atoms  x  y  z  Ueq (Å2)   

 

Sm   0.0000   0.0000   1.0000   0.00277(9)  

Fe   0.3333   0.21681(7)  0.6667   0.00295(12)  

O1   0.2137(3) 0.0258(3)  0.8162(3)  0.0051(3)  

O2   0.1443(3)  0.1443(3)  0.5000   0.0043(4)  

O3   0.4092(4)  0.4092(4)  0.5000   0.0048(5)  

B1   0.5524(4)  0.5524(4)  0.5000   0.0045(5)  

B2   0.0000   0.0000   0.5000   0.0047(9)  

Uij(Sm) 0.0028(1)  0.00283(10)  0.00265(12)  0.000      0.000  0.00142(5) 

Uij(Fe)  0.0029(2)   0.00302(18) 0.0029(3)   0.00007(6) 0.0001(1)   0.00146(10) 

Uij(O1) 0.0057(7)   0.0039(7)     0.0054(7)   0.0010(6)   0.0009(6)  0.0022(6) 

Uij(O2) 0.0032(7)   0.0032(7)     0.0053(10)   0.0004(4)  -0.0004(4)  0.0006(8) 

Uij(O3) 0.0037(8)   0.0037(8)     0.0061(11)   0.0010(5)  -0.0010(5)   0.0013(10) 

Uij(B1) 0.0027(10) 0.0027(10)   0.0060(12)   0.0000(7)   0.0000(7)  -0.0003(16) 

Uij(B2) 0.0040(12) 0.0040(12)   0.006(2)   0.000      0.000   0.0020(6) 

Space Group: R32 

a = 9.5767(3)Å 

c = 7.5925(3) Å 

Dx = 4.569 g/cm3 

Measurement Temperature: 15 K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 4.2°~40.1° 

Flack parameter: 0.44(5) 

Absorption Coefficient : 2.74 mm-1 

EXTI extinction parameter:  0.019044 

Number of Unique Observed Reflections Fo>4(Fo): 813 

Number of fitting parameters: 36  

Amplitude of Max Peak in Final Difference map: 0.98 e/ Å3 (B1) 

R1 = 1.4 %, wR2 = 4.4 %, Goodness of Fit = 0.4 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.11 Structural Parameters from HoFe3(BO3)4 at 275K 

Atoms  x  y  z  Ueq (Å2)   

 

Ho   0.66502(2)  1.0000   0.3333   0.00415(5)  

Fe1   0.88447(6)  0.88447(6)  0.0000   0.00388(9)  

Fe2   0.66357(3)  0.45140(6)  0.32155(4)  0.00401(8)  

O1   0.8543(3)  0.5248(3)  0.15697(18)  0.0062(4)  

O2   0.5334(2)  0.5247(2)  0.1863(2)  0.0067(3)  

O3   0.6962(2)  0.8172(2)  0.1557(2)  0.0067(3)  

O4   0.72263(18)  0.30366(18) 0.45884(19)  0.0070(3)  

O5   0.9221(2)  0.9221(2)  0.5000   0.0088(4)  

O6   1.0000   0.8126(3)  0.1667   0.0062(4)  

O7   0.7847(2)  0.6371(2)  0.4808(3)  0.0068(3)  

B1   0.7780(4)  0.7780(4)  0.5000   0.0060(5) 

B2   0.5518(3) 0.6765(3)  0.1822(3)  0.0064(4)  

B3   1.0000   0.6684(3)  0.1667   0.0065(7)  

Uij(Ho) 0.00360(6)   0.00356(6)   0.00526(7)     0.00020(3)  0.00010(2)  0.00178(3) 

Uij(Fe1)0.00308(14) 0.00308(14) 0.00542(17) -0.00002(7)  0.00002(7)  0.00149(14) 

Uij(Fe2)0.00324(15) 0.00313(14) 0.00575(14) -0.00005(9)  0.00016(10)  0.00167(10) 

Uij(O1) 0.0050(7)     0.0051(7)     0.0080(8)     -0.0004(5)  0.0006(5)  0.0022(7) 

Uij(O2) 0.0084(7)     0.0045(7)     0.0076(7)     -0.0001(5)  -0.0010(6)  0.0035(6) 

Uij(O3) 0.0051(7)     0.0053(7)     0.0086(7)      0.0001(6)  0.0006(5)  0.0017(6) 

Uij(O4) 0.0062(6)     0.0064(6)     0.0084(6)      0.0003(5)  0.0003(5)  0.0031(5) 

Uij(O5) 0.0076(7)     0.0076(7)     0.0097(9)     -0.0015(4)  0.0015(4)  0.0026(8) 

Uij(O6) 0.0064(10)   0.0053(7)     0.0074(9)      0.0000(4)  -0.0001(8)  0.0032(5) 

Uij(O7) 0.0070(7)     0.0052(7)     0.0088(7)     -0.0004(5)  -0.0007(6)  0.0036(6) 

Uij(B1) 0.0074(10)   0.0074(10)   0.0063(12)   -0.0005(5)  0.0005(5)  0.0060(12) 

Uij(B2) 0.0065(9)     0.0041(10)   0.0076(8)      0.0006(7)  -0.0004(7)  0.0019(7) 

Uij(B3) 0.0071(14)   0.0059(11)   0.0068(15)    0.0006(5)  0.0011(9)  0.0036(7) 

Space Group: P3121 

a = 9.5707(14), 7.5855(15) 

Dx = 4.700 g/cm3 

Measurement Temperature: 275K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 2.8°~40.2° 

Flack parameter: 0.49(2) 

Absorption Coefficient : 8.06 mm-1 

EXTI extinction parameter:  0.002330 

Number of Unique Observed Reflections Fo>4(Fo): 1944 

Number of fitting parameters: 96 

Amplitude of Max Peak in Final Difference map: 1.18 e/ Å3 (Fe2) 

R1 = 1.4 %, wR2 = 3.8 %, Goodness of Fit = 1.0 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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Table A.12 Structural Parameters from HoFe3(BO3)4 at 10K 

Atoms  x  y  z  Ueq (Å2)   

 

Ho   0.66486(2)  1.0000   0.3333   0.00355(6)  

Fe1    0.88413(6)  0.88413(6)  0.0000   0.00351(10)  

Fe2   0.66351(3)  0.45169(6)  0.32133(4)  0.00367(9)  

O1   0.8543(3)  0.5250(3)  0.1565(2)  0.0062(4)  

O2   0.5327(2)  0.5248(3)  0.1864(3)  0.0066(3)  

O3   0.6959(2)  0.8174(3)  0.1557(3)  0.0067(3)  

O4   0.72209(19)  0.3030(2)  0.4578(2)  0.0068(3)  

O5   0.9222(2)  0.9222(2)  0.5000   0.0079(4)  

O6   1.0000   0.8128(3)  0.1667   0.0068(5)  

O7   0.7848(3)  0.6371(2)  0.4808(3)  0.0067(3)  

B1   0.7784(4)  0.7784(4)  0.5000   0.0062(6) 

B2   0.5515(4)  0.6767(3)  0.1826(3)  0.0056(4)  

B3   1.0000   0.6680(3)  0.1667   0.0061(7)  

Uij(Ho) 0.0030(1)  0.00299(7)   0.00464(8)  0.00012(4)  0.00006(2)  0.00149(3) 

Uij(Fe1)0.0028 (2) 0.00283(15) 0.00491(17) 0.00000(7)  0.00000(7)  0.00146(15) 

Uij(Fe2)0.0029(2)  0.00289(15) 0.00536(14) -0.00010(9)  0.00006(11)  0.00152(11) 

Uij(O1) 0.0048(7)  0.0051(7)     0.0084(8)  -0.0002(5)  0.0007(5)  0.0021(7) 

Uij(O2) 0.0070(7)  0.0045(7)     0.0085(7)  0.0004(6)  -0.0004(6)  0.0030(6) 

Uij(O3) 0.0056(7)  0.0052(7)     0.0083(7)  -0.0001(6)  0.0006(6)  0.0021(6) 

Uij(O4) 0.0061(6)  0.0064(6)     0.0084(6)  0.0000(6)  0.0005(5)  0.0037(5) 

Uij(O5) 0.0067(7)  0.0067(7)     0.0097(9)  -0.0009(4)  0.0009(4)  0.0029(8) 

Uij(O6) 0.0072(11)0.0054(7)     0.0085(10)  0.0000(4)  0.0000(9)  0.0036(5) 

Uij(O7) 0.0066(7)  0.0052(7)     0.0088(7)  -0.0004(6)  -0.0001(6)  0.0033(6) 

Uij(B1) 0.006(1)    0.0061(10)   0.0081(13)  0.0002(6)  -0.0002(6)  0.0044(12) 

Uij(B2) 0.0053(9)  0.0035(10)   0.0068(9)  0.0011(8)  -0.0002(7)  0.0013(8) 

Uij(B3) 0.0067(1)  0.0047(11)   0.0077(15)  0.0002(5)  0.0003(10)  0.0033(7) 

Space Group: P3121 

a = 9.5707(14)), 7.5855(15) 

Dx = 4.700 g/cm3 

Measurement Temperature: 10K 

Crystal Diameter: 20 µm 

Wavelength: 0.41328 Å,  

2θ range: 2.8°~40.2° 

Flack parameter: 0.49(3) 

Absorption Coefficient : 3.49 mm-1 

EXTI extinction parameter:  0.000000 

Number of Unique Observed Reflections Fo>4(Fo): 1800 

Number of fitting parameters: 96 

Amplitude of Max Peak in Final Difference map: 1.06 e/ Å3 (Fe1) 

R1 = 1.4 %, wR2 = 4.0 %, Goodness of Fit = 1.05 

 
*Atomic displacement parameters Uij(Å3) are in the order U11, U22, U33, U23, U13, U12 
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