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ABSTRACT

ELECTRIC-FIELD ASSISTED MANIPULATION
AND SELF-ASSEMBLY OF PARTICLE SUSPENSIONS

by
Edison Chijioke Amah

The aim of this dissertation is to model the processes by which particles suspended
in liquids and at liquid surfaces self-assemble when they are subjected to uniform
and non-uniform electric fields. To understand the role of electric forces, three
related problems were studied numerically and experimentally.

In the first problem, particles are assumed to be suspended ingide a liquid
and a nonuniform electric field is applied using electrodes mounted in the domain
walls which causes positively polarized particles to collect in the regions where the
clectric ficld intensity is locally maximal and the negatively polarvized particles
collect in the regions where the electric field intensity ig locally minimal. A direct
numerical simulation (DNS) scheme based on the Maxwell stress tensor (MST)
method is developed to simulate the motion.

In the sccond problem, a uniform clectric ficld is applied to manipulate
particles adsorbed on the surface of a drop. The presence of the drop makes the
electric field nonuniform and this gives rise to dielectrophoretic forces and an

electrohydrodynamic (EHD) flow which cause particles to collect either at the poles



or the equator of the drop. The EHD flow, which arises because of the

accumulation of charge on the surtace of the drop, can be from pole-to-cquator or

cquator-to-pole, depending on the properties of the drop and ambient liquids.

When the fluid and particles properties are such that the EHD and DEP forces are

in the opposite directions, particles can be moved from the poles to the equator,

or vice versa, by varying the frequency.

In the third problem, a mixture of positively and negatively polarized

particles adsorbed on a flat liquid surface was manipulated by applying an electric

field in the direction normal to the surface. Both experiments and numerical

simulations show that the resulting inter-particle forces cause particles to seclt-

assemble into molecular-like hierarchical arrangements, consisting of particle chains

or composite particles arranged in a pattern. The structure of a composite particle

depends on factors such as the relative sizes and the number ratio of the particles,

and their polarizabilities.
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CHAPTER 1

INTRODUCTION

1.1 Objective

The aim of this dissertation is to model the electric field driven processes by which
particles suspended in liquids and at liquid surfaces sclf-assemble when they are
stithjected to uniform and non-uniform clectric ficlds. To understand the role of
electric forces, three related problems were studied numerically and experimentally.

In the first problem, particles are assumed to be suspended inside a liquid
and a nonuniform electric field is applied using electrodes mounted in the domain
walls which causes positively polarized particles to collect in the regions where the
electric field intensity is locally maximal and the negatively polarized particles
colleet in the regions where the clectrie ficld intensity is locally minimal. A dircct
numerical simulation (DNS) scheme based on the Maxwell stress tensor (MST)
method is developed to simulate the motion of dielectric particles suspended in a
dielectric liquid when it is subjected to an electric field. A particle in a spatially
non-uniform electric field is subjected to an electrostatic force, called the
diclectrophoretic (DEP) force, and a force that results from its dipole-dipole

interaction with other particles. The latter, which is present even when the applicd



electric field is uniform, is uvsually modeled using an approximate dipole-dipole
interaction model. In the present work, the interaction forces are fully resolved by
calculating the clectric ficld everywhere in the domain including in the gaps
between the particles and calculating the MST and integrating it on the surface of
particles to obtain the total electric forces. The DNS results obtained from this
scheme are compared with the numerical results obtained from the point-dipole
approximation method. The MST based approach agrees with the point-dipole
model when the spacing between the particles is larger, but as expected when the
particles are closer together the point-dipole model results differ from the results
obtained using the MST based method.

In the second problem, particles are adsorbed on the surface of a drop and a
uniform electric field is applied to manipulate their distribution while they remain
trapped on the surface of the drop. The presence of the drop makes the electric
ficld nonuniform and this gives rise to diclectrophoretic  forces and  an
clectrohydrodynamic (EHD) flow which cause particles to collect either at the poles
or the equator of the drop. The EHD flow, which arises because of the
accumulation of charge on the surface of the drop, can be from pole-to-equator or
equator-to-pole, depending on the properties of the drop and ambient liquids. The

EHD flow is the dominant effect at low clectric ficld frequencies when the drop and



ambient liquids are weakly conducting dielectric liguids. When the fluid and

particles properties are such that the EHD and DED forces arce in the opposite

directions, particles can be collected at the poles or the equator, and also can be

moved from the poles to the equator, or vice versa, by varving the frequency.

In the third problem, a mixture of positively and negatively polarized

micron- to nano-sized particles, adsorbed on a flat liquid surface, was manipulatod

by applying an electric field in the direction normal to the surface. Both

experiments and numerical simulations show that the resulting inter-particle forces

auge  particle  mixtures  to  self-agsemble  into  molecular-like  hierarchical

arrangements, consisting of particle chains or composite particles arranged in a

pattern. The structure of a composite particle depends on factors such as the

relative sives and the number ratio of the particles, their polarizabilitics, and the

electric field intensity. The initial distribution also influenced the final

arrangement, especially when the speeds with which the two tvpes of particles

moved during the self-assembly process differed substantially.

1.2 Background

The drive to understand the physics surrounding the interfacial dynamics of

particles is not just motivated by academic curiosity, but also by the real need for



better understanding of the principle hehind such physical phenomena, and
applyving it to develop and advance novel technologics. The new physical insights
gaincd from these projects can be applied to problems in manufacturing. Over the
last two decades, considerable effort has been directed at developing efficient
techniques for segregating and trapping micro to nano scale biological and other
particles suspended in fluids. These techniques are important for a variety of
applications, such as in devices being developed for classifyving DNA and protein
molecules in which the first step is to concentrate them [1], and also in devices
being developed for detecting cells, and for removing particulates from fluids [2-11].
Solid colloidal capsules, e.g., Janus particles, can be produced by assembling
colloidal particles at the surface of Pickering emulsions droplets [124].

A particle placed in a sgpatially varving field becomes polarized and
experiences a net force, as a result of a phenomenon referred to as dielectrophoreis.
This force on the particle is denoted as the dielectrophoretic (DEP) force.
Diclectrophoresis is a powerful technigque because particles with different diclectric
constants respond differently as the foree depends on their diclectric constant
relative to that of the fluid in which they are suspended. Therefore, in principle,
dielectrophoresis can be used to selectively manipulate and separate particles [3].

For example, it has been demonstrated that cancer cells can be removed from



human blood since their dielectric constant is different from that of normal cells
[12-15].

Also, in recent years, studics have been conducted to understand the
behavior of particles trapped at fluid-liquid interfaces because of their importance
in a range of physical applications and biological processes, e.g., formation of pollen
and insect egg rafts, self-assembly of particles at fluid-fluid interfaces resulting in
novel nano structured materials, stabilization of cmulsions, and the formation of
anti-reflection  coatings for high-cfficiency solar cells, photonic crystals and
biosensor arrays [30,58,59.60]. The use of particle stabilized emulsions has increased
in the food, biomedical and materials industries since they offer many advantages
over those stabilized using surfactants. For example, pH responsive particles can
stabilize or destabilize emulsions depending on the pH value [38]. More so,
emulsions stabilized by paramagnetic colloidal beads have been shown to undergo
controlled phase separation in response to a magnetic field [39].

It is known that a drop placed in a uniform clectric ficld, under a leaky
dielectric condition, where either or both fluids are weakly conducting, deforms to
a prolate or to an oblate shape. The degree of deformation depends on the electric
Weber number. Deformation of a drop to an oblate shape has been noted to be due

to a small but finite clectrical conductivity of the fluids [43-47, 90-110]. Due to this



conductivity, charge migration to the drop’s surface creates a transverse electric
stress imbalance, which generates an clectrohydrodynamic (EHD) flow, inside and
outside of drop. The direction of the EHD flow depends on the properties of the
fluids, while the flow strength depends strongly on the frequency of the ac electric
field. Thus. since both the EHD force and DEP force acting on particles depend on
the frequency, the frequency of an electric field is an important parameter which
can be used to adjust the intensitics of the DEDP and EHD flow induced forces. A
possible application is that when the two forces are dirccted in the opposite
directions, binary particles, for example, can systematically be assembled on a drop
surface by tuning to the right frequencies: where like particles occupy defined space
on the drop’s surface. Thus, this technique can be used for developing novel
encapsulation methods in the field of nanotechnology, which can be efficiently
applied in the making of Janus particles.

In addition, there have been studies to understand the behavior of particles
adsorbed at fluid-liquid interfaces because of their importance in a range of
physical applications, e.g., formation of antireflection coatings for high-efficiency
solar cells. The absorption of solid partices at the boundary between two fluid
phases can be accompanied by deformation of the liquid interface near the particle.

Thus, particles adsorbed at fluid-liguid interfaces interact with one another via



lateral capillary interaction forces that arise mainly because of deformation of the
interface by their weights, which enable them to form monolayver arrangements [61-
65,117-120]. However, the formed monolayer has defects and lacks long-range
order. Also, for submicron-sized particles of typical colloidal densities, the gravity-
induced lateral capillary interaction forces are inadequate to produce a self-
assembled monolayer. We have recently shown that monolayers containing two or
more types of particles, cven submicron particles, with different  diclectric
propertics can he sclf-assembled by applving an clectric ficld in the direction
normal to the interface [65|. This is accomplished due to differences in the
polarizabilities of both particles and liquids, and the sizes of the particles, which

help to drive a hierarchical self-assembly process analogous to that which occurs at

atomic scales [65].

1.3 Dissertation Organization
This dissertation is organized in the following order, starting from Chapter 1 where
the overall objectives are presented.
In Chapter 2, a DNS scheme based on MST method is presented. The aim
ig to study the motion of dielectric particles suspended in a dielectric liquid and

subjected to a spatially varying electric field. It is well known that a particle in a



spatially non-uniform electric field is subjected to an electrostatic force, called the

DEP force, and will also interact clectrostatically with other particles. The latter is

usually modeled as dipole-dipole interactions, which are present even when the

electric field is uniform. The DNS results obtained from this scheme is compared to

the numerical results obtained from the point-dipole approximation method.

In Chapter 3, the behavior of particles adsorbed on the surface of a drop is

studied at low clectric field frequencies, when the drop and ambient liquids arc

weakly conducting  dielectrics. The EHD flow, which arises because of the

accumulation of charge on the surface of the drop, can be from pole-to-equator or

equator-to-pole depending on the properties of the drop and ambient liquids. When

the fluid and particles properties are such that the EHD and DEP forces are in the

opposite directions, particles can be collected at the poles or the equator, and also

can be moved from the poles to the equator, or wice wersa, by varying the

frequency.

Chapter 4 presents a numerical study of the process of self-assembly of

particle mixtures on fluid-liquid interfaces, when an electric field is applied in the

direction normal to the interface. The law governing the dependence of the clectric

field induced dipole-dipole and capillary forces on the distance between the

particles and their physical properties, obtained by performing direct numerical



simulations in an earlier study, is used for conducting simulations of the self-
assembly process of particle mixtures. The inter-particle forces cause micron- to
nano-sized particle mixtures to sclf-assemble into  molecular-like  hicrarchical
arrangements consisting of composite particles which are organized in a pattern. As
in experiments, the structure of a composite particle or monolayver depends on
factors such as the relative sizes and the number ratio of the particles, their
polarizabilitics, and the clectric ficld intensity.

Lastly, chapter 5 presents dissertation conclusions and proposes future work
in the areas of the numerical study of the process of self-assembly of particle
mixtures on fluid-liquid interfaces and the molecular dynamic simulation of

molecules at air-fluid interfaces.



CHAPTER 2

DIRECT NUMERICAL SIMULATION OF PARTICLES
IN SPATTIALLY VARYING ELECTRIC FIELDS

2.1 Introduction

Ovwver the last two decades considerable effort has been directed at developing
efficient techniques for segregating and trapping micro to nano scale biological and
other particles suspended in fluids. These techniques are important for a variety of
applications, such as in devices heing developed for classifying DNA and protein
molecules in which the first step is to concentrate them [1], and also in devices
being developed for detecting cells, and for removing particulates from fluids [2-11].

The DEID force arises because the particle hecomes polarized and a polarized
particle {or dipole) placed in a spatially varying electric field experiences a net
force. This phenomenon itself is referred to as dielectrophoresis [2].
Dielectrophoresis is a powerful technique because particles with different dielectric
constants respond differently as the force depends on their dielectric constant
relative to that of the fluid in which they are suspended. Therefore, in principle,
dielectrophoresis can be used to selectively manipulate and separate particles [3].

For example, it has been demonstrated that cancer cells can be removed from
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human blood since their dielectric constant is different from that of normal cells
[12-15].

Numerical simulations are cgsential for understanding the hehavior of
particles under various physical conditions, as well as for developing better designs
for dielectrophoretic devices. We have developed a direct numerical simulation
method to study the phenomena of dielectrophoresis in which the exact governing
cquations are solved to obtain the time-dependent motion of a fluid-particle
svstem. A Dircet nwmerical simulation (DNS) scheme, based on the distributed
Lagrange multiplier (DLM) method, is used to study the problem numerically [26].

In most numerical studies to date, the electric force acting on a particle is
computed using the point-dipole (PD) approximation [2,14]. In this approximation,
the particle is considered small compared to the characteristic length over which
the electric field varies, and the distance between particles is assumed to be much
larger than their diameters. In the PD model, the clectric foree that a particle
experiences has two components; one duce to diclectrophoresis, and other due to
particle-particle interaction. An energy based method was used by Bonnecaze &
Brady to compute the electrostatic energy of the system subjected to an electrical
field [16]. This method allows one to include particle-particle interaction in both far

and ncar ficlds. As mentioned before, the accuracy of PD approximation diminishes
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as non-uniformity of electric field increases or the distance between the particles is
reduced. Some of these limitations can be improved by involving higher order
multipole moment terms [17]. Even though the multipole technique is more
accurate than the PD model, it still lacks the completeness of the Maxwell Stress
Tensor (MST), in which the force is computed in terms of the electric field that is
obtained by accounting for the presence of particles [18]. The MST method,
however, requires calculation of the updated electric potential at each time step
and thus is computationally more demanding [19-21]. In addition, there are several
other studies that are limited to the prediction of the electric field and the DEP
force lines in devices, and there are some in which the particle trajectories are

obtained without accounting for the fluid-particle interactions [28,29].

2.2 Numerical Formulation
We first state the governing mass and momentum conservation equations for the
motion of fluid and particles. Then, these equations are nondimensionalized and
the governing dimensionless parameters are obtained. The domain containing a
Newtonian fluid and N solid particles is denoted by 2, the interior of the ™

particle by Pi(t), and the domain boundary by G. The governing equations for the

fluid-particle system are:
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pL(%+u-Vuj:—Vp+V-(2nD) in Q\% (2.1)

V-u=0 in 2| P(t) (2.2)
u=u, onG (2.3)
u=U,+o,xr,on, /Pi i=1,.. N

In Equations (2.1)-(2.5), u is the fluid velocity, p is the pressure, 7 is the dynamic
viscosity of the fluid, p; is the density of the fluid, D is the symmetric part of the
velocity gradient tensor, and U; and @; are the linear and angular velocities of the
i particle respectively, and Ip; - OP(t) is the boundary of the i particle. The
above equations are solved using the initial conditionu|_,=u,, where U,is the
known initial value of the velocity.

The linear velocity U; and the angular velocity @; of the ™ particle are

governed by

mi%:Fi +FEi (2'4)
dt ’

Ii%:-ri_FTEi (2:5)
dt ’
Ui |t:O:Ui,0 (2-6)
(DI |t:0_0)|0
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b particle respectively.

where m; and [; are the mass and moment of inertia of the 7
F: and T; are the hydrodynamic force and torque acting on the @ particle, Fg; is
the electrostatic force acting on the " particle and Tg; is the electrostatic torque
acting on the " particle. This study is restricted to the case of spherical particles.

Therefore, there is no need to keep track of the particle orientation. The particle

positions are obtained from

%: U (2.7)
dt
Xi o= Xi (2.8)

where X, is the position of the ™ particle at time ¢ = 0.

2.2.1 Point-dipole and Maxwell Stress Tensor Approaches

Based on the PD model approximation, the total electric force on a particle is the
summation of the dielectrophoretic and the particle-particle interaction forces; the
latter is present even when the electric field is uniform. In solving for the
dielectrophoretic force using the PD model, the gradient of the electric field is
assumed to be constant. Thus, the time averaged dielectrophoretic (DEP) force

acting on a particle in an AC electric field, described in [2,14], is given by
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Foee = 2na%¢,6, 3 VE? (2.9)

where a is the particle radius, & is the dielectric constant of the fluid, e, =
8.8542x10"? F/m is the permittivity of free space and E is the RMS value of the
electric field. Equation (2.9) is also valid for a DC electric field, where E is simply
the electric field intensity. The coefficient f(w) is the real part of the frequency

dependent Clausius-Mossotti factor, given by

(2.10)

where g; and 8: are the frequency dependent complex permittivities of the particle
and fluid, respectively. The complex permittivitye =&— jo/@, where & is the
permittivity, o is the conductivity and j=y-1. The frequency dependence can be

included in simulations by selecting an appropriate value of f(w). The Clausius-

Mossotti factor can take values between -0.5 and 1.0.

According to the PD model, the particle-particle interaction force on the

particle due to the " particle in a non-uniform electric field given in [19-25] is

F, :W(“j (E-E;)+(r; B )E; +(r; B, )E, =51 (B, ) (B, o1y)) (2.11)
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where 1y is the unit vector in the direction from the center of the ™ particle to the
center of the j" particle. This force is present even when the applied electric field
is uniform.

For the Maxwell stress tensor (MST) approach, the electric force acting on
a particle is obtained by solving for the electric field; which is calculated by first

solving the electric potential problem shown below:

V.(eVp)=0 (2.12)

The boundary conditions on the particle surface are given by

!{ D =P, (2.13)
. ap, _ p,
L on " on

where ¢, and ¢, are the electric potential in the liquid and particles, respectively.

The electric field is then calculated using the expression
E=-V¢ (2.14)

The Maxwell stress tensor is given by

G, =8EE—%5(E0E)I (2.15)

The electrostatic force and torque on the i particle are given by

16



Fei = jcM-ni ds (2.16)
T, = I (X—X,)x6,, -n, ds (2.17)
I

Pi

where n; is the unit outer normal on the surface of the i particles and x; is the

center of the i™" particle.

2.2.2 Dimensionless Equations and Parameters

Equations (2.4), (2.5) and (2.7) are nondimensionalized by assuming that the
characteristic length, velocity, time, stress, angular velocity and electric field scales
are a, U, a/U, nU/a, U/a and E,, respectively. The gradient of the electric field is
assumed to scale as F,;/L, where L is the distance between the electrodes which is
taken to be the same as the domain width. The nondimensional equations for the

liquid, after using the same symbols for the dimensionless variables, are:

Re(gt—u+u~Vuj=_vp+v.c (2.18)

V-u=0 in Q\P(t) (2.19)

If the PD approximation is used for evaluating the electrostatic force, the

dimensionless equations for the particles become
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du _ 6mya’ I[—puaj_n s 4ra*sye, BIE,[ — 3nege.a’ 2 |E,| - (2.20)
dt  mu 67 mU’L amu?|r |4 P
Lfggczé(x—xox[c-pl+o)n]dA+]£i (2:21)
In terms of the Maxwell stress tensor, they are:
Z—l; = 6:{?2 J-c.nds +‘c';nE—5a:jcM nds (2.22)
(i;:) _Z;%j(x—xi)xcnds + snlféa: j(x—xi)xcM nds - (2:23)

If the PD approximation is used, the above equations contain the following

dimensionless parameters:

( Re — p'—_Ua
n
2
P - 6zna
muU
P — 372'805cﬂ2a3 | EO |2 (224)
2 4mu?
_dme,e pa K, [
mU %L

A

Py

h==.
\ a

From Equation (2.24), Re is the Reynolds number, which determines the
relative importance of the fluid inertia and viscous forces, P; is the ratio of the

viscous and inertia forces, P, is the ratio of the electrostatic particle-particle
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interaction and inertia forces and P is the ratio of the dielectrophoretic and inertia
forces. Another important parameter, which does not appear directly in the above
equations, is the solids fraction of the particles; the rheological properties of ER

suspensions depend strongly on the solids fraction. Another Reynolds number

Re, = ALY s defined based on the channel width L.

n

If the Maxwell stress tensor approach is used, an alternative parameter

2,3
P. = gan; is derived; which is a measure of the electrostatic forces, in place of P,
muU

and Ps. This parameter is less informative than parameters P» and Ps, as it does
not contain any information about the extent of polarization or the shape of the

particle. In flows for which the applied pressure gradient or the imposed flow

2¢p6.8° |y I
3nL

velocity is zero, a characteristic velocity U = is assumed; this is

obtained by assuming that the dielectrophoretic force and the viscous drag terms
balance each other.
In order to investigate the relative importance of the electrostatic particle-

particle and dielectrophoretic forces, another parameter is defined:

R _3pL (2.25)
P, 16a

2=
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Equation (2.25) implies that if 6=0(1) and L>>a, and thus P, > 1, the particle-
particle interaction forces will dominate, which is the case in most applications of

dielectrophoresis. On the other hand, if b<<O(1) and L _-0O(1), and thus P, < 1,
a

then the dielectrophoretic force dominates.

2.3 Finite Element Method
The computational scheme developed here is based on a combined weak equation
of motion for the fluid and particles which eliminates the hydrodynamic forces and
torques, as they are internal to the combined system [24-27]. These combined
equations of motion are solved on the fluid-solid domain using the distributed
Lagrange multiplier method (DLM) in which the motion inside the particle
boundaries is forced to be rigid-body motion using a distribution of Lagrange
multipliers. The Maxwell stress tensor method is used for computing the
electrostatic forces acting on the particles. The time integration is performed using
the Marchuk-Yanenko operator splitting technique, which is first-order accurate
[26]. The domain is discretized using a tetrahedral mesh where the velocity and
pressures fields are discretized using P2-P1 interpolations and the electric potential

is discretized using P2 interpolation.
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2.4 Simulation Conditions

In the study, the finite element code is tested by performing direct nurmerical

simulations of the transient motions of two spherical particles in a 3-dimensional

rectangular channel in a  non-uniform clectric field. Two different configurations

of electrodes placement in the channel walls are simulated; the one-sided

configuration and the dielectrophorectic cage, or “DEP Cage”, configuration.

In the one-sided configuration, two equally-spaced electrodes are embedded

onto one side wall parallel to yz-coordinate plane of the channel, see Figure 2.1.

The clectrodes are placed such that the wall’s conterline is equidistant from that of

the electrodes. In order to generate non-uniform electric within the channel, the

clectrodes are made shorter than the side wall, so that they do not cover the side

wall completely when thev are embedded. Also the electrodes are placed such that

they do not affect the fluid boundary conditions. To maintain uniform electric field

in the y-direction, the width of electrodes in the y-direction is made to the domain

width.

For the diclectrophorectic cage configuration, the cage is formed by

embedding four electrodes in the four side walls parallel to the yz and xy-

coordinate plancs of the rectangular channel, as shown in Figure 2.4. The
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electrodes are placed at the center of the side walls and their width is one-and-a-
half the length of the sides.

The fluid density p, = 1.0 g/cm?, and the particles are assumed to be
neutrally buoyant. The viscosity of the fluid is n = 0.01 g/cm.s. Both particles and
fluid are assumed to be non-conducting. The normalized dielectric constant of
particles is varied and that of the fluid is assumed to be unity. The voltage applied
to the electrodes is 1000 V. All dimensional lengths reported in this chapter are
expressed in mm and the time is reported in seconds. The initial fluid and particle
velocities are set to zero. The no-slip boundary condition is imposed on the domain
side walls.

The domain dimensions are L, L/2 and L along the x-, y- and z- axis,
respectively, as shown in Figure 2.1. All lengths are nondimensionalized using L.
Also, note, there are two characteristics length scales in this problem: the particle
radius and the distance between the particles. The latter in general is related to
the concentration of the particles in the device, which is not important since for
most cases considered in this thesis there are only 2 particles in the domain. The
particles shown in following figures are for visualization and are larger than the

circles shown.
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2.5 Results and Discussion

2.5.1 Domain with the Electrodes Mounted on a Side Wall

The magnitude of electric field E in the xz-plane at the domain mid plane is shown
in Figure 2.1. The electric field distribution is for the case when there are no
particles in the domain. From the figure, the electric field distribution inside the
channel is non-uniform. As explained earlier, in a non-uniform electric field, the
particles are subjected to two main electrostatic forces; the particle-particle
interaction and the dielectrophoretic force. Thus, their transient motions depend
on the magnitudes and directions of E and E.VE. directions of E and E - VE, and
also on the particles positions relative to the electric field direction. The
dimensionless parameters for the case presented are: Re= 6.52x10, Pg= 7.47x10",
and P, = 1.17x10%

In Figure 2.1(a), it can be noticed that the electric field magnitude decreases
farther away from the electrodes’ wall. Figure 2.1(b) shows that the lines of
gradient of the electric field magnitudes point toward the electrodes, in the
direction normal to the isovalues of E.VE. Therefore, due to the proportionality
relationship between the dielectrophoretic force and gradient of electric field, if a
particle is placed in this domain and its dielectric constant is smaller than that of

the liquid, it will experience a dielectrophoretic force directed away from electrodes;
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which is in the direction opposite to the lines of gradient of the electric field
magnitude. If the dielectric constant of the particle is greater than that of the
liquid, it will experience a dielectrophoretic force toward the wall of the electrodes,
as indicated by the arrows in Figure 2.1(b). Note: particle’s dielectric constant has
been normalized with respect to the ambient liquid. Thus, a particle is taken to be

positively polarized if &, > 1 and negatively polarized if &, < 1.
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Figure 2.1 Electric field distribution. (a) Isovalues of log|E| at y = 0.25, i.e., the
domain mid plane. The electric field does not vary with y. The magnitude is
maximal near the electrode edges and decreases with increasing distance. (b)
Magnitude and direction of VE? to which the dielectrophoretic force is
proportional. Arrows indicate the direction of positive DEP force (for negative
DEP, the direction is the opposite).

2.5.2 Motion of Two Particles
The transient motion of the two particles within the non-uniform electric field is

analyzed to better understand the degree of influence each of the two electrostatic
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forces. The initial positions of the two particles are (0.2, 0.25, 0.88) and (0.5, 0.25,
0.88), and their diameter is 0.2. Figure 2.2 shows the transient motion of the two
particles. The locations of the particles at sclected time-steps are color-coded to
track the movement of each particle using RYGB, with red signifying the starting
position and blue signifving the resting position. In the simulation, the two
particles move toward each other due to particle-particle interaction, and at the
same time, cach particle moves toward the clectrode due to diclectrophoretic force.
Bascd on the trajectory of cach particle, the first particle, i.c. the one on the left,
reaches the electrode wall much faster, as clearly shown by the yellow circles. A
reasonable explanation to this is that, even initially, the left particle is acted upon
by a greater dielectrophoretic force, due to its proximity to the electrode. As shown
in Figure 2.1, the gradient of the electrics field is significantly higher near the
electrodes than anywhere else in the domain. Thus, as the distance between the
two particles and the clectrode decreases, the diclectrophoretic force dominates the
particle-particle interaction force. This causes the left particle to be collected at the
electrode much faster. However, although the second particle started-out slowly
due to small dielectrophoretic force acting on it, it picks up speed at it approaches

the electrode, due to the presence of the first particle that has already heen
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collected and the significant dielectrophoretic force it now experiences near the

electrode.

i i i i ns

Figure 2.2 The front view of the two particles for &,= 1.2. The initial positions

of the two particles are (0.2, 0.25, 0.88) and (0.5, 0.25, 0.88). The initial positions
are shown in red, while the final positions are shown by black circles.

2.5.3 Convergence Study
To show that the numerical results obtained using the MST method converge when
the time-step size is reduced or the mesh resolution is refined, a convergence study
is performed on both the mesh resolution and the time-step size.

For the mesh refinement, simulations were performed on two mesh sizes;
one with 139425 nodes and the other with 269001 nodes. The times-step size used

for these different simulations is 1.0 x 10* s.
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For the time-step, simulations were performed for two different valnes of
time-step size; which are 0.5 x 10* and 2x10* . The nunber of veloeity nodes for

the two time-step sizes is 139425,

05~ —— nodes = 139,425, dt = 1.0E-4
i ———— nodes = 269,001, dt = 1.0E-4
i nodes = 139,425, dt = 0.5E-4
I “ ——— nodes = 139,425, dt = 2.0E-4

045 -

04+

035 \

0.2
Time (s)

Figure 2.3 The x-coordinate of the transient motion of the first particle as a
[unction ol time taken for the case ol the two dilferent mesh resolutions and the

two titme-stop sives.

Figurce 2.3 shows a plot of the x-coordinate of the transicnt motion of the
[irsi. particle as a [unction of time taken lor the case of the two dillerent mesh
resolutions and the two time-step sizes. The initial positions of the two particles
arc (0.2, 0.253, 0.88) and (0.5, 0.25, 0.88). From the figure, the trajectories of the
particle remain virtually unchanged when the time step is reduced. Also, the

change is ingignificant when the mesh is refined. The slight change in trajectory for
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the refined mesh can be attributed to the mesh’s ability to resolve the electric field
distribution better than the coarse mesh; which is mostly the case for DNS study.
However, the difference in the trajectories of the two mesh resolutions is virtually
ingignificant, as seen in Figure 2.3. Thus, it can be concluded that the results are

independent of further mesh refinement and time-step reduction.

2.5.4 Motion in a Dielectrophoretic Cage

This dielectrophoretic cage configuration is of practical interest because it provides
a way to trap one or more particles at the center of the channel in a contactless
fashion. The magnitude of the electric field E in the xz plane at domain mid plane
as shown in Figure 2.4. It can be observed that the local minimum of the electric
field magnitude is at the center of the domain, and the field magnitude increases
with increasing distance from the center. The Figure 2.4 also shows that the
clectric ficld inside the cage is non-uniform., and its gradient ncar the domain
center is non-zero, except at the center itsclf where it is zero. Figure 2.4(b) shows
that the gradient of the electric field magnitude peoints radially outward from the
center and towards the edges of the electrodes. Therefore, if a particle is placed in
this domain and its dielectric constant is smaller than that of the liquid, it will
cxpericnce an clectric force towards the center of the domain, ic., in the direction

opposite to the lines of the gradient of the clectric ficld magnitude. If the diclectric
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constant of the particle is greater than that of the liquid, the direction of the
electric force is away from the center.

For the dielectrophoretic cage configuration, the motion of the two particles
under the influence of positive and negative dielectrophoresis is examined. The
dielectric constant €, of the particles is varied such that for g, >e.=1,the
particles collect in the region where the magnitude of the electric field is locally
maximal, which is generally on the electrode edges, and fore, <&, =1, the

particles collect at the region where the electric field magnitude is locally minimal.
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Figure 2.4 Electric field distribution. (a) Isovalues of log|E| at y = 0.25, i.e., the
domain mid plane. Electric field does not vary with y. The magnitude is maximal
near the electrode edges and decreases with increasing distance. The minimum is at
the center. (b) Magnitude and direction of VE? to which the dielectrophoretic force
is proportional. Arrows indicate the direction of positive DEP force (for negative
DEP, the direction is the opposite.
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2.5.5 Positive Dielectrophoresis ¢, = 1.2

First, the case where the dielectric constant of the particles is greater than that of
the suspending fluid has been studied. Figure 2.5 shows transient motions of the
two particles under positive dielectrophoresis for four different initial positions. The
locations of the particles at selected time-steps are color-coded using RYGB to
track the movement of each particle, with red signifying the starting position and
blue signifying the resting position. The locations of the particles at selected time-
steps are color-coded using RYGB colors to track the movement of each particle,
with red signifying the starting position and blue signifying the resting position. In
Figure 2.5, the two particles are all collected at the nearby electrode for all four
test cases. In the setup, the dimensionless parameters are: Re= 6.52x10", Pr=

7.47x10', and Py = 1.17x10%.
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X x

(c) (d)

Figure 2.5 Transicnt motions of the two particles under the influence of positive
diclectrophoresis. 'Uhe initial positions of the fwo particles are (a) (0.2, 0.25, 0.65)
and {0.8. 0.25, 0.63), (b) {0.25, 0.25, 0.2) and (0.5, 0.25, 0.63), {c) (0.25, 0.25, 0.50}
and {05, 0.25, 0.30, (d) (0.50, 0.25, 0.50) and (0.75, 0.25, 0.50}.

Notice that a particle can be collected at a different electrode edge other

than the nearby clectrode edge. due to the influence of clectrostaric particle-
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particle interaction force; which, for most of the time, is responsible in determining
the final position of a particle between two nearby electrodes edges. For instance,
in Figure 2.5(c) and Figure 2.5(d), the final position of the particle, with initial
positions at the center of the plane, is dictated by the initial position of the second
particle. From Figure 2.5, the particle at the center of the plane is trapped since
the gradient of electric field is zero at the location; which means that the
dielectrophoretic force on the particle is zero. Thus, the electrostatic particle-
particle force pulls the trapped particle in the direction of the second particle, after

which dielectrophoretic force starts to act on the freed particle.

2.5.6 Negative Dielectrophoresis €, = 0.2

This section describes the case where &, = 0.2. All other parameters, including the
domain size and the initial particles positions for the four test cases shown in
Figure 2.6, are the same as for the case of the positive dielectrophoresis described

in Section 2.5.6. For this case, dimensionless parameters are: Re= 5.62x10?, Pgp=

1.67x10°% and P, = 6.82x10.
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Figurce 2.6 Transient motions of the two particles under the influence of negative
diclectrophoresis. The initial positions of the two particles are (a) (0.2, 0.25, 0.63)
and (0.8, 0.25, 0.65), (b) (0.25, 0.25, 0.2) and (0.5, 0.25, 0.65), (¢) (0.25, 0.25, 0.50)
and (0.3, 0.25, 0.50, (d} (0.50, 0.25, 0.50) and (0.75, 0.25, 0.50}).

Ag expected, the motion of the particles in this cage, even al early limes, i

quite different from the case where &, is positive. ‘The particles move toward the

33



center where the electric field magnitude is locally minimal. From Figure 2.6, it
can be observed that for cach test case, the particles move toward the center of the
domain in the direction opposite to their nearest line of gradient of the clectric field
magnitude. Even after being collected at the center of the domain, the particles are
still oriented in the direction of particular lines of gradient; which is reasonable
since the dielectrophoretic force acts along lines of gradient. Thus, this explains the
reasons why the particles are oriented differently at the center for the four test

Cases.

2.5.7 Motion of Single Particle: PD and MST Comparison

The PD and MST results are compared for the motion of a single particle in the
cage. The plots in Figure 2.8 compare quite nicely to the position plots. The offset
in the velocity plots can be attributed to the point-dipole method approximations;
which are contrary to the observation in Figure 2.7(b), whereby the presence of a

particle modifies the electric field.
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(a) (b)
Figure 2.7 Isovalues of log|E| at y = 0.25, ie., the domain mid plane: (a)

Without a particle and (b) With a particle. The dimensionless parameters are:
Re= 1.13x10!, Pg= 3.08x10°% and P, = 6.68x10".
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(a) (b)
Figure 2.8 The z-component of particle position computed using the PD and
MST methods for a = 0.05 and &,=1.5. The initial particle position is (0.35, 0.25,

and 0.40), and (a) Position and (b) Velocity.
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2.6 Summary
A numerical scheme based on the distributed Lagrange multiplier method is used
to study the dynamical behavior of particles in a dielectrophoretic cage. The
Maxwell stress tensor method is used for computing the clectric forces on the
particles. We find that the error in the point-dipole method increases as the
distance between the particles decreases. Also, the error is relatively large when the

[13

particle radiug is comparable to the “cage” size, which determines the length scale
over which the electric field varies. The error also increases as the difference
between the dielectric constants of the particles and the fluid increases. The final

steady positions of the particles, including the orientations of the line joining their

centers, for the MST method are different from those for the point-dipole method.
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CHAPTER 3

ELECTROHYDRODYNAMIC MANIPULATION OF PARTICLES
ADSORBED ON THE SURFACE OF A DROP

3.1 Introduction
Considerable attention has been given in recent years to understand the behavior
of particles trapped at fluid fluid interfaces because of the importance in a wide
range of applications, e.g., the self-assembly of particles resulting in novel nano
structured materials, micro/nano manufacturing, formation of Janus particles, the
stabilization of emulsions, cte.[30-36].

The use of particle stabilized emulsions has increased in the food, biomedical
and materials industries since they offer many advantages over those stabilized
using surfactants [37-38]. For example, colloidal particles at the interface can be
manipulated using external magnetic or electric fields [39,81-90.113], as done in this
dissertation, or by changing the temperature or the pH. The latter has heen
exploited to control particle stabilized capsules for controlled and targeted release
of drugs. pH responsive particles can stabilize or destabilize emulsions depending
on the pH wvalue. Also, in biomass refining reactions, particles at the liquid
interfaces can serve the dual purpose of stabilizing emulsions and acting as a

catalyst [40]. Future progress in this area will critically depend upon our ability to
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understand and accurately control the particle arrangement for a broad range of
particles of various types, sizes and shapes [41,42].

It is known that a drop placed in a uniform electric field, under perfect
dielectric conditions, deforms into an axisymmetric ellipsoid (prolate shape), with
the major axis aligned along the direction of the field [43,44,116]. The degree of
deformation depends on the electric Weber number, which compares the stress due
to electric field to interfacial tension between the two fluids. It was shown by Allen
and Mason [43] and by Taylor [44] that there is a critical Weber number at which
drops break apart or tip-stream:.

However, under a leaky dielectric condition, where either or both fluids are
weakly conducting, a drop can deform to a prolate or to an oblate shape.
Deformation of a drop to an oblate shape has been noted to be due to a small but
finite electrical conductivity of the fluids [43-47,90-110]. Due to this conductivity,
charge migration to the drop’s surface creates a transverse electric stress

imbalance, which generates an electrohydrodynamic (EHD) flow inside and outside

Ky

of drop. The direction of the EHD flow depends on the ratios R =, and q= o

o | o

where R; and Rg are respectively the drop and ambient liquids resistivities, while
kg and kg are dielectric constants of the drop and ambient liquids, respectively.

When the EHD flow is from equator-to-pole the drop deforms to a prolate shape
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and when the EHD flow is from pole-to-equator deforms to an oblate shape. The
former is the case when R.q > 1 and the latter is the case whenR,.q < 1. The
drop does not deform for R.q = 1, since there is no induced flow in this casce. This
flow has been exploited in several recent studies to manipulate the distribution of
adsorbed particles [25-26.48-49.110-114]. Particles collect at the poles when the
EHD flow is from equator-to-pole and at the equator when the EHD flow is from
pole-to-cquator. The poles are defined as the two points on the drop which arce
nearcst to the clectrodes, and the equator is the curve at cquidistance from the
poles.

It has been shown that particles distributed on the surface of a perfectly
dielectric drop immersed in a perfectly dielectric liquid can be concentrated at its
poles or the equator by subjecting it to a uniform electric field, [2,50-52], and that
this method can be used to separate on the surface of a drop those particles
experiencing  positive  diclectrophoresis  from  those  experiencing negative
diclectrophoresis. The approach works also when the liquids are weakly conducting,
provided an ac electric field of sufficiently large frequency is used. In this
dissertation, the frequency of an electric field is shown to be an important

parameter which can be used to adjust the intensities of the DEP and EHD flow
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induced forces on surface-absorbed particles, and thus control their distribution on

the surface.

The key idea behind this study is that, under leaky diclectric conditions,

surface-adsorbed particles can be effectively controlled by varying the frequency:

by being able to move them to the poles or equator by applying electric fields with

different frequency regimes. The EHD flow decays with increasing frequency and so

the EHD flow induced drag force decreases with increasing frequency. The DED

force acting on particles depends on the real part of the Clasius-Mossati factor

which varies relatively slowly with frequency. Therefore, there exists a critical

frequency above which the DEP force dominates. A possible application is that

when the two forces are directed in the opposite directions the approach can be

used to move particles to poles or equator by tuning to the right frequency regime.

The approach is superior to traditional dielectrophoresis since the critical frequency

is a function of particle and fluids propertics and the frequency can be varied casily

which makes the approach casicr to implement.

The discussion is organized as follows: first, the various forces that act on an

adsorbed particle are deseribed, which is followed by a description of the

experimental procedure, and then there will be a presentation of results.
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3.2 Drop in AC Electric Fields
Torza et al. used the leaky dielectric model to calculate the axisymmetric flow
induced outside and inside of a drop in an ac electric field [47]. The focus of this
work is on the tangential component of the flow on the surface of the drop which
can cause particles adsorbed on the surface to move towards the poles or the
equator. The tangential velocity contains a steady component and a periodic
component. The frequency of the latter is twice the frequency of the applied ac
electric field. The periodic component causes particles to oscillate back and forth
and so does not cause a net displacement. The steady component of the velocity on
the surface of the drop which causes particles to collect at the poles or the equator

(in spherical coordinates) is given by [47]

18¢,k, ESDR, (R.q-1)

_ (3.1)
*20u, (1+2)(2R, +1)° +a%0? (q+2)

5sin@cosd

and the periodic component is given by

JR? +a’w? (3.2)

U, =U, R—cos(Za)t +a)

r

where & is the permittivity of free space, E, is the amplitude of the ac electric
field, b is the drop’s radius, us is the ambient liquid viscosity, A is the drop to

ambient liquid viscosity ratio, w is the angular frequency of the field, a = gyRzkq,
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and 6 is the azimuthal angle. The value and sign of a is defined by these

expressions:
Gy - 80 (2R,+1)(1—2qR2,—2Rr)—a2a)22(q+2)2 (3.3)
JR? +ate? (2R +1)" +2°0° (q+2)
2R, +1)° R, —a20?(q+2)(R.q-2R, -2 ,
1 (2R+1R -2%0*(q+2)(RA-2R -2) (3.4)

\/m (2R, +1)* +a’e*(q +2)°

Notice that the sum of the steady and unsteady components changes direction
during each period as the amplitude of the unsteady component is larger than that
of the steady component. However, when aw is much smaller than R, the
amplitude of the periodic component is approximately equal to the steady
component, and so when the steady and unsteady components are in the same
direction the net flow becomes about twice as large as the steady component and
about zero when they are in the opposite directions. On the other hand, when aw
is comparable or larger than R, the amplitude of the periodic component can be
much larger than the steady component, and so the velocity changes direction
during each period. Thus, in the former case, the EHD flow causes particles
adsorbed on the surface to move approximately steadily towards the poles or
equator. In the latter case, they reverse direction for a part of the period, but the

net motion during each period is towards the poles or equator depending on the
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direction of the steady component. The interfacial force keeps adsorbed particles on
the surface as they move along the surface because of the flow.

The flow causes a particle adsorbed on the surface to experience a drag force
in the direction tangential to the interface. This electrohydrodynamic (EHD) flow
induced drag can be computed using Stokes’ law, since the velocity magnitude is

relatively small, and it is given by
Fop = 3n(ug + us)R(Us — Uy). (3.5)

Notice that the EHD drag is computed in terms of the steady component U of the
EHD velocity since it alone causes a net displacement of the particle. The fluid
viscosity is taken to be the average viscosity of the ambient liquid and the drop
liquid, R is the particle radius, and U, is the particle velocity. Assuming that the

particle velocity is zero, using Equation (3.1) and (3.5) gives

_ 277k.g,E{bRR, (R.q—1)
10(2R, +1)" +a’w?(q +2)

eh >Sin@coso.

Notice that the force decreases with increasing electric field frequency and increases
with increasing drop radius and increasing electric field strength. For the cases
considered in this chapter, it was the dominant force at small frequencies.

Therefore, at small frequencies, the final location of particles adsorbed on the
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surface of a drop was determined by the direction of the EHD force. The strength
of EHD flow diminishes with increasing frequency since it takes a finite amount of

time for charges to migrate to the surface. Equation (2.6) also implies that the

EHD force is zero both at the poles (€ =0,7) and at the equator (9:%), and

. V4
maximum at §==—.
4

3.2.1 Dielectrophoretic Force on Adsorbed Particles

A particle adsorbed on the surface is also subjected to a DEP force and to a
buoyant weight. The DEP force becomes dominant when the frequency is increased
above a critical value and the electric field strength is sufficiently large such that it
is larger than the buoyant weight. The point-dipole (PD) approximation can be
used to obtain an expression for the dielectrophoretic (DEP) force that acts on a
particle of radius R trapped on the surface of a spherical drop of radius b [50]. The
tangential component of the DEP force (in spherical coordinates) is given by the

following expression:

Fogp y =—127R° %%ks E; B' B(2+ ) cos sind
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Here, ﬂ(a)):Re[%j is the drop’s Clausius-Mossotti factor, and

g4+ 28

B(o) = Re[‘gp_gs*J is the particle’s Clausius-Mossotti factor with respect to the

*

£, +2¢,

outer fluid. 5;, g, and ¢, are the frequency dependent complex permittivities of the

particle, the drop and ambient fluids, respectively. The complex permittivity
& =¢—jolw, where ¢ is the permittivity, o is the conductivity and j=~-1.
The above expression is also valid for a dc electric field in which case E, denotes

the electric field intensity. Notice that the magnitude of force on a particle of given
radius increases with decreasing drop size. Particles trapped on the interface also
interact with each other via the dipole-dipole (D-D) forces [2,54-57], which are not
included in Equation (3.7). The PD model accurately predicts the DEP and D-D
forces for small particles at small concentrations, but for larger particles, numerical
computations based on the Maxwell stress tensor needs to be conducted to obtain
accurate estimate of the force [58].

Equation (3.7) implies that the DEP force is zero both at the poles

@ =0,7) and at the equator o=~ , and maximum at @=-=. Furthermore, it
2

r
4

implies that if pBp'> 0, particles aggregate at the poles because they are in a
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state of stable equilibrium at the poles, and if BfB'< O they aggregate at the

equator where their equilibrium is stable as shown in Figure 3.1(b).

3.2.2 Total Force on Adsorbed Particles
The total tangential force acting on a particle can be obtained by adding the force
contributions given by Equations (3.6)-(3.7), and the buoyant weight of the

particle

277R. (R9-1) (3.8)

F= 2 2 2 2
10(2R, +1)" +a’*w’(q+2)

t

(%j —(%)127;3’,8(2 + ﬁ)} R%g,k,EZsindcosd

+%7zR3(pp —py)f,sin@

where f, is the buoyancy coefficient which accounts for the fact that the particle is
partially immersed in both ambient and drop liquids. In the absence of a strong
electric field, the buoyant weight of the particle determines its position on the
drop’s surface. Notice that the three contributions may not be in same direction
and that the total tangential force can be towards or away from the poles. We
considered particles both denser than the ambient liquid and less dense than the
ambient liquid. In the former cases, particles sedimented to the bottom surface of

the drops, and in the latter cases, particles rose to the top surface of the drops. In
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a strong electric field such that the buoyant force was relatively small compared to
the electric force terms, the latter determined the location where particles collected.

From Equation (3.8), we note that the EHD contribution decreases with

decreasing %, but the DEP contribution increases with decreasing % The EHD

contribution also decreases with increasing frequency as é, whereas the DEP

contribution varies only because B and B’ vary with w. For the cases considered in

this chapter, B and B’ varied slowly with w, but their variations were negligible.

—
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(@) (R.q<1) (b) (BE' < 0)

Figure 3.1 Streamlines of EHD flow in a leaky dielectric fluid which determine
the direction of EHD force and isovalues of electric field intensity which determine
the direction of DEP force: (a) streamlines of EHD flow for R.q < 1, (b) isovalues
of the electric field intensity around a drop subjected to a uniform electric field
generated by the electrodes placed at the top and bottom of the domain for
BB' <1 (see ref. [16] for details). Notice that the EHD and DEP forces are not in

the same direction.
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Therefore, there is a critical frequency (w.) such that below it the EHD force
dominate and above it the DEP force dominate. The equilibrium location of a
particle depended on the direction of the dominant force. At small frequencies, the
first term in the square brackets of Equation (3.8) was larger, and so, it determined
where the particles adsorbed on the surface of a drop would collect. Above the
critical frequency, the second term became the dominant term, and so it

determined where the particles collected. The critical frequency is given by

2 (3.9)

o gy A (2 e,y ]

© o \a¥(q+2) 486’ (2+B)[\R) 9R (Rq-10)

This dependence on the frequency of ac electric field can be exploited to
manipulate particles on the surface of drop. Notice that the critical frequency for a
given drop and ambient fluid combination is not fixed, as it also depends on the
ratio %‘

The drop and ambient liquids properties determine the direction of
circulating flow. For R,.q < 1, the direction of the EHD flow is from equator to
pole, and for R,.q > 1, it is from pole to equator. The DEP force moves particles to

either pole or equator depending on the sign of the factor BB’, see Figure 3.1, and

it is the dominant force at frequencies above the critical value. If the DEP and
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EHD forces are in the same direction, the net force acting on particles does not

change direction when the frequency is increased above the critical frequency. But,

when the DEP and EHD forces are not in the same direction, the direction of the

net force changes and this can be used to move particles as well as separate

particles for which the critical frequencies are different.
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Figure 3.2 The critical frequency at which the EHD and DEP forces are equal as

a function of % for cases A-E described in Table 3.3.

The properties of the liquids and particles considered in our experiments are

described in Tables 3.1-3.3. We considered five liquid-particle combinations which
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are denoted as cases A-E. The properties for cases A, C and D were such that the
EHD and DEP forces were in the opposite directions, and for cases B and E those
two forces were in the same direction. The dependence on the critical frequency,

w,, for these cases is shown in Figure 3.2. The parameter % was varied between 5
and 10*. The Figure shows that the critical frequency increases with increasing %.
The EHD force varies directly with % whereas the DEP force varies inversely with

%. Therefore, if the particle radius is kept constant and the drop radius is

decreased, the DEP force increases while the EHD force decreases. For the DEP

force to dominate the EHD force at a fixed %, the EHD force can be reduced by

increasing the frequency. Thus, the frequency of the electric field is a convenient
control parameter. Furthermore, larger particles have a lower w, than smaller
particles, and thus they can be separated by varying the frequency even when they

are of the same type.

3.3 Experimental Setup
Experiments were conducted in a rectangular prism-shaped device shown in Figure
3.3. The voltage was applied using transparent electrodes placed on the top and
bottom surfaces so that the motion of particles could be monitored using a

microscope camera. The electric field inside the device was uniform and in the
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vertical direction. The distance between the electrodes was 5.5 mm, which was the
same as the depth of the ambient liquid. An insert which matched the diclectric
propertics of the ambient fluid was placed at the bottom of the device to help
maintain uniform electric field. A variable frequency ac signal generator (BK
Precision Model 4010A) was used along with a high voltage amplifier {Trek Model
5/80) to apply voltage to the electrodes. The motion/deformation was recorded
using a digital color camera connccted to a Nikon Metallurgical MECG00
microscope.

The drop and ambient liquids were chosen so that the drop density was
slightly larger, which ensured that the drop did not float or move freely. The
properties of the liquids are shown in Table 3.1 (as provided by the supplier}. A
drop with particles distributed on its surface was formed using the following
procedure. The first step was to form a dilute suspension by mixing particles in the
liquid that was to bc used to form the drop. Concentration of particles in the
suspension was kept small to ensure that the concentration of particles on the
surface of the formed drop was small. Drops of various sizes were formed at a small
distance from the bottom surface by injecting a given amount of the drop liquid
into the ambient liquid with a micropipette. Since the drop liquid was denser than

the ambient liquid, the drop, along with particles inside the drop, scdimented to
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the bottom surface. The bottom surface and the drop were in contact along an

approximately circular contact line as scen through the wmicroscope. We then

wailed several minutes until all particles suspended inside the drop reached either

the bottom or the top surlace ol Lthe drop, depending on the density ol the particles

comparced to that of the drop. Once a particle was confined at the two-fluid

interface, it remained confined at the interface due to the interfacial tension, cven

when the clectric ficld was switched on. The position of a particle within the

interlace was delermined by the three-phase contact angle on ils surlace and iis

buovant weight.

Computer
Microscope Camera High voltage
Q power supply
- +
1
Electrode —

Drop
containing
particles

Electrode

Figure 3.3 A schematic of Lhe setup used in our experiments. The electrodes were
mounted on the top and bottom of the device. The resulling eleciric lield was in

the vertical direction.
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Table 3.1 Liquid Properties

Liquid Density Viscosit Dielectric Conductivit Supplier

p , y U constant yo (Sm™1)
(kgm™) (Pas) kyp
Castor 961 1 4.7 32 X107 Sigma-Aldrich,
oil (83912)
Silicone-I 1270 0.30 6.85 56 x 107" Dow Corning,
oil (FS 1265)
Silicone- 960 0.05 2.75 3.6 X 10_12 United
IT oil Chemical

Technology
(UCT), (PS040)

Table 3.2 Properties of the particles used in experiments.

Type Density p, Diameter 2r Dielectric Supplier
(kg m~3) (um) constant k,
Soda lime 2500 1-3 6.9 MO-SCI,
glass
(GL-0191)
Hollow 600 6 —32 1.2 Potters Industries,
glass (60P18)
Polystyrene 1000 4 2.0 Invitrogen,
(580/605)

*Particles were approximately spherical in shape
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Table 3.3 Properties for the cases considered in our experiments

Case A Case B Case C Case D Case E
Ambient castor oil castor oil castor oil castor oil castor oil
liquid
Drop silicone oil-I  silicone oil-I  silicone oil-I  silicone oil-II  silicone
liquid oil-1I
Particle  Hollow glass Soda lime Polystyrene  Hollow glass Soda lime

glass glass

Rrq 0.832 0.832 0.832 5.20 5.20
B 0.132 0.132 0.132 -0.160 -0.160
B’ -0.330 0.135 0.237 -0.330 0.135
Bp’ -0.044 0.018 -0.031 0.053 -0.022
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3.4 Results

As discussed on Section 3.2, an EHD flow arises on the surface of a drop suspended

in an ambient fluid when it is subjected to a uniform ac electric field. The flow is

driven by an clectric stress imbalance on the surface that arises because of the

accumulation of electric charge on the surface. The particle laden drops in our

experiments were denser than the ambient liquids and so they along with the

suspended particles settled to the hottom of the device and formed a contact line

with the bottom surface. Thus, the EHD flow near the bottom surface was weaker

and particles could not migrate to the bottom pole since the velocity on the drop’s

surface surrounded by the contact line, which was in contact with the bottom

surface, was zero. Although the presence of a solid boundary altered the EHD flow

around the drop, there was a poles-to-equator or equator-topoles EHD flow

depending on the properties of the drop and ambient liquid similar to that for a

freely suspended drop.

Our aim is to study how this flow and the DEDP force influence the

distribution of particles adsorbed on the surface of the drop. As the drops in our

experiments were stationary on the bottom surface, we were able to observe the

migration of particles adsorbed on their surfaces under the action of an applied

electric field over longer periods of time compared to that for the case of
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approximately matched density where the drop slowly sediments in the ambient
liquid. The motion of an adsorbed particle consisted of steady and time periodic
components as the EHD flow and the clectric ficld intensity were time periodic.
Furthermore, the particles adsorbed on the surface also moved because the drop
shape pulsated with time. The size of the drop, the properties of the liquids, and
the electric field intensity determined the strengths of the periodic and steady flow
components. The EHD flow and the pulsations of the drop shape diminished as the

frequency of clectric field was increased.

3.4.1 Drops Containing a Single Type of Particles
We first describe the results for the cases in which only one type of particle was
present. We considered the five different combinations of liquids and particles
described in Table 3.3. These cases were sclected to understand the dependence of
the distribution of adsorbed particles on the frequency of clectric ficld. The EHD
flow for cases A, B, and C was towards the poles. The DEP force for case B was
also towards the poles, but for cases A and C, it was towards the equator. For
cases D and E, the EHD flow was towards the equator. For case D, the DEP force
was towards the poles and for case E it was towards the equator.

The critical frequency for the cases considered in our experiments was O(10-

100}, and so the frequency was varied between 0.01 to 1000 Hz. The periodic
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component of flow varied with a frequency that was twice the frequency of the
applied electric field. Since the critical frequency (w.) depends on the particle size,
when particles were not monodispersed there was a range of w.; for smaller
particles, w, was larger and for larger particles w, was smaller. Similarly, non-
spherical particles moved to the equator or the poles depending on the direction of

the net force which depended on their size.

3.4.1.1 Silicone Oil-I Drop in Castor Oil. We first discuss cases A, B
and C which have silicone oil-I as the drop liquid and castor oil as the ambient
liquid. For this liquid combination, the EHD flow was towards the poles. This is in
agreement with Equation (3.1) since for this case R,q <1. Thus, at small
frequencies particles migrated to the poles because the drag due to the EHD flow
was the dominant force. The critical frequencies for the three types of particles

depended on the properties of the liquids and particles, and %. Above the critical

frequency, the motion of particles was dominated by the DEP force.

In case A, the silicone oil-I drop contained hollow glass particles which were
less dense than the drop and ambient liquids. Thus, initially, before the field was
applied, particles rose to the top of the drop. The diameter of the silicone oil drop
in Figure 3.4 was approximately 436 pum. Taking a mean particle size of 18 pum, our

theoretical analysis predicted w, = 2.12 Hz. After a voltage was applied at a
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frequency less than about 2 Hz, the EHD drag dominated the DEP force for all
particle sizes. Below this critical frequency, particles were drawn towards the pole
since the direction of flow circulation was equator-to-pole, as shown in Figure 4(b).
The frequency in Figure 4(b) was 0.4 Hz. The particle velocity contained a steady
component and a periodic component.

The strength of the EHD flow diminished with increasing frequency. When
the frequency was larger than about 2 Hz, the DEP force started to dominate the
EHD flow induced drag for the larger sized hollow glass particles causing them to
move towards the equator. Since BB' was negative, this implied that the DEP force
was greater than the EHD flow induced drag. However, only when the frequency
was increased to about 5 Hz smaller particles moved to the equator. This can be
seen in Figure 3.4(e) where the dimensionless radius of the region around the pole
within which particles were confined is plotted as a function of the frequency.
Notice that the radius increases with increasing frequency as particles progressively
move towards the equator. This is a consequence of the fact that when the DEP
and EHD forces exactly balance each other the buoyant weight of particles cannot
be neglected. The tangential component of the buoyant weight which is zero at the
poles increases as a particle moves towards the equator, and therefore the DEP

force must overcome this increase in the buoyant weight. The DEP and EHD
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forces also vary with the angular position but they have a different functional

dependence (see Equation (3.8)).
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Figure 3.4 Distribution of hollow glass particles on silicone oil-I drop in castor oil.
The mean particle diameter was 18 pm and the drop diameter was 436 pm. The
voltages and frequencies were (a) 0 V; (b) 2000 V at 0.4 Hz; (c¢) 3000 V at 3 Hz;
(d) 3000 V at 20 Hz; (e) the radius of the region around the equator within which
particles were confined (Rc) nondimensionalized with the drop radius is shown as a

function of the frequency.

In case B, the silicone oil drop contained spherical soda lime glass particles

which were denser than the drop and ambient liquids. Thus, particles sedimented
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to the bottom of the drop, as shown in Figure 3.5. The diameter of the drop was
approximately 400 pm. After a voltage was applied, as shown in Figure 3.5,
particles collected at the poles at both low and high frequencies. This was because
the EHD flow was from equator to pole, and so it dragged particles to the poles. In
addition, since BB' > 0, the DEP force also moved particles to the poles. Therefore,
at higher frequencies, particles continued to collect at the poles as the two forces
were directed toward the poles. An increase in the frequency above the critical
value did not change the distribution since the direction of the net force on the
particles did not change. Using a mean particle diameter of 2 um, our analysis
predicted that the critical frequency at which the DEP force became the dominant
force was around 33.0 Hz, but this could not be measured experimentally as the
EHD flow and the DEP force were in the same direction. However, unlike in the
EHD flow dominated regime, the DEP force moved particles to poles in a steady

manner, without a significant periodic component.
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Figure 3.5 Distribution of soda lime glass particles on silicone oil-I drop in castor
oil. The mean particle diameter was about 2 pm and the drop diameter was 400
um. Particles appear as small dots in the photographs due to their small size.
Particles collected at the poles as both the DEP and EHD forces are towards the
poles. The voltages and frequencies are (a) 0 V; (b) 2 kV at 0.4 Hz; and (¢) 3 kV
at 60 Hz. In (b) and (c), particles collected at the poles.

Next, we describe case C for which the silicone oil drop contained polystyrene
particles which were denser than silicone oil-I and so they sedimented to the
bottom of the drop. The diameter of the silicone oil drop in Figure 3.6 was
approximately 400 pm. After a voltage was applied at small frequencies, the EHD
flow induced drag dominated and so particles were drawn towards the poles. The
critical frequency in this case was around 10 Hz, above which the DEP force
dominated. Since BB’ < 0, particles were moved from the pole to the equator, as

shown in Figure 3.6(b). In comparison to the experimental value, our theoretical

analysis predicted w, = 15.8 Hz.
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Figure 3.6 Distribution of polystyrene particles on silicone oil-I drop in castor oil.
The mean particle diameter was 4 um and the drop diameter was around 400 pm.
Due to their small size, particles appear as dots in the images. The voltages and
frequencies are (a) 0 V; (b) 4 kV at 4 Hz; (c) 4 kV at 40 Hz. The two photographs
show particles migrating towards the equator.

It is noteworthy that the critical frequency for case A was about 2 Hz, but
for case C, it was about 15.8 Hz. This is due to the fact that the size of hollow
glass particles was larger and the critical frequency decreases with increasing
particle size (see Figure 3.3). Also, the critical frequency depends on the value B’

for the particle which was different for hollow glass particles and polystyrene

particles.
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3.4.1.2 Silicone Oil-II Drop in Castor Oil. For cases D and E, silicone
oil-II was used as the drop liquid and castor oil as the ambient liquid. Unlike the
cases discussed in the previous subsection, for these cases R,.q > 1 since the two
silicone oils have different physical properties. Thus, the EHD flow was towards
the equator, and so at small frequencies for which the EHD flow provided the
dominant force particles migrated to the equator. Also, as before, the motion of
particles towards the equator had a steady and a periodic component. Both of

these components diminished as the frequency was increased.

In case D, a silicone oil-II drop with hollow glass particles was suspended in
castor oil. Initially, hollow glass particles rose to the top of the drop, since they
were less dense, as shown in Figure 3.7(a). The diameter of the drop was

approximately 400 pm.

Figure 3.7(b) shows a snapshot of the particles as they moved from the
poles to the equator at a frequency of 0.2 Hz. This was due to the fact that the
EHD flow in this case was from poles-to-equator. In Figure 3.7(b), particles have
moved to the equator, but are not clearly visible because of the drop’s curvature.
We observed that below ~10 Hz, the EHD flow induced drag force was the

dominant force and so all particles were dragged towards the equator.
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Figure 3.7 Distribution of hollow glass particles on silicone oil-II drop in castor
oil. The mean particle diameter was 18 pum and the drop diameter was around 400
pum. The voltages and frequencies were (a) 0 V; (b) 3 kV at 0.2 Hz; (c) 3 kV at 16
Hz; (d) 8 kV at 20 Hz.

The value of BB’ for hollow glass particles was positive and so the DEP
force was towards the poles. Thus, above 10 Hz, for which the DEP force became
the dominant force, all particles were dragged towards the poles. Figure 3.7(c)
shows that particles moved away from the equator when the frequency was
increased to 16 Hz. Our theoretical analysis predicted w. to be 7.65 Hz for a mean

particle size of 18 pm (Note that the hollow glass particles were not
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monodispersed). Figure 3.7(d) shows that particles moved to the poles when the
frequency was 20 Hz.

For case E, the silicone oil-Il drop contained soda lime glass particles.
Initially, before an electric field was applied, the particles sedimented to the
bottom surface of the drop, as shown in Figure 3.8(a). The diameter of the drop
was approximately 430 um. The EHD flow and the DEP forces in this case were in
the same direction, i.e., from pole-to-equator. Therefore, as can be seen in Figures
3.8(b) and 3.8(c), the particles moved towards the equator for both low and high
frequencies. According to our analysis the critical frequency at which the DEP
force became the dominant force was around 110 Hz, but this could not be verified

experimentally, as the two forces were in the same direction.
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Figure 3.8 Distribution of solid glass particles on silicone oil-II drop in castor oil.
The mean particle diameter was 4 um and the drop diameter was around 430 pm.
Due to their small size, particles appear as dots in the images. The voltages and

frequencies are (a) 0 kV; (b) 2 kV at 0.2 Hz; (¢) 4 kV at 1 Hz; (d) 4 kV at 120 Hz.
The photographs show that in (b) — (d) particles collected at the equator.

An increase in the frequency above the critical value did not change the
distribution since the direction of the net force on the particles did not change. In
this sense, this case was similar to the case reported in Figure 3.5, where position
of the particles did not change when the frequency was increased above the critical
value. Particles collected at the poles for both low and high frequencies. The values
of R.q and BB’ for the two cases were such that the EHD and DEP forces acted

from equator-to-pole in Figure 3.5 and from pole-to-equator in Figure 2.8.
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3.4.2 Drop Containing Two Types of Particles

We next consider cases in which two different types of particles were placed on the
surface of a drop. First, we consider the case of a silicone oil-I drop in castor oil.
The aim was to determine when the two types of particles can be separated and
concentrated in different regions on the surface of the drop by adjusting the
frequency of electric field. This is analogous to fractional distillation of a mixture
into its components parts based on their boiling points. But, in this case, particles

are separated based on their critical frequencies.

3.4.2.1 Silicone Oil-I Drop with Mixture of Spherical Hollow Glass
Particles and Polystyrene Particles in Castor Oil. A silicone oil-T drop,
with mixture of hollow glass particles and polystyrene particles, was suspended in
castor oil as shown in Figure 3.9. The diameter of the drop was approximately 410
prr. Initially, prior to the application of electric field, both hollow glass particles
and polystyrene particles rose to the drop’s top surface since they were less dense

than the drop.
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Figure 3.9 Distribution of a mixture of hollow glass and polystyrene particles on a
silicone-I oil drop immersed in castor oil. The mean diameter of glass and
polystyrene particles was 18 pm and 4 um, respectively, and the drop diameter was
410 pm. The voltages and frequencies were (a) 0 V; (b) 2.5 kV at 0.1 Hz; (c) 3 kV
at 6 Hz (d) 3 kV at 20 Hz.

After a voltage was applied at a frequency of 0.1 Hz, as shown in Figure 3.9,
particles collected at the poles. This was because the EHD flow was directed from
equator to pole, and so it dragged both types of particles to the poles. This case
was interesting because BB’ < 0 for both type of particles and so the DEP force
caused particles to move towards the equator, but the two types of particles had

different critical frequencies. From Subsection 3.4.1.1, we know that the critical
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frequency at which the DEP force became the dominant force was about 2.12 Hz
for hollow glass particles and about 15.8 Hz for polystyrene particles.

Thus, when the frequency was increased to 6 Hz the hollow glass particles
began moving to the equator, but the polystyrene particles remained at the poles.
When the frequency was increased to 20 Hz, above the critical frequency of about
15.8 Hz for polystyrene particles, the polystyrene particles also started to move
towards the equator and both types of particles collected at the equator. This
shows that the frequency of the applied electric field can be used to selectively

move particles to the different regions on the surface of a drop.

3.4.2.2 Silicone Oil-I Drop with Mixture of Spherical Hollow Glass
Particles and Soda Lime Glass Particles in Castor Oil. We next
considered the case of silicone oil-I drop with a mixture of hollow glass particles
and soda lime glass particles suspended in castor oil. The diameter of the drop was
approximately 430 pum. The aim was to separate the two types of particles from
each other by varying the frequency. This case is different from the previous case
as the DEP force on hollow glass particles was towards the equator, while the force
on solid glass particles was towards the poles.

At small frequencies, as Figure 3.10(b) shows, both particle types collected

at the poles, since the motion of particles in this regime is determined by the EHD
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flow. When the frequency was increased to 6 Hz, all particles started to move away
from the poles, and some hollow particles collected at the equator. Notice that
solid glass particles became attached to hollow glass particles (see Figure 3.8(c)).
This happened because glass particles were positively polarized and hollow glass
particles were negatively polarized. The DEP force between them was attractive,
and the net force on a pair containing a solid glass particle and a hollow glass
particle was small, and, thus, the pairs remained hetween the pole and the equator.
This, however, changed when the frequency was increased to 20 Hz. DBoth
individual particles and the pairs moved to the equator. This behavior was
different from what happened in Figure 3.9 where both types of particles were

negatively polarized and did not attract each other.
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Figure 3.10 Distribution of hollow and solid glass particles on the surface of a
silicone oil-I drop immersed in castor oil. The mean diameter of hollow and solid
glass particles was 18 um and 2um, respectively, and the drop diameter was 430
um. The voltages and frequencies are (a) 0 V; (b) 2 kV at 0.4 Hz; (¢) 3 kV at 6 Hz
(d) 3 kV at 20 Hz.

3.4.2.3 Silicone Oil-II Drop with Mixture of Spherical Hollow Glass
Particles and Soda Lime Glass Particles in Castor Oil. Finally, the
case of a silicone oil-IT drop with a mixture of hollow glass particles and soda lime
glass particles suspended in castor oil was considered. The diameter of the drop
was approximately 405 um. The aim was not just to separate the two types of
particles from each other by varying the frequency, but also to observe the

opposite of what was described in Figure 3.10 in terms of where particles collect, as
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seen in Figure 3.11. This is because the use of silicone oil-II as drop liquid caused
both EHD and DEP forces on both particle types to act in directions opposite to
their previous directions when the drop liquid was silicone oil-I, as shown in Figure

2.10, due to differences in the properties of the two silicone oils.

() ®)

() (d)
Figure 3.11 Distribution of hollow and soda lime glass particles on the surface of
silicone oil-IT drop immersed in castor oil. The mean diameter of hollow and solid

glass particles was 18 pm and 2 pum, respectively, and the drop diameter was 405
pum. The voltages and frequencies are (a) 0 V; (b) 2 kV at 0.2 Hz; (c¢) 4 kV at 10
Hz (d) 4 kV at 20 Hz.

Initially, before applying voltage, the hollow glass particles rose to the pole
and solid glass particles sedimented to the bottom. At frequencies below ~10 Hz,

both particles moved away from the pole and collected at the equator as shown in
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Figure 3.11(b), since the motion of particles was determined by EHD flow in this
regime. As the frequency was increased to 10 Hz and above, hollow particles
collected at the poles, as shown in Pigures 3.11(¢)-(d}, while the soda lime glass
particles remained at the equator as seen in Figure 3.11(c). However, the opposite
polarizations of the two types of particles, as mentioned above, also created an
attraction between the two particle types: some solid particles became attached to
hollow particles and moved to the pole in Figure 3.11(c), meanwhile the soda lime
glass particles are expected to be at the equator because its corresponding BB’

value is negative, as shown in Table 3.3.

3.5 Summary
We have shown that the distribution of particles adsorbed on the surface of a
weakly conducting drop, immersed in another weakly conducting liguid, can be
modified by subjecting it to an ac electric field. The problem of manipulation of
particles on liquid-liquid interfaces has reccived congiderable attention in recent
years because of its importance in a wide range of applications. For example,
several recent studies have been conducted in which a dc electric field is applied to
manipulate the distribution of particles. The field gives rise to an EHD flow on the

surface of the drop. The direction of the EHD flow can be pole-to-equator or
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equator-to-pole depending on the properties of the drop and ambient liquids. The
flow causcs particles adsorbed on the surface of the drop to move in its dircction,
and so the approach can be used to concentrate particles ncar the poles or the
equator of the drop depending on the direction of flow.

In our earlier studies, we have shown that when the drop and ambient
ligquids are perfect dielectric liquids, particles can be concentrated around the poles
or cquator of the drop by applying a uniform clectric ficld. This happens because
ceven when a uniform clectric ficld is applied to a drop the ficld on the surface of
the drop is non-uniform, and thus particles adsorbed on its surface are subjected to
dielectrophoretic (DEP) forces. The motion of particles in this case is driven by the
DEP forces alone because when the drop and ambient liquids are perfect dielectrics
the electric field does not cause any fluid flow.

The focus of this chapter is on the forces that act on a particle when the
drop and ambicnt liquids arc weakly conducting and the drop is subjected to a
uniform ac clectric field. The forces that act in an ac clectric field are: (i) DED
force; (ii) buoyancy force; and (iii) EHD flow induced drag force. The net force
acting on a particle, which is the sum of these three forces, determines the

particle’s direction of motion.
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The frequency of electric field is an important parameter which can be used

to adjust the magnitude of the EHD flow induced drag such that it is larger or

smaller than the DED force. This is due to the fact that the EHD flow diminishes

with increasing frequency and that there is a critical frequency at which the EHD

flow induced drag on a particle becomes equal to the DEP force. For a frequency

above the critical value, the DEP force dominates. When the fluid and particles

propertics arce such that the EHD and DED forces arce in the opposite directions

particles can be collected at the poles or the equator, and also can be moved

between the poles and the equator by varying the frequency of electric field. For

example, in the experiments conducted in this study, the EHD flow for cases A, B,

and C' was towards the poles, and for cases D and E, the EHD flow was towards

the equator. All of the cases considered were such that the influence of buoyancy

force was negligible when a sufficiently intense electric field was applied. At low

frequencies particles movements were determined by the EHD flow. However, as

the frequency was incrcased, the EHD flow diminished and the DEDP force started

to influence the motion of particles. The critical frequency at which the transition

occurred was different for each of the cases; since the critical frequency is a

function of particle and fluids properties. The experimentally measured critical

frequency w, valucs were in good agreement with the theoretical values given by
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Equation (3.9), especially considering that the drops in our experiments were in
contact with the bottom surface whereas in deriving Equation (3.9) it is assumed
that the drops are suspended in the ambient liquid. We demonstrated that
particles can be manipulated to move in different directions on the drop surface in
a certain frequency regime as determined by w., provided the DEP force and the
EHD drag force are not in the same direction.

It was also shown that it is possible to separate the particles of a binary
mixture when the critical frequencies for the two types of particles are different.
However, it was not possible to separate the particle pairs in which one type of
particle was positively polarized and the other negatively as in this case there was
dipole-dipole attraction between the particles which prevented them from moving
apart. We were able to separate a mixture of polystyrene particles and hollow glass
particles. The critical frequency w, for the latter particles was smaller, and so they
were moved away from the poles by applying a frequency that was larger than the
critical frequency for hollow glass particles, but smaller than that for polystyrene
particles. It is also possible to separate particles based on their sizes. This is
possible because larger particles have a lower w,. Larger particles were separated
from smaller particles by using a frequency that caused larger particles to move

away from the poles while smaller particles remained at the poles. The approach is
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thus superior to traditional dielectrophoresis for which the frequency dependence is

wealk.

In conclusion, we have shown that when the directions of the EHD flow and

the DEP force are different it is possible to collect particles at the poles or the

equator of a drop by selecting a suitable frequency and that particles can be moved

from the poles to the equator, or vice versa, by selecting a suitable frequency. Also,

when the critical frequencics of the particles forming a binary mixture in a

particular combination of drop and ambient liquids are known, the two types of

particles can be separated, in a fractional manner, by tuning to corresponding

critical frequencies of particle types that make up the mixture.
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CHAPTER 4
NUMERICAL SIMULATIONS OF ELECTRIC FIELD DRIVEN

HIERARCHICAL SELF-ASSEMBLY OF MONOLAYERS
OF MIXTURES OF PARTICLES

4.1 Introduction

In recent vears many studies have been conducted to understand the behavior of
particles trapped at fluid-liquid interfaces because of their importance in a range of
physical applications and biological processes, e.g., formation of pollen and insect
cgg rafts, sclf-asscmbly of particles at fluid-fluid interfaces resulting in novel nano-
structured materials, stabilization of emulsions, and the formation anti-reflection
coatings for high-cfficicney solar cells, photonic crystals and biosensor arrays
[30.58-60].

Particles trapped in fluid-liquid interfaces interact with each other via
lateral capillary forces that arise because of their weight, and when present also by
other forces such as electrostatic forces, to form monolayer arrangements [61-
65,117-120]. A common example of capillarity-driven self-assembly is the clustering
of breakfast-cereal flakes floating on the surface of milk. The deformation of the
interface by the flakes gives rise to lateral capillary forces which causes them to

cluster. However, capillarity-driven self-assembly produces monolayers which have
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defects and lack long-range order. More so, for monolayers containing two or more
different types of particles, the technique does not allow for any control of the
particle-scale structure as capillary forces simply causes the particles to cluster.

It has been shown that monolayers containing two or more types of particles
with different dielectric properties can be self-assembled by applying an electric
field in the direction normal to the interface [65]. The technique exploits the fact
that the lateral dipole-dipole force between two particles adsorbed in an interface
can cither be repulsive or attractive depending on their polarizabilitics, and that
the intensity of the force can be varied by selecting suitable upper and lower fluids.
The force is repulsive when both particles are positively or are negatively polarized,
but attractive when one particle is positively polarized and the other is negatively
polarized. The force also depends on the sizes of the particles and the electric field
intensity. The lateral capillary force between two particles of the same type is
attractive, but it can be repulsive between particles of different types when the
vertical forece on one of them is positive and on the other is negative.

The differences in the polarizabilities and the sizes of the particles derive a
hierarchical self-assembly process analogous to that which occurs at atomic scales
[63]. First, groups of particles combine to form composite particles (analogous to

molecules) and then these composite particles self-assemble in a pattern (like
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molecules arrange in a material). The force between similar particles is repulsive
(because they have the same polarizabilitics), and so they move apart which allows
particles that attract to come together relatively unhindered to form composite
particles. The net force among the particles forming a composite particle is
attractive, and so after a composite particle is formed it remains intact while the
electric field is kept on.

Here, it is worth noting that the encrgy a particle requires to desorb from a
fluid-liquid interface is several orders of magnitude larger than the thermal encrgy,
and therefore once nano-to-micron sized particles are adsorbed, they remain
adsorbed while moving laterally in the interface in response to lateral capillary and
dipole-dipole forces. Furthermore, since particles adsorbed in a fluid-liquid interface
are free to move laterally, they self-assemble even when the lateral forces driving
the assembly are small. The only resistance to their lateral motion is hydrodynamic
drag which can slow the motion but cannot stop it. This is obviously not the case
for a monolayer assembled on a solid substrate, since particles are not free to move
laterally because of the presence of adhesion and friction forces.

However, very-small particles do not self-assemble, even on a tluid-liquid
interface, when the lateral capillary forces acting on them become comparable to

Brownian forces. For example, on an air-water interface, lateral capillary forees in
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the absence of an electric field become comparable to Brownian forces for particles
smaller than about 10 nm. and so particles smaller than this limiting size undergo
Brownian motion on the interface and do not cluster [66,121-123]. In our
experiment, a sufficiently strong electric field was applied to ensure that the
electrically induced lateral forces remained stronger than Brownian forces; thus
making self-assembly of nano-particles possible.

The availability of liquids and particles with the specific diclectric properties
limited the paramcter values that could be investigated experimentally. This is
obviously not the case for the numerical simulations presented in this chapter of
the dissertation; which have been used to discover new self-assembled
arrangements and to study the influence of Brownian force on the self-assembled
monolayer as the electric field intensity is varied.

The remainder of the chapter is organized as follows. We next describe the
forces that act on particles trapped at fluid-liquid interfaces and the governing
cquations of motion when an clectrie ficld is applied normal to the interface and
the numerical method used. This is followed by a brief description of the
experimental method and the experimental results for the self-assembly of binary
mixtures. Then the simulation results showing other hierarchal arrangements of

binary mixtures arce described.
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4.2 Governing Equations and Numerical Method

The lateral force F, between two particles, i and j, adsorbed at a fluid-liquid

interface in the presence of an electric field in the direction normal to the interface
is given by [65]:

w1 3P 1 ()
2my v Amee 1t

Here w, is the vertical force acting on the # particle, p; is the induced dipole

moment of 7™

particle, ey is the permittivity of free space, e; is the permittivity of
the lower liquid, ¢ is the interfacial tension, and r is the distance between the

particles. As described in the Supplementary Information of [65], w =

&,

& 4
(—goea (—L—lJ a’EZf, +§7zai3ppig fbiJ and p =4ree &’ BE,. HereEjis the
electric field intensity (or the rms value of the electric field in an ac field), e, is the
permittivity of the upper fluid, @ and 7, are the radius and density the of ™
particle, and g is Clausius-Mossotti (CM) factor of the particle in the interface

which depends on the dielectric constants of the upper and lower fluids and the

particle, as well as on the position of the particle in the interface, and f, and f,;

are the dimensionless electric force and buoyant weight, respectively.
Notice that the first term on the right side of Equation (4.1) dominates

when r is large and the second when r is small. Also, if both of these terms are
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negative, the particles attract and come together so that they will physically touch
each other. However, when the first term is negative and the second term is
positive it is possible to have an equilibrium in which the particles do not
physically touch each other. The equilibrium distance 7., between the particles can

be obtained by setting the total force in Equation (4.1) to zero and solving the

3pipj7

e
. This expression assumes that the
2806 WW;

equation for r which gives r, :[

second term on the right hand side of Equation (4.1) is positive, i.e., pp; > 0, and
the first term is negative. Also, since the particles cannot overlap, 7, is
constrained to be greater than or equal the sum of the two particles radii because
that is the closest possible approach of the two particles. In our numerical
simulations, a hard sphere potential was used to enforce this constraint [75-77].

We may define the following dimensionless inter-particle equilibrium spacing

1
Teq _ 1 ( 3pipiy

_ /3 . e .
parameter, r; = or, = 2r \ze stiwi) to quantify the equilibrium spacing

between two particles of type ¢. When 7; <1, two isolated particles of this type
would be in contact in equilibrium. In a binary mixture there are two characteristic
dimensionless inter-particle spacing parameters, namely 7, and 7.

The equilibrium inter-particle spacing in a monolayer containing more than

two particles is smaller than 1,4. This is due to the fact that the force on a particle
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is the net result of the multi-particle interactions among the particles of the
monolayer, and the attractive capillary force decays more slowly with the distance
than does the repulsive dipole-dipole force.

Let us assume that there are n particles in the interface. To numerically
simulate the self-assembly process the total lateral force acting on particle 7 is
computed by a pair-wise addition of the interaction forces. In spherical polar

coordinates, the total lateral force acting on particle ¢ can be written as

- [_wi wie  3pp, e_,j (4.2)

1 4
e\ 27y Ny dmee K

Here, e; is the unit vector from the center of particle ¢ to the center of particle j,
and r; is the distance between the centers of particle ¢ and particle j.

The particle also experiences a drag force when it moves in the fluid-liquid
interface under the action of the inter-particle forces. The velocity during the self-
assembly process remains small, and so we can use the Stokes equation to estimate
the drag

Fi =—6mucau;, (4.3)
where U, is the particle velocity, m is the viscosity of the lower fluid and ¢ is a
parameter which accounts for the fact that the particle is immersed in both upper

and lower fluids®. The fluid velocity is assumed to be zero, and so the drag acts
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only when the particle moves and decreases with decreasing particle velocity. After
the particles of a monolayer reach their respective equilibrium positions and stop
moving, the drag acting on them becomes zero. Thus, the drag does not alter the
monolayer arrangement.

Brownian motion due to thermal fluctuations at molecular scales is
important for sub-micro meter sized particles. These fluctuations at molecular
scales induce significant random forces on the particles of a monolayer. We will
follow the approach derived from the Langevin model for Brownian motion to
model the Brownian force that acts on a particle as

F = E(L2muak, T / 1)? (4.4)
where kg is the Boltzmann’s constant, T is the absolute temperature and 7 is the
time step used in the numerical integration scheme. & is a random vector of a
Gaussian distribution. In the numerical simulation study, the range of the values of
& is [0.5,0.5] [23,77-78].

The momentum equation governing the motion of particle 7 can be obtained
by setting the mass times the acceleration of the particle equal to the total force,
which is the sum of the forces given by Equations (2)-(4).

du, & (_wi we 3PP e (4.5)

‘W_,-:LM 2y N, Ang,E rij“
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where m; is the effective mass of the " particle which includes the added mass
contribution.

The self-assembly process was numerically simulated by placing » particles
on a regular grid, and then these positions were moved randomly such that the
particles did not overlap. Starting from this configuration, the governing equations
were integrated in time until the particles stopped moving and a stable monolayer
arrangement was formed. For nanoparticles, the simulations were stopped when the
microstructural arrangement stopped covolving, although the particles as well
composite particles continued to move because of the Brownian forces. A hard
sphere potential was used to avoid the particles from overlapping [75-76]. The
gystem of equations for n particles was discretized using an implicit second order
scheme in time [79-80]. The time step used in the simulations was sclected by
verifying that the simulation results did not change when the time step was

reduced.
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4.3 Experimental Results
In our experiments, a monolayer of a mixture of particles on an air-liquid interface
wag formed by sprinkling the mixture onto the liquid surface, and then covering
the chamber with a transparent upper clectrode and applying an clectric field to
drive the self-assembly process.

Three distinct size dependent regimes were identified for the mixtures of
glass and copolymer particles on corn, castor and silicone oils [65]. Glass particles
were positively polarized and copolymer particles were negatively polarized; this
was cnsured by selecting suitable lower and upper fluids.

When glass particles were about two times larger than copolymer particles,
the former attracted the copolymer particles to form composite particles on a
mixture of corn and castor oils (see Figure 4.1(a)). The composite particles
consisted of a glass particle at the center which was surrounded by a ring of
copolymer particles. In this case, the spacing between the composite particles
increased with inercasing clectric field intensity, but the spacing between the
copolymer particles in the rings remained unchanged. However, when  the
monolayer was formed on the surface of silicone oil, the particles on the rings did
not touch as they were more intensely polarized than in the mixture of corn and

astor oils.
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(2) Ininal (b) Final

Figure 4.1 Wonolayers of mivtures of 71 pm copolyvmer and 130 pm glasa particles
on the surface of & 309 castor oil and YO corn oil mixtuve. The imagnification iy
A0 aad the applicd cloccie Deld weas 500005

A second regine was obrained whon the sive of glass particles was about
three times sinaller than that of the copolviner particles {see Figure 4.2}, Alchough
sineller o siae,  Lhe glass particles Tormed o Leiangular laliies inowhich Lhe
copolymer particles weve imbedldec, as the former were more intensely polarized
ard s repelled coch other wore steongly, The copolvmer pacticles atleacted
nearhny wlass particles Lo lorme compesile particles. Ino This regime, The inlea-
eoriposite particle forcees were wealer than for the first vegime. The particles
fortring Lhe rings did not tonch cach atber and intevacied steonghe wich Lhe ladiice
of glass pavticles. o fact, seme of the glass particles escaped troin the mings o

occlipy  posilions in the lattice when the [icld sirengol was increased above a
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eritical value, The nmber of particlos in the rings of copalymer particles deeteased

as Lhe eloviele [eld inlensily was lneroased.

(2) Initial (b) Final

Figure 4.2 Monolavers o mixiures of 20 e glass and 71 pon copolymer pacticles
fortned an the surlace of a 30%: castor oil anc TU% corn ol mixture, The
magnification for the firat photograph fa HOX and for the gecomid 20075 The electric
ficld was 2300V,

o 68 pm gliss partcles
*71 jnm copolymer particles

Figure 4.3 Monolaver of a adstoee of 63 pn elass and 71 pon copolviner particlis
ott Lhe suelace of silicone oil, The magnilicetion is D0X. The graphical
representation (rignn image) of the monolaver showing zlass and copolymer

particles in ditfferent codors s also inehaded.

A thiv regime wag obtained when the sizes of glass and eapclymer particles

wirre coriparalle (see Figore 4008 Here, dnstoad of looming ring=like aroaogenienls,
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particles arranged in chains in which the positively and negatively polarized

particles alternated. In some instances, the chains contained sub-branches. This

formation of chaing is analogous to the formation of long chained polymeric

molecules, except that the former were formed by particles in two dimensions on

the surface of a liquid.
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4.4 Simulation Results
The aim of this study is to explore the various monolayer arrangements that can
be self-assembled on a liquid surface by applying an electric field in the direction
normal to the surface. We first describe the simulation results for the cases in
which the model parameters were selected to match the values in our experiments.
Then, to further explore the parameter space, other parameter values for which we
currently do not have experimental results are presented.

For our simulations, unless otherwise stated, the properties of the larger and
smaller particles will be denoted by the variables with subscripts “1”7 and “27,
respectively. Also, in our simulations, without loss of generality, we may assume
that the larger particles are positively polarized and the smaller particles are

negatively polarized. The ratio of their intensities of polarizations % is allowed to
2

take values either greater or smaller than unity. For the binary mixtures

considered, the sign of % was negative as the particles of one type were positively
2

polarized and those of the other type were negatively polarized. The dipole-dipole
force between two particles of different types was attractive, and so the mixture
particles combined to form composite particles. The primary focus of this chapter
is to study monolayers of such mixtures. When the polarizabilities of two particles

of different types have the same sign the dipole-dipole forces between them are
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repulsive, and so the particles of different types also move apart and composite
particles are not formed. The ratio of the number of larger to smaller particles for
the majority of cases considered was 1:7, but it was varied to study its role in the

self-assembly process.

For particle mixtures adsorbed on the corn oil surface, the fluid and particle
properties appearing in the equations were: & = 1.0, & = 2.87; the dielectric
constants of glass and copolymer particles were 6.5 and 2.5, respectively; and the
specific densities of glass and copolymer particles were 2.5 and 1.05, respectively.
The corn oil viscosity was assumed to be 65 cP. Based on these values, the
theoretical estimates of the Clausius-Mossotti (CM) factors of the particles were f
= 0.297 and f, = -0.045. Here the subscripts “1” and “2” refer to glass (larger)
and copolymer (smaller) particles respectively. The values of the remaining
parameters were estimated to be fu, = 0.02, fv» = 0.02, fby = 1.0, fbo = 0.05 and &
= 0.5 (see [65]) The particle sizes were assumed to be equal to the values in our
experiments and the electric field strength E, was obtained in terms of the applied
voltage (V) and the gap between the electrodes (L). Using these parameter values,

the values of pi, ps, w1 and w» were obtained for the simulation.
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The number of particles for most of our simulations was held fixed at 144.
The lengths have been nondimensionalized such that the size of larger particles is
0.1. The diamcters of the circles used to represent the particles were proportional
to the sizes of the particles. Also, the circles representing particles were color-coded
to differentiate the two types of particles; red color depicts the larger-sized

particles, while blue color depicts the smaller-sized particles.

4.4.1 Validation of Numerical Results
The three distinct size dependent regimes identified in our experiments for the
mixtures of glass and copolymer particles on corn oil were also found and validated
in our numerical simulations. The ratio of the number of larger to smaller particles
was varied in each regime to resemble the corresponding experimental setup.
Figures 4.4-4.6 show the numerical results for the three regimes identified in our
experiment. Also, we have verified that the numerical results reported in this
chapter were independent of the time step used. Furthermore, although the exact
distribution depended on the initial distribution of particles, the qualitative
arrangement was independent of the initial distribution. The Brownian force was
not included in these simulations since the particles were relatively large in size.
Figure 4.4 shows the numerical result for a mixture of 71 jum copolymer and

150 pnm glass particles. The ratio of the number of larger (red) to smaller (blue}
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particles is 1:7. As stated earlier, the larger particles are positively polarized and
the smaller particles are negatively polarized. The larger particles attracted the
smaller ones to form composite particles, similar to those scen in the experiments
(see Figure 4.1). Figure 4.4(a) and Figure 4.4(b} show that the spacing between the
composite particles increased when the electric field intensity was increased, which
agrees with the experimental observations. The inter-composite particle spacing
between the smaller particles in the rings remained unchanged as the electric ficld
intengity wag increased. The reason behind this was that the larger particles were
more intensely polarized than the smaller particles, such that the dipole-dipole
attraction between a smaller particle and the larger particle of a composite particle
was much greater than the dipole-dipole repulsion among the smaller particles of

the same ring.

94



i ?;: *
] » % i5F ' ¥ *
’F & ¥ % 2 3 ¥*
* # 1.5 * # *
ik & % 1B L5 %*
* *
* % sk o * #
ok & o Y F * %
a5k *
1s £ *
(a) ry =198, r, =15.16 (b) vy = 2.33, v; =867
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4.4.2 Dependence of Assembled Monolayer on ? and %
2 2

To study the parameter space that was limited by the availability of particles with
specific dielectric constants and sizes, simulations were conducted for different size

ratios :—1 and CM factor ratios % While changing these ratios, the size of the larger
2 2

particles r; and the CM factor of the smaller particles 8, were fixed at 150 um and
-0.05, respectively. The electric field strength was set at 365 kV/m. For the results
presented in Figures 4.7-4.9, all other parameter values were held fixed. The
dimensionless inter-particle spacing parameters r; and 7, for the two-particle pairs
“1-17 and “2-2” respectively are listed in the figures for each of the simulated cases.

For the results shown in Figure 4.7, :—:= 1.2 and % was varied between -
0.5 and -7.5. The Figure shows that the lattice arrangement changes significantly

with increasing % In Figure 4.7(a), the smaller particles formed an approximate
2

triangular lattice, while the larger particles clustered at the center. This was due to
the fact that the capillary force among the larger particles was the dominant force
and (r; = 0.28), which caused them to cluster near the center of the domain. The
larger particles were also attracted to the smaller particles, but the force between
them was relatively weaker. The smaller particles formed a lattice, but the spacing
between them was larger as 7, = 5.19 > 7;. Notice that in Figure 4.7(a), there

were a few smaller particles trapped in-between the larger particles and some
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smaller particles were near the outer boundary of the cluster of larger particles as

they were attracted to the larger particles. The arrangement changed with

increasing % When % was increased to -1.0, the repulsive dipole-dipole force
2

2

among the larger particles increased, which increased the equilibrium spacing

amongst the larger particles (r; = 0.45).
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Figure 4.7 Numerical simulation of self-assembly of mixtures of particles on liquid surface
for :—1 = 1.2. The ratios of % are: (a) -0.5, (b) -1.0, (¢) -5.0, and (d) -7.5.
2
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The attractive force between the smaller and larger particle also increased causing
more of the smaller particles to be trapped in the cluster of larger particles and
become attached to the larger particles. Together they formed a cluster near the

center of the domain with the particles touching each other. When 2] was

2

increased further, the repulsive force between the larger particles increased and so
the spacing between them also increased; 7y = 1.31 in Fig 4.7(c) and 7; = 1.71 in
Figure 4.7(d). The force between the larger and smaller particles also increased,
and so they joined together to form composite particles as seen in Figures 4.7(c)-
(d). The average number of smaller particles in the rings of the composite particles

increased with increasing%. This is due to the increased spacing between the
2

larger particles which allowed additional smaller particles to enter in the space
between the larger particles to form composite particles.

Figure 4.8 shows the results for %= 2.0. A larger value of :—1 compared to
2 2

that in Figure 4.7 was obtained by reducing r,, while keeping r; fixed. Thus,
r; values are the same as in Figure 4.7, but r, = 11.52. The simulation results are
shown for the same initial particle distributions after the same time interval as in
Figure 4.7 which allowed us to compare the magnitudes of capillary and dipole-
dipole forces acting on the particles based on the assembled monolayers for the two

cases. In Figure 4.8, the changes in the lattice arrangement with increasing % were
2
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qualitatively similar to those in Figure 4.7. The capillary force amongst the larger
particles was the dominant force which caused them to cluster near the center of
the domain. Since the smaller particles were two times smaller than in Figure 4.7,
the capillary and dipole-dipole forces for them were weaker and so they did not
arrange on a triangular lattice as they moved relatively slowly.

In Figures 4.8(c)-(d), % was increased by the same proportions as in Figures
4.7(c)-(d). This increased the repulsive force among the larger particles, and as in
Figures 4.7(c)-(d), enabled the formation of composite particles. One major
difference was that the average number of smaller particles in the rings of the
composite particles was fewer. This was due to the fact that the attractive force
among the particles was weaker and so fewer smaller particles were pulled closer to

the center of the domain where the larger particles were clustered. This limited the

number of smaller particles in the ring of a composite particle.
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Figure 4.8 Numerical simulation of self-assembly of mixtures of particles on liquid
surface for = = 2.0. The ratios of % are: (a) -0.5, (b) -1.0, (¢) -5.0, and (d) -7.5.
2

T2

Also in comparison to the results in Figures 4.7(c)-(d), the increased inter-particle
spacing among the composite particles in Figures 4.8(c)-(d) was due to the
increased dipole-dipole repulsion among them as the oppositely polarized smaller

particles forming the rings were smaller and fewer.
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In Figure 4.9, the results are for the case where the ratio % was fixed at
2

—10, while :—1 was varied from 1.2 to 2.0 by changing r,. Thus, r; = 2.08 and 1, is
2
varied. The aim was to study the dependence on the size of the smaller particles.

From the figures, it can be seen that as :—1 is increased, the inter-composite particle
2

spacing increases and a larger fraction of smaller particles is left out from the

formation of composite particles.
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Figure 4.9 Numerical simulation of self-assembly of mixtures of particles on liquid
surface for % = —10.0 . The ratios ?are: (a) 1.2, (b) 1.4, (¢) 1.6, and (d) 2.0.
2

2

103



The same reason as given in Figures 4.7 and 4.8 is applicable here: as the size ratio
was increased, the smaller particles forming the rings were less effective in reducing
the dipole-dipole repulsion among the composite particles. The increased dipole-
dipole repulsive force among the composite particles caused an increase in the
inter-composite particle spacing. The decreased strength of the capillary force
among the smaller and larger particles affected their motion towards the center of
the domain. Thus, as shown in Figure 4.8, there were fewer particles near the

center of the domain to attach to the larger particles to form composite particles.

4.4.3 Effect of electric and buoyancy induced capillary forces on
monolayer

We next study the roles of I and %in determining the nature of assembled
v2 b2

monolayers when the two types of particles were of the same size (:—1 = 1.0), and
2

the same number of each type of particles were present. The former parameter

determines the relative magnitudes of the electric field induced capillary force

between the two types of particles, and % of the buoyancy induced capillary
b

2

forces. For the results presented in Figures 4.10-4.11, the ratios were varied by
changing f,, and fp, for the blue particles, while the values for the red particles

were fixed at f,,;=0.1 and f,; =1. The particles diameter was 150 um. The CM
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factors were f= 0.297 and f,= -0.045, and% = —6.6. The electric field strength
2

was fixed at 500 kV/m and the remaining parameter values were held fixed.

In Figure 4.10, the results are shown for a case where 1 as varied while
v2

holding % = 8.0 fixed. The latter means that the blue particles were less dense.
b2

The Figure shows a gradual change in the structure of the assembled monolayers

as 2 was increased by decreasing f,,. As f,, was decreased, the electric field

v2

induced vertical force on the blue particles decreased, and since in Figure 4.10 the
vertical electric force is in the opposite direction to the buoyant weight and it is
the dominant vertical force, the lateral capillary on the particles decreased.
Consequently, 7, increased from 0.46 to 11.47 because the repulsive dipole-dipole
forces pushed the blue particles farther apart. It is noteworthy that the capillary
force between a red and a blue particle in Figure 4.10 is repulsive, but its

magnitude decreases with ;:Ll The dipole-dipole force between them is attractive
v2

for all of the cases. Also, the capillary force is long ranged but the dipole-dipole
forces decays much faster with the distance.

In Figure 4.10(a), about half of the particles assembled to form binary
particle pairs but some formed 3-6 particle clusters. There was one red (positively

polarized) and one blue particle (negatively polarized) in the pairs, and two blue
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and two red in the four particle clusters. These particle clusters were arranged on a
radially symmetric lattice. The tendency of the red and blue particles to come
together was due to the dipole-dipole forces which decay rapidly with the distance;
the capillary forces between them were repulsive since w; > 0 and w» < 0.

In Figures 4.10(b)-(c), as l{”—l was increased, the capillary force between the
v2

blue particles decreased and dipole-dipole repulsive force between the blue particles
remained the same. The repulsive capillary force among the red and blue particles
decreased allowing dipole-dipole attractions to dominate which caused the inter-
particle distance to decrease. This decrease in the lattice spacing caused the binary

particle pairs to coalescence to form longer chains. Also, increasing % caused the
v2

repulsive capillary force between the red and blue particles to decrease, and thus
the distance between the particles decreased and the area over which the particles

were spread decreased.
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Figure 4.10 Numerical simulation of self-assembly of mixtures of particles on
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b2 T2 v2
2.0.
Figure 4.11 shows the results for the cases where It = 0.5 was kept fixed,
v2
while Z2% was increased by decreasing f,,. The net vertical force on the blue

b2

particles is negative and so the capillary force between a red and a blue particle

was repulsive, and among the blue particles was attractive.
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Figure 4.11 Numerical simulation of self-assembly of mixtures of particles on

liquid surface for ;"—1 =0.5 and:—1 = 1.0. The ratio % is: (a) 4.0, (b) 8.0, and (c)
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20.0.

Furthermore, the capillary forces among the red and blue particles decreased with

increasing ;ﬂ. Thus, the lattice spacing increased, and the chains of particles

b2

started to break down into smaller chains. As in Figure 4.10(a), the monolayer

arrangement in Figure 4.11(d) consisted of binary particle pairs and shorter chains.
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4.4.4 Effects of particle sizes and distribution ratio on monolayer
arrangement

The ratio of the number of larger particles to smaller particles % also influences
2

the monolayer arrangement. To study this, the total number of particles in the

. 4 N .
domain was kept constant, while N—1 was varied.
2

Figure 4.12 shows how the arrangement changes when % was increased for
2

a constant value of = = 1.4, with 2r; = 150 nm. The CM factors were f,= 0.297

2

and f,= -0.045, and %= —6.6. The electric field strength was fixed at 500 kV/m
2

and all of the other parameter values were held fixed. In Figure 4.12(a), the ratio

Ny . 1 . . . . .
N—1 is —. The monolayer consists of composite particles which contained a larger
2

sized particle at the center with 6-7 smaller particles forming a ring around the
larger particle. Some of the smaller particles were left out in the formation of
composite particles. The rings containing 6 particles tightly covered the particle at
the center and those containing 7 particles did not tightly cover the center particle
as their length was longer. There is a maximum number of smaller particles that
can be in the ring of a composite particle which depends on the strength of the
dipole-dipole attractive force between the larger and smaller particles and the

strength of the dipole-dipole repulsive force between the smaller particles and the
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gize ratio. This is important because the number of particles in the ring of a

composite particle can be controlled by sclecting suitable parameter values; which

in practice can be done by sclecting suitable upper and lower fluids. Also notice

that the distribution of composite particles in this case was not radially symmetric.
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Figure 4.12 Numerical simulation of self-assembly of mixtures of particles on

liquid surface for :—1 =14, r, =198, 7, = 3.22. The concentration ratio% is: (a)
2 2
1 1

Z (b) 3, (¢) 2, and (d) 1.

77

When the ratio % was changed to ;, the average number of particles in the
2

rings reduced to three and the assembled monolayer arrangement became radially
symmetric. This was a result of an increase in the repulsive force among the
composite particles which also caused the monolayer to spread over a larger area.

The increase in the repulsive force was due to a reduction in the number of smaller
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particles in the rings. This trend continued in Figures 4.12(c)-(d). When the
concentration ratio was 1:1, as shown in Figure 4.12(d), the monolayer consisted
mostly of binary particles and some longer chains since the concentrations of the
two particle types in the domain were equal, and the area of the monolayer was

the largest.

4.4.5 Effect of Brownian force on self-assembled monolayers
We next consider the effects of Brownian force on the monolayers as the electric

field intensity, b and 2 are varied. For the simulation results presented so far,

2 B N,
the Brownian force was not included in the equations of motion as the particles
size was of O(100) m. The influence of Brownian force on particles becomes
important only for micron and submicron sized particles.

As for the cases described earlier, red color is used to show the larger sized
particles (or to show one type of particles when they are of equal size) and blue to
show the smaller sized particles. The former are assumed to be positively polarized
and the latter negatively. The diameter of the larger particles (1) was fixed at 150
nm and the CM factor of the smaller particles (8,) was fixed at -0.05. The ratio of

the number of larger to smaller particles unless otherwise noted is 1:7.
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We first consider the changes in the assembled monolayers with :—1=
2

1.2 and %= —7.5, as the electric field intensity was increased. The particles
2

distribution for the electric field intensity of 10 MV/m, shown in Figure 4.13(a),
appeared mostly random with only some of the particles coming together to form
composite particles. The Brownian force in this case was stronger than the electric
field induced capillary and dipole-dipole forces which indicate that the field

intensity was below the value that was needed to form composite particles.
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Figure 4.13 Numerical simulation of self-assembly of mixtures of particles for
T

L=12and %z —7.5. The value of Eg is: (a) 10 MV/m, (b) 60 MV /m, and (c) 95

2 2

MV/m.

When the electric field intensity was increased to 60 MV/m, the induced
dipole-dipole and capillary forces increased (see Figure 4.13(b)), and there was a
greater tendency for the two types of particles to form composite particles similar
to those in Figures 4.7-4.9 for the micron sized particles. In fact, the compositions
of composite particles here was relatively more uniform because of the presence of

Brownian forces which caused mixing before the composite particles formed. The
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tendency to form composite particles was even greater in Figure 4.13(c) where the
field strength was 95 MV/m. Also, since the dipole-dipole forces were stronger,
most of the smaller particles were captured in the rings of larger particles and the
spacing between the composite particles decreased. The latter was a consequence of
the fact that the effective repulsion among the composite particles decreased
because they were surrounded by the oppositely polarized smaller particles.
Furthermore, since the dipole-dipole forces were stronger, the smaller (blue)
particles also arranged on a triangular lattice which was not the case in Figure
4.13(b).

We next present results which show how the influence of Brownian forces

n B N . .
on the assembled monolayers changes when =, =* and N—lare varied for a fixed
2

7'2’ B>

electric field intensity. The ratio % was % in Figure 4.14 and it was 1 in Figure
2

4.15. The electric field intensity was 95 MV/m. The Figures show the monolayer

arrangements for three different values of % for three fixed:—lvalues. We remind
2 2

the reader that when % is increased the dipole-dipole repulsion among the larger
2

particles increases, but the attraction between the larger and smaller particles also
increases. The latter attraction results in the formation of composite particles.

Consequently, when % was larger the composite particles contained more particles
2
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in their rings, especially when :—1 was closer or equal to one. As noted earlier, the
2

formation of composite particles decreased the dipole-dipole repulsion among the
larger particles and so the inter-composite-particle spacing decreased. This was
more pronounced when the size of blue particles was equal to the size of red

particles. As % was increased, the capillary and repulsive dipole-dipole forces
2

among the smaller particles decreased, and the Brownian forces caused some of the
smaller particles to drift away from the monolayer. Thus, the composite particles
contained fewer smaller particles which in turn increased the spacing between the
composite particles. The degree of arrangement in the assembled monolayer
diminished due to the presence of Brownian motion and the increased inter-
composite-particle distance, and as a result they were not arranged periodically.
The influence of Brownian forces on the monolayer arrangement increased with

increasing r—l, but diminished with increasing %
2 2
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Figure 4.14 Numerical simulation of self-assembly of mixtures of particles for Ey =

95 MV /m; :—1 and % were varied for three different values. Notice that some smaller
2 2

(blue) particles in some of the cases are not in the viewing area, as they drifted away from
the monolayer.

It is noteworthy that the tendency to form particle chains was not present

in Figure 4.14, but in Figure 4.15 where = =1 the two types of particles formed

N
N3

chains. All other parameters in Figures 4.14 and 4.15 were the same. Since the
number of blue particles in Figure 4.14 was 7 times larger, there were not enough

red particles present for forming chains. To form chains, the two types of particles

must alternate. Notice that the length of particle chains decreased when % or %
2 2

was increased, and when these parameter values were larger the chains contained
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at most 3-4 particles. The area of the monolayer also increased when :—1 or B was
2 2

increased. We may therefore conclude that the tendency to form particle chains is

the greatest when the particles are of the same size and Br i O(1).
2
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Figure 4.15 Numerical simulation of self-assembly of mixtures of particles for
Ni:N,=1:1 and E; =95MV/m; ? and % were varied for three different
2 2

values.

The above results show that when the electric field intensity is sufficiently
large the two types of particles form composite particles and the assembled

monolayers have no noticeable influence of Brownian motion. An increase in By
2
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further weakened the influence of Brownian motion, making the monolayer

T . . . .
arrangement well-ordered. But, as = was increased, the capillary and dipole-dipole
: ™ 3

forces among the smaller particles decreased, and the influence of Brownian motion
increased.

In Figures 4.16-4.18, the applied electric intensity was reduced to 60 MV /m,
35 MV/m and 10 V/m, respectively, to study its influence on the monolayer
arrangement. All other parameter values in Figures 4.16-4.18 were the same as in
Figure 4.14. Notice that as the field intensity was reduced, the monolayers became
less ordered. For example, a comparison of Figure 4.14 and Figurce 4.16 shows that
although in both Figures particles combined to form composite particles, the
arrangement of composite particles was more ordered and the distance between
them was smaller when the electric field intensity was larger. This was more
pronounced in Figures 4.14(g)-(i) and Figures 4.16(g)-{i}, whereas in the former
figures the composite particles formed a periodic lattice. This trend continued in
Figure 4.17, where the composite particles were not arranged periodically and the
number of smaller particle in the rings of composite particles was smaller. In
Figure 4.18, even fewer composite particles formed and the particles were
distributed over larger areas. The Figure also shows that the number of composite

particles that were formed was greater when % was larger. Figures 4.17-4.18
2
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however show that increasing% or 2 has relatively smaller impact on enhancing

2 T2
order in the assembled monolayer, unlike in Figures 4.14-4.16, implying that there

is a minimum electric field intensity below which Brownian forces dominate.
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Figure 4.16 Numerical simulation of self-assembly of mixtures of particles for

Ey = 60 MV/m; :—1 and % were varied for three different values.
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Figure 4.17 Numerical simulation of self-assembly of mixtures of particles for

Ey = 35 MV/m; 2 and B ere varied for three different values.
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Figure 4.18 Numerical simulation of self-assembly of mixtures of particles

for Ey = 10 MV/m; :—1 and % were varied for three different values.
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4.5 Summary

We have numerically studied the self-assembly process of binary mixtures of

particles adsorbed on a liquid surface when an electric field is applied normal to

the surface. The electrie field gives rise to lateral dipole-dipole and capillary forces

which cause particles to self-assemble on the surface. The dipole-dipole force

between two particles in a surface can be repulsive or attractive depending on the

polarizabilities of the particles, and the intensity and direction of the force can be

varied by selecting suitable upper and lower fluids. The force is repulsive when

both particles are positively or negatively polarized, but attractive when one

particle is positively polarized and the other is negatively polarized. The lateral

capillary force between two particles depends on the net vertical forces acting on

the particles which consist of their buovant weights and the electric field induced

vertical forces. The total lateral force is the sum of the capillary and dipole-dipole

forces which among other factors depends on the electric field intensity. We have

shown that the latter can be used to derive a hicrarchical sclf-assembly process

analogous to that which occurs at atomic scales.

The focus of this study is on binary mixtures for which the dipole-dipole

force among the particles of different types is attractive. In this case, it is

convenient to characterize the microstructure in terms of the dimensionless

122



equilibriuin separations between two particles of the same types: 7y and 7,. The
particles of different types in cquilibriuim physically touch each other unless the
capillary force between them is repulsive. Additionally, the strength of the inter-
particle forces, together with their initial distribution, are important factors in
determining the final monolayer arrangement. For example, if particles of type 1
move faster they will rearrange relatively quickly which can block the motion of
particles of type 2 and thus prevent them from forming certain arrangements.

We have verified that numerical results obtained by integrating the system
of Equation {(4.5) for n particles correctly describe the self-assembly process of
binary mixtures ohscerved in experiments. The model parameters were obtained
from the physical properties of the fluids and the particles. These parameter values
were then used in Fquation (4.5) to simulate the sclf-assembly process. As in
experiments, groups of particles combined to form composite particles (analogous
to molecules) and then these composite particles self-assembled in a pattern (like
molecules arrange in a material). The force hetween similar particles was repulsive
(because they had the same polarizabilities), and so they moved apart which
allowed particles that attracted to come together relatively unhindered to form

composite particles. The net force among the particles forming a composite particle
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was attractive, and so after a composite particle was formed, it remained intact
whilc the clectrie field was kept on.

The parameter values for glass and polymer particles adsorbed on a corn oil
surface were used to simulate the size-dependence of the self-assembled monolayers
observed in our experiments. Three size-dependent regimes identified in the
experiments were numerically simulated. In the first regime, the particles attracted
to form composite particles which consisted of a larger (glass) particle at the center
that was surrounded by a ring of smaller {copolymer) particles. Larger particles
were more intensely polarized than smaller particles. In the second regime, smaller
(glass) particles were about three times smaller than larger (copolymer) particles,
but they were more intensely polarized. In this case, smaller particles formed a
triangular lattice in which larger particles were embedded, and depending on the
electric field intensity were surrounded by 3-6 smaller particles. The number of
particles decreased with increasing intensity as some of them escaped from the
rings duce to the dipole-dipole repulsive force when the electrie field intensity was
above a critical value. In the first regime, on the other hand, the monolayer
expanded with increasing electric field intensity, but the number of particles in the
rings did not vary with the intensity. In the third regime, the sizes of the two types

of particles (glass and copolymer) were comparable. They formed chains in which
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the two types of particles alternated instead of forming composite particles with
ring-like arrangements. This formation of chains is analogous to the formation of
long chained polymeric molecules, except that the former were formed by particles
in two dimensions on the surface of a liquid.

In addition to the numerical validation of the three experimental regimes,
other parameter values that were limited due to the availability of particles with
specific dielectric constants and sizes were studied numerically. For example,

simulations were performed for a range of :—1 and 2%, the results show that when 22
2

B2’ B>
is increased while keeping f8, fixed, the tendency of larger and smaller particles to
come together to form composite particles increased. This was because of an
increase in the dipole-dipole attractive force among the smaller and larger particles
which moved them closer, and an increase in the dipole-dipole repulsive force
between the larger particles which kept them apart, making the formation of

composite particles possible. Also, when :—1 was increased by reducing r,, the inter-
2

composite-particle spacing increased and some of the smaller particles were not
employed in the formation of composite particles as they moved relatively slowly
during the self-assembly process. The repulsive dipole-dipole force among the
composite particles increased as the size of the negatively polarized (blue) particles

decreased.

125



The case where the two types of particles were of the same size and had

equal concentration in the mixture was also analyzed. We considered the cases

where %W&S fixed, while It as varied. The monolayer assembled into particles
b2 v2
pairs consisting of a positively and a negatively polarized particle. As Lot as

v2

increased, the dipole-dipole repulsive force between the negatively polarized
particles decreased, leading to greater influence of the capillary force. As a result,

the binary composite particles coalesced to form particle chains. On the other

hand, when the ratio o1 as fixed, while Dbt as increased, the opposite was the

v2 b2

case, as shown in Figure 4.11. The increase in % caused the chains to break into
b2

smaller chains and then into binary particle pairs.

We also studied the role of % on the monolayer arrangement. The total
2

number of particles in the domain was kept fixed, while % was varied. The results
2

were obtained for the regimes in which the mixture self-assembled into composite
particles with smaller particles forming rings around the larger ones. As the
relative percentage of the smaller particles decreased, the monolayer involved into
a circular shape and its area increased; this was as a result of an effective increase
in the dipole-dipole force among the composite particles as the influence of the

oppositely polarized particles decreased with decreasing size.
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One of the effects of Brownian forces was to disrupt the formation of
composite particles and so a stronger electric field was needed to self-assemble
monolayers of nano-particles. Our simulations show that for the given parameter
values there was a critical electric field intensity below which particles did not self-
assemble into composite particles and continued to move under the action of
Brownian forces. But, when the electric field intensity was above the critical value,
particles organized to form composite particles which then arranged in a pattern.

The critical electric field intensity was smaller when % was larger and :—1 was O(1).
2 2

When :—1 was O(1) and the concentration of the two types of particles was
2

approximately equal, they formed chains. But, when there were more particles of
one type, they self-assembled to form ring-like arrangements in which the particles
that were fewer formed the cores. We may therefore conclude that binary mixtures
of nano particles can be self-assembled into patterns similar to those formed by
micron sized particles, but a stronger electric field will be required to overcome

Brownian forces.
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CHAPTER 5

CONCLUSION SUMMARY AND FUTURE STUDY

5.1 Dissertation Conclusion
This dissertation explores the physics and mechanisms behind electrohydrodynarmic
manipulations and sclf-assembly of particles at fluid-liquid interfaces.

Chapter 2 presented an efficient numerical scheme based on the Maxwell
stress tensor method (MST) that was used to study the dynamical behavior of
particles in a dielectrophoretic cage. Particles are assumed to be suspended inside a
liquid and a nonuniform electric field is applied using the electrodes mounted in the
domain walls, which causes positively polarized particles to collect in the regions
where the electric field intensity is locally maximal and the negatively polarized
particles collect in the regions where the clectric field intensity is locally minimal.
The DNS results obtained from this scheme are compared with the numerical
results obtained from the point-dipole (PD) approximation method. The study
shows that some final steady-state positions of two particles, including the
orientations of the line joining their centers, for different starting configurations,
differ for MST method and the point-dipole method. We find that the crror in the

point-dipole method, when compared with the MST results for the same problem,
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increases as the distance between the particles decreases. Also, the error is

relatively large when the particle radius is comparable to the domain size, which

determines the length scale over which the electric field varies. An increase in the

dielectric mismatch between the particles and the fluid is also found to amplify the

erTor.

The model was extended in Chapter 3 to study the hehavior of particles

adsorbed on a drop surface at low clectric ficld frequencies, when the drop and

ambicent  liquids are weakly conducting diclectric  liquids. The problem  of

manipulation of particles on liquid-liquid interfaces has received considerable

attention in recent vears because of its importance in a wide range of applications.

For example, several recent studies have been conducted in which a dc electric field

is applied to manipulate the distribution of particles. Here, the ac electric field

gives rise to an EHD flow on the surface of the drop. The direction of the EHD

flow can be pole-to-cquator or equator-to-pole depending on the propertics of the

drop and ambicent liquids. The flow causes particles adsorbed on the surface of the

drop to move in its direction, and so the approach can be used to concentrate

particles near the poles or the equator of the drop depending on the direction of

flow. The frequency of electric field is an important parameter which can be used

to adjust the magnitude of the EHD flow induced drag such that it is larger or
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smaller than the DEP force. This is due to the fact that the EHD flow diminishes

with increasing frequency and that there is a critical frequency at which the EHD

flow induced drag on a particle becomes equal to the DED force. For a frequency

above the critical value, the DEP force dominates. When the fluid and particles

properties are such that the EHD and DEP forces are in the opposite directions,

particles can be collected, as well as moved, between the poles and the equator by

varying the frequency of clectric ficld. It was also shown that it is possible to

separate the particles of a binary mixture when the eritical frequencies for the two

tvpes of particles are different; in the sense that the two particle types can be

separated, in a fractional manner, by tuning to corresponding critical frequencies of

particle types that make up the mixture. We were able to separate a mixture of

polystyrene particles and hollow glass particles. The approach is, thus, superior to

traditional dielectrophoresis for which the frequency dependence is weak. It also

gerves as a step to further development of encapsulation technigue that would

drive innovation in the engineering of smart materials with robust applications in

biclogical and physically processes.

In Chapter 4, experimental and numerical studies were conducted to study

the process of self-assembly of monolayers of micron- to nano-sized particle

mixtures on flat fluid-liquid interfaces, when an clectric field is applicd in the
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direction normal to the interface. A particle mixture is made up of negatively and
positively polarized particles. The inter-particle forces cause particle mixtures to
sclf-assemble  into  monolayers  of  molecular-like  hicrarchical  arrangements:
consisting of particle chains or composite particles arranged in a pattern. A
composite particle has a larger particle at the center, swrrounded with a ring of
smaller particles. As with the experimental results, the structure of a composite
particle depends on factors such as the relative sizes and the number ratio of the
particles, their polarizabilitics, and the clectric ficld intensity. The initial
distribution also influenced the final arrangement especially when the speeds with
which the two types of particles moved during the self-assembly process differed
substantially. For nanoparticle monolayers, the composition of composite particles
was relatively less uniform because of the mixing induced by Brownian motion. If
the particles sizes differ by a factor of two or more, the composite particle has a
larger particle at its core and scveral smaller particles forming a ring around it.
Approximately same sized particles, when their concentrations are approximately
equal, form chains {analogous to polymeric molecules) in which positively and
negatively polarized particles alternate, but when their concentrations differ, the
particles whose concentration is larger form rings around the particles with smaller

concentration.
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5.2 Future Study
For future work, I will further expand my work on the study of self-assembly and
manipulation of adsorbed particles on drop surfaces and on planar fluid-liguid
interfaces.

In the study of self-assembly and manipulation of adsorbed particles on drop
surfaces, I will explore potential applications of Janus particles, self-assembled
composite particles with variable surface properties. In the process, T will: {(a) self-
assemble mixture of particles with different dielectric properties adsorbed on drop
surfaces to create Janus particles; and (b) study the possibility of sclf-assembly of
monolayvers of Janus particles on fluid-liguid interfaces.

In addition, I will perform direct numerical simulations of sclf-assembly of
nanoparticle mixtures in three dimensions in uniform and nonuniform electric
fields, where the role of molecular and Brownian forces in determining the
microstructure will be quantified. Likewise, I will deploy molecular dynamics (MD)
simulations to study the interaction behaviour of nanoparticles at fluid-liguid
interface and the effects of induced electric forces on the sclf-assembly of adsorbed
particles. From the study, | will attempt to accomplish the following: (a) develop a
MD code to simulate the behavior of nanoparticles at air-liquid interfaces; and (b)

model self-assembly of nanoparticles at fluid-liquid interfaces.
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