Copyright Warning & Restrictions

The copyright law of the United States (Title 17, United States Code) governs the making of photocopies or other reproductions of copyrighted material.

Under certain conditions specified in the law, libraries and archives are authorized to furnish a photocopy or other reproduction. One of these specified conditions is that the photocopy or reproduction is not to be “used for any purpose other than private study, scholarship, or research.” If a user makes a request for, or later uses, a photocopy or reproduction for purposes in excess of “fair use” that user may be liable for copyright infringement.

This institution reserves the right to refuse to accept a copying order if, in its judgment, fulfillment of the order would involve violation of copyright law.

Please Note: The author retains the copyright while the New Jersey Institute of Technology reserves the right to distribute this thesis or dissertation.

Printing note: If you do not wish to print this page, then select “Pages from: first page # to: last page #” on the print dialog screen.
The Van Houten library has removed some of the personal information and all signatures from the approval page and biographical sketches of theses and dissertations in order to protect the identity of NJIT graduates and faculty.
ABSTRACT

MOBILE CLOUD COMPUTING AND NETWORK FUNCTION VIRTUALIZATION FOR 5G SYSTEMS

by
Ali Al-Shuwaili

The recent growth of the number of smart mobile devices and the emergence of complex multimedia mobile applications have brought new challenges to the design of wireless mobile networks. The envisioned Fifth-Generation (5G) systems are equipped with different technical solutions that can accommodate the increasing demands for high date rate, latency-limited, energy-efficient and reliable mobile communication networks.

Mobile Cloud Computing (MCC) is a key technology in 5G systems that enables the offloading of computationally heavy applications, such as for augmented or virtual reality, object recognition, or gaming from mobile devices to cloudlet or cloud servers, which are connected to wireless access points, either directly or through finite-capacity backhaul links. Given the battery-limited nature of mobile devices, mobile cloud computing is deemed to be an important enabler for the provision of such advanced applications. However, computational tasks offloading, and due to the variability of the communication network through which the cloud or cloudlet is accessed, may incur unpredictable energy expenditure or intolerable delay for the communications between mobile devices and the cloud or cloudlet servers. Therefore, the design of a mobile cloud computing system is investigated by jointly optimizing the allocation of radio, computational resources and backhaul resources in both uplink and downlink directions. Moreover, the users selected for cloud offloading need to have an energy consumption that is smaller than the amount required for local computing, which is achieved by means of user scheduling.
Motivated by the application-centric drift of 5G systems and the advances in smart devices manufacturing technologies, new brand of mobile applications are developed that are immersive, ubiquitous and highly-collaborative in nature. For example, Augmented Reality (AR) mobile applications have inherent collaborative properties in terms of data collection in the uplink, computing at the cloud, and data delivery in the downlink. Therefore, the optimization of the shared computing and communication resources in MCC not only benefit from the joint allocation of both resources, but also can be more efficiently enhanced by sharing the offloaded data and computations among multiple users. As a result, a resource allocation approach whereby transmitted, received and processed data are shared partially among the users leads to more efficient utilization of the communication and computational resources.

As a suggested architecture in 5G systems, MCC decouples the computing functionality from the platform location through the use of software virtualization to allow flexible provisioning of the provided services. Another virtualization-based technology in 5G systems is Network Function Virtualization (NFV) which prescribes the instantiation of network functions on general-purpose network devices, such as servers and switches. While yielding a more flexible and cost-effective network architecture, NFV is potentially limited by the fact that commercial off-the-shelf hardware is less reliable than the dedicated network elements used in conventional cellular deployments. The typical solution for this problem is to duplicate network functions across geographically distributed hardware in order to ensure diversity. For that reason, the development of fault-tolerant virtualization strategies for MCC and NFV is necessary to ensure reliability of the provided services.
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CHAPTER 1

INTRODUCTION

1.1 Overview of Computing Solutions for 5G Systems

The recent advances in mobile hardware capability have increased the demand for the deployment of fully interactive and highly complex multimedia applications on mobile devices. Unlike the massive expansions in storage and processing power, the mobile devices still have inherited resource limitations in terms of battery capacity which prohibit the deployment of such applications \[3–7\]. Future Fifth-Generation (5G) systems will be based on different information and communication technologies to meet the high processing power and stringent latency requirements for these applications \[8–11\].

Mobile Cloud Computing (MCC) is an emerging infrastructures in 5G systems that augment the hardware capability of the mobile devices by migrating the execution of the computational intensive tasks from the mobile devices to the cloud infrastructures. However, computational tasks offloading, and due to the variability of the communication network through which the cloud is accessed, may incur unpredictable energy expenditure or intolerable delay for the communications between mobile devices and the cloud \[4,6,12\].

Driven by the virtualization of computational and storage resources of the cloud infrastructures, mobile cloud computing in 5G systems enables on-demand provisioning of these resources for the offloaded tasks through the utilization of a shared pool of general-purpose and programmable hardware. Also envisioned in 5G architecture, Network Function Virtualization (NFV) is another virtualization-based technology that prescribes the instantiation of network functions on general-purpose network devices, such as servers and switches \[10,13–15\]. However, such implemen-
tations of MCC and NFV raise a reliability concern since the dynamic deployment of the general-purpose hardware is usually less reliable than the dedicated network appliances [16–18]. More details about MCC and NFV are given next, while the motivation behind the work of the dissertation is discussed in the next section.

1.1.1 Mobile Cloud Computing (MCC)

Mobile cloud computing enables the offloading of computationally heavy applications, such as for gaming, object recognition or video processing, from mobile users (MUs) to cloudlet or cloud servers, which are connected to wireless access points, either directly or through finite-capacity backhaul links [3–7]. Given the battery-limited nature of mobile devices, mobile cloud computing makes it possible to provide services, such as augmented reality, that may otherwise not be available to mobile users. Offloading may take place to remote servers in the “cloud”, which is accessed by the wireless access points via backhaul links, or to “cloudlet” servers that are directly connected to an access point [7]. In the latter case, the approach is also known as mobile edge computing, which is currently seen as a key enabler of the so called tactile internet [19] and is subject to standardization efforts [9]. However, computational tasks offloading, and due to the variability of the communication network through which the cloud or cloudlet is accessed, may incur unpredictable energy expenditure or intolerable delay for the communications between mobile devices and the cloud or cloudlet servers [4, 6, 12]. Offloading to peer mobile devices is also being considered [20]. Examples of architectures that are based on mobile cloud/cloudlet computation offloading include MAUI [21], ThinkAir [22], and MobiCoRE [23], while examples of commercial application based on mobile cloud computing include Apple iCloud, Shazam, and Google Goggles [24, 25].
1.1.2 Network Function Virtualization (NFV)

Network Function Virtualization (NFV) is a novel architectural paradigm for cellular wireless networks that has been put forth within the European Telecommunications Standards Institute (ETSI) with the goal of simplifying network management, update and operation [15]. NFV decouples the Network Functions (NFs), such as baseband processing at the base stations and firewalling or routing at the core network, from the physical network equipment on which they run. This is done by leveraging virtualization technology in order to map NFs into Virtual Network Functions (VNFs) that are instantiated on Commercial Off-The-Shelf (COTS) hardware resources, such as servers, storage devices and switches [13, 14]. NFV enables an adaptive “slicing” of the available network physical resources so as to accommodate different network services, e.g., mobile broadband, machine-type or ultra-reliable communications [10]. While yielding a more flexible and cost-effective network architecture, NFV is potentially limited by the fact that commercial off-the-shelf hardware is less reliable than the dedicated network elements used in conventional cellular deployments.

1.2 Motivation of the Dissertation

The main motivation of the dissertation is to study mobile cloud computing systems with the focus on the design of energy-efficient and reliable solutions for computational tasks offloading. The motivations are mentioned in details in this section, while the related work and contributions are discussed in the next two sections, respectively.

The design of a mobile cloud computing system for multiple MUs transmitting over a shared wireless medium across multiple cells requires: (i) the management of interference for the uplink, through which MUs offload the data needed for computation in the cloud; (ii) the management of interference for the downlink, through which the outcome of the cloud computations are fed back to the MUs; (iii) the allocation of backhaul resources for communication between wireless edge
and cloud; and (iv) the allocation of computing resources at the cloud. This joint allocation is mostly motivated by the increasing importance of backhaul capacity limitations, which are well understood to be often the bottleneck in modern dense network deployments (see, e.g., [8, 26]) as well as the fact that the downlink transmission for the outcome of cloud computing is of considerable amount in most cases, e.g., for rich multimedia applications in heterogenous networks [2, 27]. To this end, joint optimization over radio, computational resources and backhaul resources and in both uplink and downlink directions is the main theme of this dissertation.

If the number of users simultaneously choose to offload their computational tasks is high, the resulting interference on the wireless channel may require an energy consumption at the mobile for wireless transmission that exceeds the energy that would be needed for local computing at some MUs. Moreover, the backhaul and computing delays may make the latency requirements for the applications impossible to satisfy, and thus the offloading infeasible. Therefore, user selection, or scheduling mechanisms need to be considered with the aim of maximizing the number of users that perform offloading while guaranteeing that the selected MUs can satisfy their latency constraints and, at the same time, consume less energy than with local computing.

A recent line of work has demonstrated that it is possible to design an energy-efficient mobile cloud computing systems under latency constraints by performing a joint optimization of the allocation of communication and computational resources [28–31]. These investigations apply to generic applications run independently by different users. However, as discussed previously, the important class of AR applications have the unique property that the applications of different users share part of the computational tasks and of the input and output data [2, 32]. Therefore, it is suggested to leverage this property to reduce communication and computation overhead via the joint optimization of communication and computational resources.
By leveraging virtualization technology, MCC and NFV enable the instantiation of computational task or network function on general-purpose hardware [10,11,33]. One of the key challenges for such deployment is the fact that general-purpose hardware is significantly less reliable than the dedicated network devices used in conventional network deployments [14, Section VI]. Hardware outages may in fact be caused by random failures, intentional attacks, software malfunction or disasters. This problem is motivating an emerging line of work on developing fault-tolerant virtualization strategies for NFV [16–18]. The typical solution, as summarized in [17], is to adapt to NFV well established policies introduced in the context of virtualization for data centers. These strategies are based on overprovisioning and diversity: NFs are split into multiple constituents VNFs, which are then mapped on Virtual Machines (VMs) instantiated on multiple distributed servers in order to minimize the probability of a disruptive failure as well as the mean time to recovery from a failure. This motivate us to propose a novel principle for the design of fault-tolerant NFV that moves from diversity-based solutions to coded solutions.

The previous work related to the dissertation is summarized in Section 1.3, while the contributions of this work is specified in Section 1.4.
1.3 State of the Art

In relation to the focus of the dissertation, previous studies in the literature can be grouped to the following three categories and the contribution of each work is summarized next.

1.3.1 Joint Users Scheduling and Resource Allocation for Mobile Cloud Computing

The design of a mobile cloud computing system, when optimized solely at the application layer, entails decision of whether a mobile can decrease its energy expenditure by offloading the execution of the entire application [3, 4, 34–36] or of some selected subtasks (see, e.g., [37,38]). Given that offloading requires transmission and reception on the wireless interface, a more systematic approach involves the joint optimization of offloading decisions and communication parameters, such as uplink power allocation [38,39], link and subcarrier selection [40,41], and uplink data rate [30,42].

The joint optimization of the set of subtasks to be offloaded and of the uplink transmission powers was studied in [38,39] under static channel condition. A related dynamic computation offloading approach was presented in [34, 42] that determines which application subtasks are to be executed remotely given the available wireless network connectivity. Assuming a simplified execution model, in which input data can be arbitrary partitioned for separate processing, references [30,43] study the fraction of the mobile data to be offloaded to the cloud, with the rest being executed locally at the mobile device. A framework that integrates wireless energy transfer and cloud mobile computing was put forth in [44].

The works summarized thus far focus on the operation of a single MU. In contrast to the single-MU problem formulation, in a scenario with multiple MUs transmitting over a shared wireless medium across multiple cells, the design of a mobile cloud computing system requires: (i) the management of interference for the
uplink, through which MUs offload the data needed for computation in the cloud; (ii) the management of interference for the downlink, through which the outcome of the cloud computations are fed back to the MUs; (iii) the allocation of backhaul resources for communication between wireless edge and cloud; and (iv) the allocation of computing resources at the cloud. Furthermore, the optimization should include user selection, or scheduling mechanisms whereby the offloading users are guaranteed an energy consumption that is smaller than the amount required for local computing at the device.

The limited literature on resource allocation and offloading decisions for the multiuser case includes papers [31, 45–52]. The problem of decentralized user scheduling when modeling the aspect (i) of uplink interference is considered in [45,46] for single-antenna elements within a game-theoretic framework. The joint allocation of radio and computational resources is considered in [47] by accounting for the elements (i) and (iv), in the presence of multiple clouds, with the aim of maximizing network operator revenue via resource pool sharing. A problem formulation including elements (i) and (iv) was studied in [48] with MIMO transceivers and for a fixed set of scheduled users. Scheduling in a single-cell was considered in [49] with the goal of minimizing the weighted sum mobile energy consumption; it was shown that the optimal scheduling and cloud resource allocation policy (element (iv)) have a threshold-based structure. Another scheduling strategy for multiuser offloading systems in a small-cell set-up is presented in [31], where the resources are allocated under the objective of minimizing the average latency experienced by the worst-case user by accounting for element (iv) with the inclusion of uplink and downlink tasks schedulers. A scheme that jointly optimizes the computation offloading decisions and the radio resource allocation in heterogeneous networks by accounting for element (i) so as to minimize the mobile energy expenditure under latency constraints was proposed in [50]. An energy-efficient resource allocation for interference-free
multi-users scenario was discussed in [51] with the aim of optimizing uplink and downlink transmissions duration while considering element (iv). Finally, the problem of scheduling tasks between cloud and edge processors was studied in [52] without modeling the physical layer.

1.3.2 Energy-efficient Resource Allocation and Cloudlet Offloading for Augmented Reality Mobile Applications

Augmented Reality (AR) applications have emerged as a way for enriching human perception by combining physical reality with artificial data [53–55], which have various practical purposes, e.g., in navigation [56,57], touring [58,59], entertainment [60–62] and personal assistance [63,64]. The envisioned 5G architecture holds the promise of allowing such immersive mobile applications to be efficiently deployed on the resource-constrained mobile devices over wireless networks. Just recently, the concept of deploying AR applications over mobile wireless networks have gained an increasing attention [53,54,65].

AR applications are computational-intensive and delay-sensitive, and their execution on mobile devices is generally prohibitive when satisfying users’ expectations in terms of battery lifetime [2,12,66]. To address this problem, it has been proposed to leverage mobile cloud computing [27,67–69] and mobile edge, or cloudlet computing [2,27,32,70]. Accordingly, users can offload the execution of the most time- and energy-consuming computations of AR applications to cloud servers via wireless access points and backhaul links or to cloudlet servers directly. The use of local cloudlet servers is instrumental in providing the required real-time experience, as it forgoes the use of backhaul network to access a distant cloud server [2,12,70].

Nevertheless, the stringent delay requirements pose significant challenges to the offloading of AR application via mobile edge computing [2,70–72]. A recent line of work has demonstrated that it is possible to significantly reduce mobile energy consumption under latency constraints by performing a joint optimization
of the allocation of communication and computational resources [28–31]. These investigations apply to generic applications run independently by different users. However, AR applications have the unique property that the applications of different users share part of the computational tasks and of the input and output data [2,32]. Most of the work related to AR applications, e.g., [2, 71, 73, 74], focus only on implementation aspects at the application layer without benefiting from the shared data and computations in a cross-layers optimization design.

1.3.3 Coded Network Function Virtualization: Fault Tolerance via In-Network Coding

The adaptive NFV-based deployment of the virtualized resources enhances user experience by allowing dynamic service provisioning of network functions as well as increases reliability by implementing fault tolerance mechanisms [13,18,33]. Practical platforms that implement NFV based on cloud computing include CloudNFV [75], THE REAL-TIME CLOUD [33] and CLOUDBAND [76].

Generally, NFV decouples the Network Functions (NFs), such as baseband processing at the base stations and firewalling or routing at the core network, from the physical network equipment on which they run. This is done by leveraging virtualization technology in order to map NFs into Virtual Network Functions (VNFs) that are instantiated on Commercial Off-The-Shelf (COTS) hardware resources, such as servers, storage devices and switches [13,14,33]. NFV enables an adaptive “slicing” of the available network physical resources so as to accommodate different network services, e.g., mobile broadband, machine-type or ultra-reliable communications [10].

Most research activity on NFV focuses on the design of mapping rules between VNFs and hardware resources via the solution of mixed integer problems (see, e.g., [77]). One of the key challenges for the adoption and deployment of NFV is the fact that COTS hardware is significantly less reliable than the dedicated network devices used in conventional network deployments [14, Section VI]. Hardware
outages may in fact be caused by random failures, intentional attacks, software malfunction or disasters. This problem is motivating an emerging line of work on developing fault-tolerant virtualization strategies for NFV [16–18]. The typical solution, as summarized in [17], is to adapt to NFV well established policies introduced in the context of virtualization for data centers. These strategies are based on overprovisioning and diversity: NFs are split into multiple constituents VNFs, which are then mapped on VMs instantiated on multiple distributed servers in order to minimize the probability of a disruptive failure as well as the mean time to recovery from a failure.

1.4 Dissertation Outline and Contributions

The main contributions of the dissertation encompass the design and the optimization of an energy-efficient and reliable resources scheduling in mobile cloud computing networks. The joint scheduling of resources is considered first for generic mobile application and without regards to the implementation aspects in Section 1.4.1. Then the joint allocation scheme is optimized for the offloading of specific AR-type of mobile applications in Section 1.4.2. Finally, the reliability of providing mobile cloud computing via virtualization is addressed in Section 1.4.3.

1.4.1 Joint Users Scheduling and Resource Allocation for Mobile Cloud Computing

Chapter 2 considers the problem of minimizing the mobile energy consumption for offloading under latency constraints over uplink and downlink precoding, uplink and downlink backhaul resource allocation, as well as cloud computing resource allocation for general multi-antenna transceivers. Unlike previous work that consider joint allocation of radio and computational resources, see Section 1.3.1, the problem formulation in Section 2.2 explicitly models the optimization of downlink communication for downloading the outcome of the optimization at the MUs as well as of the backhaul.
resource allocated to the active MUs in both uplink and downlink. The resulting problem requires the development of a novel adaptation of the Successive Convex Approximation (SCA) scheme [78, 79] that accounts for downlink and backhaul transmissions as shown in Section 2.3.

In Section 2.4, the optimization of users scheduling is tackled jointly with the operation of uplink/downlink, backhaul and computational resources under the key constraint that each offloading MU should not consume more energy than that required for local computation. The resulting mixed integer problem is tackled by a means of SCA coupled with the smooth $l_p$-norm approximation approach [80].

A hybrid cloud-edge computing set-up is studied in Section 2.5 in which, beside a cloud server, “cloudlet” or “edge” servers are available locally at the wireless access points. The cloudlet servers are able to execute offloaded applications without incurring backhaul latency but with a generally smaller CPU frequency [7]. For the first time, the investigations here have studied the optimal task allocation between cloudlet and the cloud via SCA with regards to the uplink and downlink radio and backhaul resources as well as the computing resources at the cloud.

The impact of cooperative downlink transmission via network MIMO [81] on the achievable energy-latency trade-off by accounting for the backhaul overhead needed to deliver user data to multiple access points for transmission to the MUs is studied in Section 2.6. This has also not previously studied in the context of mobile cloud computing with backhaul limitations. Comprehensive numerical results are finally presented in Section 2.7.
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1.4.2 Energy-efficient Resource Allocation and Cloudlet Offloading for Augmented reality Mobile Applications

Chapter 3 studies the problem of resource allocation for augmented reality (AR) applications that are implemented via mobile cloud/edge computing and leverages the unique collaborative transmission and processing features of AR applications. The resource allocation problem is formulated in Section 3.3 for minimizing the total mobile energy expenditure for offloading under latency constraints over communication and computation parameters by explicitly accounting for the collaborative nature of AR applications and tackled by means of a proposed Successive Convex Approximation (SCA) [78, 79] solution in Section 3.4. The proposed offloading solution optimizes the fraction of data transmitted by each user and thus potentially limiting the transmission of redundant information in the uplink as well as utilizes multicasting in the downlink. The gains that can be achieved by means of resource allocation as a function of the fraction of the data and computations that can be shared among users are quantified numerically in Section 3.5.
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1.4.3 Coded Network Function Virtualization: Fault Tolerance via In-Network Coding

A novel principle for the design of fault-tolerant NFV that moves from diversity-based solutions to coded solutions is proposed in Chapter 4. The proposed approach addresses the NF of uplink data decoding in a Cloud Radio Access Network (C-RAN) architecture, in which the baseband processing operations of the base station are carried out remotely at the “cloud” [82]. The proposed coded NFV solution that
leverages the algebraic structure of the transmitted coded data frames is introduced in Section 4.3. The performance of the coded NFV is compared to the diversity-based fault tolerance solution in Section 4.4.
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CHAPTER 2

JOINT UPLINK/DOWNLINK OPTIMIZATION FOR BACKHAUL-LIMITED MOBILE CLOUD COMPUTING WITH USER SCHEDULING

2.1 Introduction

Mobile devices provide a limited processing capability to the local and battery-powered computing environment due to the highly constrained battery capacity. This shortcoming have prevented the deployment of computationally-demanding mobile applications such as for gaming, object recognition or video processing on mobile devices. Mobile cloud computing enables the offloading of the execution of such heavy applications from mobile devices to cloudlet or cloud servers, which are connected to wireless access points, either directly or through finite-capacity backhaul links. The optimization of the operation of a mobile cloud computing system amounts to the problem of minimizing the energy required for offloading across all users under latency constraints at the application layer. Since multiple mobile users across multiple cells are communicating over a shared wireless medium and also sharing the computational resources at the cloud, this problem requires the management of interference for both the uplink, through which users offload the data needed for computation in the cloud, and for the downlink, through which the outcome of the cloud computation are fed back to the users, as well as the allocation of backhaul resources for communication between wireless edge and cloud and of computing resources at the cloud. In this chapter, the basic system model and the adopted problem formulation is described in Section 2.2. The basic model assumes fixed user scheduling, offloading to a centralized cloud processor, and non-cooperative transmission at the wireless access points. Generalizations that address user scheduling, local computing capabilities at the access points and cooperative transmission will be treated later in Section 2.4, Section 2.5 and Section 2.6, respectively.
2.2 General System Model and Problem Formulation

2.2.1 System Model

Consider a network composed of $N_c$ cells of possibly different sizes such as micro- or femto-cells. Each cell $n = 1, \ldots, N_c$ includes a base station, referred to as cloud-enhanced e-Node B (ceNB) borrowing from LTE nomenclature, which is connected to a common cloud server that provides computational resources. As shown in Figure 2.1, each cell contains $K$ active mobile users (MUs) that have been scheduled for the offloading of their local applications to the cloud processor. The $K$ MUs in the same cell transmit in orthogonal spectral resources, in the time or frequency domain. We denote by $i_n$ the MU in cell $n$ that is scheduled on the $i$-th spectral resource, and by $\mathcal{I} \triangleq \{i_n : i = 1, \ldots, K, n = 1, \ldots, N_c\}$ the set of all the active MUs in the system. Each MU $i_n$ and ceNB $n$ is equipped with $N_{T_{i_n}}$ transmit and $N_{R_n}$ receive antenna, respectively. Note that MUs in different cells that are scheduled on the same spectral resources interfere with each other.

Each MU $i_n$ wishes to run an application within a given maximum latency $T_{i_n}$. The application to be executed is characterized by the number $V_{i_n}$ of CPU cycles necessary to complete it, by the number $B_{i_n}^I$ of input bits, and by the number $B_{i_n}^O$ of output bits.移动用户（MUs）通过无线接入网络和有限容量回传链路，将应用程序的执行卸载到集中化的云处理器。
of output bits encoding the result of the computation. Table 2.1 summarizes the notations and parameters used in the system model.

Table 2.1 System Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{c_n}$, $F_{\text{ceNB}}$</td>
<td>cloud and cloudlet computational capacity</td>
</tr>
<tr>
<td>$C_{ul}^n, C_{dl}^n$</td>
<td>uplink and downlink backhaul capacity of cell $n$</td>
</tr>
<tr>
<td>$H_{in}, G_{in}$</td>
<td>uplink and downlink channel matrix for user $i_n$</td>
</tr>
<tr>
<td>$P_{ul}^n, P_{dl}^n$</td>
<td>uplink and downlink power budget constraint</td>
</tr>
<tr>
<td>$W_{ul}^n, W_{dl}^n$</td>
<td>uplink and downlink bandwidth</td>
</tr>
<tr>
<td>$N_0$</td>
<td>noise power spectral density</td>
</tr>
<tr>
<td>$N_{T_{in}}, N_{R_{in}}$</td>
<td>number of transmit and receive antenna</td>
</tr>
<tr>
<td>$B_{in}^I, B_{in}^O$</td>
<td>number of input and output bits for user $i_n$</td>
</tr>
<tr>
<td>$V_{in}$</td>
<td>number of CPU cycles for user $i_n$</td>
</tr>
<tr>
<td>$T_{in}$</td>
<td>latency constraint for user $i_n$</td>
</tr>
<tr>
<td>$N_c, K$</td>
<td>number of cells and number of users in each cell</td>
</tr>
<tr>
<td>$d_{in}$</td>
<td>reception energy constant for user $i_n$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>mobile device switched capacitance</td>
</tr>
<tr>
<td>$\alpha, \delta$</td>
<td>step size constant and termination accuracy</td>
</tr>
</tbody>
</table>

The energy and latency resulting from offloading of the applications of all active MUs are derived next. The offloading latency consist of the time $\Delta_{in}^{ul}$ needed for the MU to transmit the input bits to its ceNB in the uplink; the time $\Delta_{in}^{exe}$ necessary for the cloud to execute the instructions; the round-trip time $\Delta_{in}^{bh}$ for exchanging information between ceNB and the cloud through the backhaul link; and the time $\Delta_{in}^{dl}$ to send the result back to the MU in the downlink (see Figure 2.2). We can hence write the total offloading latency for MU $i_n$ as

$$\Delta_{in} = \Delta_{in}^{ul} + \Delta_{in}^{exe} + \Delta_{in}^{bh} + \Delta_{in}^{dl}. \quad (2.1)$$
Figure 2.2 Timeline of offloading from an MU $i_n$. Note that the total two-way backhaul latency is given as $\Delta_{bh} = \Delta_{bh,ul} + \Delta_{bh,dl}$.

The energy $E_{in}$ of each MU $i_n$ instead depends only on the power used for transmission in the uplink and reception energy in the downlink. These latency and energy terms are computed as a function of the radio and computational resources as detailed next.

1) Uplink transmission: The optimization variables at the physical layer for the uplink are the users’ transmit covariance matrices $Q_{ul} \triangleq (Q_{ul})_{i_n \in \mathcal{I}}$, where $Q_{ul} = \mathbb{E}[x_{ul}^i x_{ul}^i]$ with $x_{ul}^i \sim \mathcal{CN}(0, Q_{ul}^i)$ being the signal transmitted by the user $i_n$. These matrices are subject to power budget constraints

$$Q_{ul}^{i_n} \triangleq \left\{ Q_{ul}^{i_n} \in \mathbb{C}^{N_{R_{in}} \times N_{R_{in}}} : Q_{ul}^{i_n} \succeq 0, \text{tr}(Q_{ul}^{i_n}) \leq P_{ul}^{i_n} \right\}, \quad (2.2)$$

where $P_{ul}^{i_n}$ is the maximum allowed transmit energy per symbol of MU $i_n$. For any given profile $Q_{ul}$, the achievable transmission rate, in bits per symbol, which corresponds to the mutual information evaluated on the MIMO Gaussian channel (see, e.g., [83]) of MU $i_n$ when multi-user interference is treated as additive Gaussian noise, is

$$r_{ul}^{i_n}(Q) = \log_2 \det \left( I + H_{in}^H R_{ul}^{i_n}(Q_{ul}^{i_n})^{-1} H_{in} Q_{ul}^{i_n} \right), \quad (2.3)$$

where

$$R_{ul}^{i_n}(Q_{ul}^{i_n}) \triangleq N_0 I + \sum_{j_m \in \mathcal{I}, m \neq n} H_{jm,n} Q_{ul}^{j_m} H_{jm,n}^H \quad (2.4)$$

is the covariance matrix of the sum of the noise and of the inter-cell interference affecting reception at the $n$-th ceNB in the $i$-th spectral resources; $Q_{ul}^{i_n} \triangleq$
\[ \left( \left( Q_{ul}^{ij} \right)_{j=1}^{K} \right)_{n \neq m = 1}^{N_e} ; N_0 \text{ is the noise power spectral density; and } H_{i_{in}} \text{ is the uplink channel matrix for MU } i_{in} \text{ to the ceNB in the cell } n, \text{ whereas } H_{j_{m,n}} \text{ is the cross channel matrix between the interfering MU } j_{m} \text{ in the cell } m \text{ and the ceNB in cell } n. \text{ The channel matrices account for path loss, slow and fast fading. The time, in seconds, necessary for user } i \text{ in cell } n \text{ to transmit the input bits } B_{i_{in}} \text{ to its ceNB in the uplink is then} \]

\[ \Delta_{i_{in}}^{ul} (Q_{ul}) = \frac{B_{i_{in}}}{W_{ul} P_{ul}^{i_{in}} (Q_{ul})}, \]  

(2.5)

where \( W_{ul} \) is the uplink channel bandwidth allocated to each one of the orthogonal spectral resources. The corresponding energy consumption due to uplink transmission is then

\[ E_{i_{in}}^{ul} (Q_{ul}) = B_{i_{in}} \frac{\text{tr} (Q_{i_{in}}^{ul})}{r_{ul}^{i_{in}} (Q_{ul})}, \]  

(2.6)

since around \( B_{i_{in}} / r_{ul}^{i_{in}} (Q_{ul}) \) channel uses are needed in order to transmit reliably in the uplink.

2) Downlink transmission: The optimization variables for the downlink are the ceNBs' transmit covariance matrices \( (Q_{in}^{dl})_{i=1}^{K} \), which are subject to per-ceNB power constraints \( P_{in}^{dl} \):

\[ Q_{in}^{dl} \triangleq \left\{ (Q_{i_{in}}^{dl})_{i=1}^{K} \in \mathbb{C}^{N_{r_{in}} \times N_{r_{in}}} : Q_{i_{in}}^{dl} \succeq 0, \sum_{i=1}^{K} \text{tr} (Q_{i_{in}}^{dl}) \leq P_{in}^{dl} \right\}. \]  

(2.7)

Similar to the uplink, one can write the achievable rate in bits per symbol for each MU in the downlink as

\[ r_{i_{in}}^{dl} (Q_{i_{in}}^{dl}) = \log_2 \det \left( I + G_{i_{in}}^{H} R_{i_{in}}^{dl} (Q_{i_{in}}^{dl})^{-1} G_{i_{in}} Q_{i_{in}}^{dl} \right), \]  

(2.8)

with

\[ R_{i_{in}}^{dl} (Q_{i_{in}}^{dl}) \triangleq N_0 I + \sum_{j_{m} \in \mathcal{M}, m \neq n} G_{j_{m,n}} Q_{j_{m,n}} G_{j_{m,n}}^{H}; \]  

(2.9)
the corresponding required transmission time reads

$$\Delta_{dl}^{in}(Q_{dl}^{in}) = \frac{B_{in}^O}{W_{dl} r_{dl}^{in}(Q_{dl}^{in})},$$  \hspace{1cm} (2.10)$$

where $G_{in}$ is the downlink channel matrix between the ceNB in cell $n$ and the MU $i_n$; $G_{jm,n}$ is the cross channel matrix between the interfering MU $j_{m}$ in the cell $m$ and the ceNB in cell $n$; $W_{dl}$ is the downlink channel bandwidth; and $Q_{dl}^{in} \triangleq \left( (Q_{jm}^{in})_{j=1}^{K} \right)_{n \neq m=1}^{N_c}$. The downlink energy consumption is given by

$$E_{dl}^{in}(Q_{dl}^{in}) = B_{in}^O d_{in} r_{dl}^{in}(Q_{dl}^{in}),$$  \hspace{1cm} (2.11)$$

where $d_{in}$ is parameter that indicates the receiver energy expenditure for each symbol interval. Note that (2.7)-(2.8) implicitly assume that the downlink spectral resources are allocated to the MUs in the same way as for the uplink, so that MUs $i_n$ for $n = 1, \ldots, N_c$ are mutually interfering in both uplink and downlink. This assumption can be easily alleviated at the cost of introducing additional notation.

3) Cloud processing: Let $F_c$ be the capacity in terms of number of CPU cycles per second of the cloud; and let $f_{in} \geq 0$ be the fraction of the processing power $F_c$ assigned to user $i_n$, so that $\sum_{i_n \in I} f_{in} \leq 1$. The time needed to run $V_{in}$ CPU cycles for user $i_n$ remotely is then

$$\Delta_{exe}^{in}(f_{in}) = \frac{V_{in}}{f_{in} F_c}.$$  \hspace{1cm} (2.12)$$

Define $f \triangleq (f_{in})_{i_n \in I}$.

4) Backhaul transmission: Let us denote by $C_{ul}^{in}$ the capacity in bits per second of the backhaul connecting the ceNB in cell $n$ with the cloud, and by $C_{dl}^{in}$ the capacity in bits per second of the backhaul connecting the cloud with the ceNB in cell $n$. Let $c_{ul}^{in}, c_{dl}^{in} \geq 0$ be the fraction of the backhaul capacities $C_{ul}^{in}$ and $C_{dl}^{in}$, respectively, allocated to MU $i$ in cell $n$. We then have the constraint $\sum_{i=1}^{K} c_{ul}^{in} \leq 1$ and $\sum_{i=1}^{K} c_{dl}^{in} \leq 1$ for all $n$. Moreover, the time delay due to the backhaul transfer between ceNB $n$ and
the cloud in both directions is given by

\[ \Delta_{bh}^{i_n}(c_{ul}^{i_n}, c_{dl}^{i_n}) = \frac{B_{in}}{c_{ul}^{i_n} C_{ul}^{i_n}} + \frac{B_{in}}{c_{dl}^{i_n} C_{dl}^{i_n}}, \]  

(2.13)

where the first term represents the latency in the uplink direction, denoted as \( \Delta_{bh,ul}^{i_n} \) (cf. Figure 2.2), and the second term represents the latency in the downlink direction, denoted as \( \Delta_{bh,dl}^{i_n} \) in the same figure. The uplink/downlink backhaul allocation vectors are defined as \( c^{ul} \triangleq (c_{ul}^{i_n})_{i_n \in I} \) and \( c^{dl} \triangleq (c_{dl}^{i_n})_{i_n \in I} \), respectively.

### 2.2.2 Problem Formulation

The total energy consumption due to the offloading of user \( i_n \) data, i.e., transmitting \( B_{in}^{ul} \) bits and receiving \( B_{in}^{dl} \) bits, is then given by

\[
E_{in}(Q^{ul}, Q^{dl}) = E_{in}^{ul}(Q^{ul}) + E_{in}^{dl}(Q^{dl}) = B_{in}^{ul} \text{tr}(Q_{in}^{ul}) + B_{in}^{dl} d_{in}^{dl} \frac{d_{in}^{dl}(Q_{in}^{dl})}{W_{dl}^{r_{in}}(Q^{dl})},
\]

(2.14)

The optimal offloading problem can be stated as the minimization of the sum of the energy spent by all MUs to run their applications remotely, subject to individual latency and power constraints. Stated in mathematical terms, the problem reads

\[
\min_{Q^{ul}, Q^{dl}, f, c^{ul}, c^{dl}} E(Q^{ul}, Q^{dl}) \triangleq \sum_{i_n \in I} E_{in}(Q^{ul}, Q^{dl}) = \sum_{i_n \in I} B_{in}^{ul} \text{tr}(Q_{in}^{ul}) + B_{in}^{dl} d_{in}^{dl} \frac{d_{in}^{dl}(Q_{in}^{dl})}{W_{dl}^{r_{in}}(Q^{dl})}
\]

s.t.  

1. \( \frac{B_{in}^{ul}}{W_{ul}^{r_{in}}(Q^{ul})} + \frac{B_{in}^{dl}}{W_{dl}^{r_{in}}(Q^{dl})} + \frac{V_{in}}{f_{in} F_c} + \frac{P_{in}}{c_{ul}^{in} C_{ul}^{in}} + \frac{P_{in}}{c_{dl}^{in} C_{dl}^{in}} \leq T_{i_n}, \forall i_n \in I, \)

C.2 \( f_{in} \geq 0, \forall i_n \in I, \sum_{i_n \in I} f_{in} \leq 1, \)

C.3 \( c_{ul}^{in}, c_{dl}^{in} \geq 0, \forall i_n \in I, \sum_{i_n \in I} c_{ul}^{in} \leq 1, \sum_{i_n \in I} c_{dl}^{in} \leq 1, \forall n = 1, \ldots, N_c, \)

C.4 \( Q_{in}^{ul} \in Q_{in}^{ul}, \forall i_n \in I, (Q_{in}^{dl})_{i_n \in I} \in Q_{in}^{dl}, \forall n = 1, \ldots, N_c. \)  

(P.1)
Constraint C.1 enforces that the latency for any MU \( i_n \) to be less than or equal to the maximum tolerable delay of \( T_{in} \) seconds; C.2 imposes the mentioned limit on the cloud computational resources; C.3 enforces the limited backhaul capacities in uplink and downlink; and C.4 guarantee that power budget constraint on the radio interface of both uplink and downlink is satisfied. Note that problem (P.1) depends only on the ratios \( B_{in}^I/W_{ul} \), \( B_{in}^I/C_{ul} \), \( V_{in}/F_c \), \( B_{in}^O/W_{dl} \), and \( B_{in}^O/C_{dl} \). We denote by \( Z \triangleq (Q_{ul}, Q_{dl}, f, c_{ul}, c_{dl}) \) the set of all optimization variables, and by \( Z \) the feasible set of (P.1). Note that (P.1) is non-convex, due to the non-convexity of the objective function and of the constraint C.1.

**Remark 1.** As discussed, the expression in C.1 for the latency of each user assumes that the communication and processing steps, including uplink transmission, edge-to-cloud backhaul transmission, cloud processing, cloud-to-edge backhaul transmission and downlink transmission take place one after the other for each user, as illustrated in Figure 2.2. Given that the uplink, backhaul, execution and downlink latencies may be different across the users, the communication steps of different users may not be aligned. While this fact may be exploited by a sophisticated receiver that tracks the variation of the interference power within a communication block, the resulting achievable rates are extremely difficult to characterize and optimize. In contrast, the expression of the uplink and downlink rates (2.3) and (2.8), in which interference is assumed to be caused by all users, are achievable by means of standard decoders (see, e.g., [84]) and can be efficiently computed and optimized, as it will be shown in Section 2.3.

**Feasibility.** Problem (P.1) has a non-empty feasible set if there exist matrices \( Q_{ul} \) and \( Q_{dl} \) such that the following inequalities hold

a) \( T_{in} > \frac{B_{in}^I}{W_{ul} \cdot r_{in}^{ul}(Q_{ul})} + \frac{B_{in}^O}{W_{dl} \cdot r_{in}^{dl}(Q_{dl})}, \forall i_n \in \mathcal{I}; \)

b) \( \sum_{i_n \in \mathcal{I}} Ti_n - \frac{B_{in}^I}{W_{ul} \cdot r_{in}^{ul}(Q_{ul})} + \frac{B_{in}^O}{W_{dl} \cdot r_{in}^{dl}(Q_{dl})} \leq \alpha_1; \)
c) \( \sum_{i=1}^{K} \frac{B_{in}^l}{C_{in}^{ul}} \leq \alpha_2, \forall n = 1, \ldots, N_c; \)

d) \( \sum_{i=1}^{K} \frac{B_{in}^o}{C_{in}^{dl}} \leq \alpha_3, \forall n = 1, \ldots, N_c; \)

for some \( \alpha_1, \alpha_2, \alpha_3 \geq 0 \) with \( \alpha_1 + \alpha_2 + \alpha_3 = 1 \). In fact, if above conditions are met, one can always choose \( f_i = \frac{\alpha_1 - 1}{V_i / F_c} \left( T_i - \frac{B_{in}^l}{W_{ul}^{ul}(Q_{in}^u)} + \frac{B_{in}^o}{W_{dl}^{dl}(Q_{in}^d)} \right) \), and similarly for \( c_{in}^{ul} \) and \( c_{in}^{dl} \), so that conditions b), c) and d) are satisfied with equality.

**Remark 2.** When the goal is identifying the achievable trade-off curve between energy consumption and latency, assuming for simplicity that all MUs have the same latency constraint \( T \), e.g., \( T_i = T \), the following problem may also be considered

\[
\begin{align*}
\min_{Q_{ul}, Q_{dl}, f, c_{ul}, c_{dl}, T} & \quad E(Q_{ul}, Q_{dl}) + \lambda T \\
\text{s.t.} & \quad C.1 \quad \frac{B_{in}^l}{W_{ul}^{ul}(Q_{in}^u)} + \frac{B_{in}^l}{C_{in}^{ul}} + \frac{V_i}{F_c} + \frac{B_{in}^o}{C_{in}^{dl}} + \frac{B_{in}^o}{W_{dl}^{dl}(Q_{in}^d)} \leq T, \forall i_n \in \mathcal{I}, \\
& \quad C.2 - C.4 \text{ of (P.1)},
\end{align*}
\]

where \( \lambda > 0 \) is a parameter identifying the desired relative weight between energy and latency minimization.

**Remark 3.** The problem formulation (P.1) can be easily extended to account for a more general backhaul topology in which the ceNBs are connected to the cloud via a multi-hop network with predefined routes between ceNBs and cloud. We do not further elaborate on this model here, because of the space limitation.

**Remark 4.** Problem (P.1) was tackled in [48] for the special case where the joint optimization was over radio and computational resources and only in the uplink direction. Problem (P.1), instead, considers a general setup in which joint optimization carried over backhaul capacities in both uplink and downlink, as well
as the optimization over the downlink radio transmission from the ceNB to the MU. This generalization entails different formulations for the objective function and for the latency constraint from that in [48] and thus calls for novel SCA-based solution methods.

2.3 Successive Convex Approximation Optimization

Problem (P.1) is non-convex due to the non-convexity of the objective function and of the constraint C.1. To address this issue, one can leverage the SCA method proposed in [78, 79] for general non-convex problems. The SCA algorithm in [78, 79] is proved to converge to a stationary solution of the (NP-hard) non-convex problem by solving a sequence of convex sub-problems, each one of which can be solved in polynomial time, e.g., by interior-point methods [85]. To do so, one needs to identify convex approximants for the objective function and for the non-convex constraints C.1 that satisfy the conditions specified in [78, 79] as discussed next.

2.3.1 Convex Surrogate for the Objective Function

Define as $\mathcal{K} \supseteq \mathcal{Z}$ any compact convex set containing the feasible set $\mathcal{Z}$ such that all functions in (P.1) are well defined on it. Note that such a set always exists. This set exists by the same arguments used in [48, Section IV-B]. Let $\mathbf{Z}(v) \triangleq (Q^{ul}(v), Q^{dl}(v), f(v), c^{ul}(v), c^{dl}(v))$, with $v$ being the current iterate index of the SCA algorithm. According to [78, 79], in order to be used within the SCA scheme, a convex approximant $\tilde{E}(\mathbf{Z}; \mathbf{Z}(v))$ of the objective function $E(Q^{ul}, Q^{dl})$ around the current feasible iterate $\mathbf{Z}(v) \in \mathcal{Z}$ must satisfy the following properties ([78, Section II]):

A1: $\tilde{E}(\bullet; \mathbf{Z}(v))$ is uniformly strongly convex on $\mathcal{K}$;

A2: $\nabla_{Q^{ul}} \tilde{E}(\mathbf{Z}(v); \mathbf{Z}(v)) = \nabla_{Q^{ul}} E(Q^{ul}(v), Q^{dl}(v))$ and $\nabla_{Q^{dl}} \tilde{E}(\mathbf{Z}(v); \mathbf{Z}(v)) = \nabla_{Q^{dl}} E(Q^{ul}(v), Q^{dl}(v))$, for all $\mathbf{Z}(v) \in \mathcal{Z}$;
A3: $\nabla_Z \tilde{E} (\bullet; \bullet)$ is Lipschitz continuous on $K \times Z$;

where $\nabla_x f(x; y)$ denotes the conjugate gradient of the function $f(x; y)$ with respect to its first argument $x$. It is noted that, besides the convexity and smoothness conditions A1 and A3, A2 enforces that the first-order behavior of the approximant be the same as for the original function. In what follows, an approximant for the objective function (2.14) satisfying A1-A3 above is derived. Let us write

$$\tilde{E} (Z; Z(v)) \triangleq \sum_{i_n \in I} \tilde{E}_{i_n} (Z_{i_n}; Z(v)) + \bar{E} (Z; Z(v))$$

(2.15)

where $Z_{i_n} \triangleq (Q_{i_n}^{ul}, Q_{i_n}^{dl}, f_{i_n}, c_{i_n}^{ul}, c_{i_n}^{dl})$ being the vector of the optimization variables with the function $\bar{E} (Z; Z(v)) \triangleq \frac{\gamma_{qul} }{2} \sum_{i_n \in I} \| Q^{ul} - Q^{ul} (v) \|^2 + \frac{\gamma_{qdl} }{2} \sum_{i_n \in I} \| Q^{dl} - Q^{dl} (v) \|^2 + \frac{\gamma_f}{2} \| f - f (v) \|^2 + \frac{\gamma_{cul} }{2} \| c^{ul} - c^{ul} (v) \|^2 + \frac{\gamma_{cdl} }{2} \| c^{dl} - c^{dl} (v) \|^2$ is added to make the approximant objective function (2.15) strongly convex on $K$, with $\gamma_{qul}, \gamma_{qdl}, \gamma_f, \gamma_{cul}$ and $\gamma_{cdl}$ being arbitrary positive constants (see [78, 79]). The functions $\tilde{E}_{i_n}^{ul} (Q^{ul}; Q^{ul} (v))$ and $\tilde{E}_{i_n}^{dl} (Q^{dl}; Q^{dl} (v))$ are the convex approximants for the uplink and downlink energy terms, respectively, as derived next.

1) **Convex approximant for $E_{i_n}^{ul} (Q^{ul})$:** It is not difficult to check that an approximant that utilize the “partial” convexity of the uplink energy function (2.6) can be obtained as (cf. [48, Section IV-B])

$$\tilde{E}_{i_n}^{ul} (Q^{ul}; Q^{ul} (v)) = \text{tr} (Q^{ul} (v)) \frac{B_{i_n}^{ul}}{\rho_{i_n}^{ul} (Q^{ul} (v), Q^{ul} (v))}$$

(2.16)

$$+ \text{tr} (Q_{i_n}^{ul}) \frac{B_{i_n}^{ul}}{\rho_{i_n}^{ul} (Q_{i_n}^{ul} (v), Q_{i_n}^{ul} (v))}$$

$$+ \sum_{j_m \in I, m \neq n} \left\langle \nabla Q_{i_n}^{ul} \cdot E_{j_m} (Q^{ul} (v)), Q_{i_n}^{ul} - Q_{i_n}^{ul} (v) \right\rangle,$$
where \( \langle A, B \rangle \triangleq \text{Re} \{ \text{tr} (A^H B) \} \), and the conjugate gradient \( \nabla_{Q_{ul}^*} E_{jm} (Q_{ul}^u (v)) \) is given by [48, eq. (18)]

\[
\nabla_{Q_{ul}^*} E_{jm} (Q_{ul}^u (v)) = \frac{\text{tr} (Q_{j m}^u (v) \Delta_{jm}^u (Q_{ul}^u (v)))}{\log (2) r_{jm}^u (Q_{ul}^u (v))} \times \mathbf{H}_{in}^H \mathbf{R}_{m}^u (Q_{j m}^u (v))^{-1} - \mathbf{R}_{m}^u (Q_{j m}^u (v))^{-1} \mathbf{H}_{in}^H \nabla_{Q_{ul}^*} E_{jm} (Q_{ul}^u (v) \mathbf{H}_{in}^H)^{-1} \mathbf{H}_{in} n, \]

(2.17)

2) Convex approximant for \( E_{il} (Q_{il}^d) \): To obtain the desired convex approximant of downlink energy in (2.11), one needs to construct the convex surrogate for the downlink rate function, i.e., \( \tilde{r}_{il} (Q_{il}^d; Q_{il}^d (v)) \). To obtain such an approximant, we exploit first the concave-convex structure of the rate functions \( r_{il} (Q_{il}^d) \)

\[
r_{il}^d (Q_{il}^d) = \log_2 \det (\mathbf{R}_{n}^d (Q_{il}^d (v) + \mathbf{H}_{in}^H \mathbf{Q}_{il}^d)) - \log_2 \det (\mathbf{R}_{n}^d (Q_{il}^d (v))^{r_{il}^d (Q_{il}^d (v)}),
\]

(2.18)

where \( r_{il}^d (Q_{il}^d) \) and \( r_{il}^d (Q_{il}^d (v)) \) are concave functions. The convex approximant is then obtained as

\[
\tilde{r}_{il}^d (Q_{il}^d; Q_{il}^d (v)) = r_{il}^d + (Q_{il}^d) - r_{il}^d - (Q_{il}^d (v)) - \sum_{j_m \in I} \langle \nabla_{Q_{j m}^d} r_{il}^d (Q_{il}^d (v)), Q_{j m}^d - Q_{j m}^d (v) \rangle,
\]

(2.19)

with

\[
\nabla_{Q_{j m}^d} r_{il}^d (Q_{il}^d (v)) = \mathbf{H}_{jn}^H \mathbf{R}_{m}^d (Q_{j m}^d (v))^{-1} \mathbf{H}_{jn} n.
\]

(2.20)

Then, we can simply obtain the convex approximant for \( E_{il} (Q_{il}^d) \) as

\[
\tilde{E}_{il}^d (Q_{il}^d; Q_{il}^d (v)) = B_{il}^O d_{il} \frac{d_{il}^d (Q_{il}^d (v))}{\tilde{r}_{il} (Q_{il}^d; Q_{il}^d (v))}.
\]

(2.21)

Remark 5. The key advantage of SCA [78, 79] as compared to more conventional approaches such as Difference-of-Convex (DC) programming [86] is that the convex
surrogate $\tilde{E}(Z; Z(v))$ need not be a global upper bound on the function $E(Q^{ul}, Q^{dl})$ – a condition that appears to be difficult to ensure for the objective function of (P.1).

### 2.3.2 Inner Convexification of the Constraints

Next, let us consider the latency constraint C.1. Note that this constraint differs from the corresponding latency constraint in [48] by virtue of the contributions due to downlink and backhaul transmissions. Let us define the non-convex part of the left-hand side of C.1 as

$$g_{in}(Q^{ul}, Q^{dl}) \triangleq B^I_{in} \frac{W^{ul}r^{ul}_{in}(Q^{ul})}{W^{dl}r^{dl}_{in}(Q^{dl})} + B^O_{in} \frac{W^{dl}r^{dl}_{in}(Q^{dl})}{W^{dl}r^{dl}_{in}(Q^{dl})}. \quad (2.22)$$

To apply SCA, one needs to obtain an approximant $\tilde{g}_{in}(Q^{ul}, Q^{dl}; Z(v))$ at the current iterate $Z(v) \in Z$ that satisfies the following properties ([78, Section II]):

- **B1:** $\tilde{g}_{in}(\bullet, Z(v))$ is uniformly convex on $\mathcal{K}$;
- **B2:** $\nabla Z \cdot \tilde{g}_{in}(Q^{ul}(v), Q^{dl}(v); Z(v)) = \nabla Z \cdot g_{in}(Q^{ul}(v), Q^{dl}(v))$, for all $Z(v) \in Z$;
- **B3:** $\nabla Z \cdot \tilde{g}_{in}(\bullet; \bullet)$ is continuous on $\mathcal{K} \times Z$;
- **B4:** $\tilde{g}_{in}(Q^{ul}(v), Q^{dl}(v); Z(v)) \geq g_{in}(Q^{ul}(v), Q^{dl}(v))$, for all $(Q^{ul}, Q^{dl}) \in \mathcal{K}$ and $Z(v) \in Z$;
- **B5:** $\tilde{g}_{in}(Q^{ul}(v), Q^{dl}(v); Z(v)) = g_{in}(Q^{ul}(v), Q^{dl}(v))$, for all $Z(v) \in Z$;
- **B6:** $\tilde{g}_{in}(\bullet; \bullet)$ is Lipschitz continuous on $\mathcal{K} \times Z$.

Besides the first-order behavior and smoothness conditions B2, B3 and B6, the key assumptions B1, B4 and B5 enforce that the approximant $\tilde{g}_{in}(Q^{ul}, Q^{dl}; Z(v))$ be a locally tight (condition B5) convex (condition B1) upper bound (condition B4) on the original constraint $g_{in}(Q^{ul}, Q^{dl})$. The desired surrogate approximation $\tilde{g}_{in}(Q^{ul}, Q^{dl}; Z(v))$ is then obtained from (2.19) as

$$\tilde{g}_{in}(Q^{ul}, Q^{dl}, Z(v)) \triangleq \frac{B^I_{in}}{W^{ul}r^{ul}_{in}(Q^{ul}; Q^{ul}(v))} + \frac{B^O_{in}}{W^{dl}r^{dl}_{in}(Q^{dl}; Q^{dl}(v))}. \quad (2.23)$$

The proposed approximant (2.23) is an upper bound (condition B4) and is a convex function of $Q^{ul}$ and $Q^{dl}$ (condition B1). This is because both terms in (2.23)
are the reciprocal of a concave and positive function, and the sum of the two convex functions is convex. Furthermore, it is easy to show that the original constraint (2.22) and its convex approximant (2.23) have the same first-order behavior (condition B2) by evaluating the gradient of both functions at the current iterate. The remaining properties B3-B6 can also be checked in a similar manner to [48, Section IV-B]. For instance, since the approximant functions (2.16) and (2.19) are twice continuously differentiable over the compact convex set \( K \supseteq Z \), the Lipschitz continuity of their conjugate gradients follows readily.

### 2.3.3 SCA Algorithm

The SCA algorithm operates by iteratively solving the following problem around the current iterate \( Z(v) \in Z \),

\[
\hat{Z}(Z(v)) \triangleq \arg\min_{Q^{ul},Q^{dl},f,c^{ul},c^{dl}} \tilde{E}(Z;Z(v))
\]

s.t.

\[
\begin{align*}
C.1 & \quad \tilde{g}_{in}(Q^{ul},Q^{dl};Z(v)) + \frac{B_{in}^l}{c_{in}^{ul}C_{n}^{ul}} + \frac{B_{in}^o}{c_{in}^{dl}C_{n}^{dl}} + \frac{V_{in}}{f_{in}F_c} \leq T_{in}, \forall i_n \in \mathcal{I}, \\
C.2 - C.4 & \quad \text{of (P.1)}.
\end{align*}
\]

The unique solution of the strongly convex optimization problem (P.3) is denoted \( \hat{Z}(Z(v)) \triangleq (\hat{Q}^{ul},\hat{Q}^{dl},\hat{f},\hat{c}^{ul},\hat{c}^{dl}) \). Note that \( \tilde{E}(Z;Z(v)) \) is a function of \( Z \), given the current iterate \( Z(v) \).

The SCA scheme is summarized in Algorithm 1. In step 1, the termination criterion is \( |E(Q^{ul}(v+1),Q^{dl}(v+1)) - E(Q^{ul}(v),Q^{dl}(v))| \leq \delta \), where \( \delta > 0 \) is the desired accuracy. The step size rule we used is \( \gamma(v) = \gamma(v-1)(1-\alpha\gamma(v-1)) \) with \( \gamma(0) \in (0,1] \) and \( \alpha \in (0,1/\gamma(0)) \) (other step size rules can also be adopted, see [78, 79]). Algorithm 1 converges to a stationary point of the problem (P.1) in the sense of [48, Theorem 2].
Remark 6. The SCA scheme can also be easily adapted to tackle the weighted sum problem (P.2) discussed in Remark 2. This alternative formulation has the key advantage that the identification of an initial feasible point $Z(0) \triangleq (Q_u^l(0), Q_d^l(0), f(0), c_u^r(0), c_d^r(0), T(0))$ for the SCA is a trivial task. This is because one can always select a value of $T(0)$ that satisfies the constraint C.1 in (P.2) for given values of the other variables.

Remark 7. Each instance of the optimization problem (P.3) tackled by SCA can be solved with complexity $O(\max\{n^3, n^2m\})$ using interior-points methods [87, Ch. 1], where $n$ is the size of the optimization variables, namely $\left(2N_{\text{in}}^2 + 3\right) KN_c$, and $m$ is the number of constraints, namely $m = 7KN_c + 3N_c + 1$. Note that the complexity scales polynomially with the number $K$ of users and with all system parameters.

While here we have focused on a centralized implementation, the complexity could be further reduced by developing distributed solutions as described in [78, Section IV]. Finally, we would also like to mention that, in practice, rather than solving problem (P.3) using SCA at each time slot for the given realization of the channels, it would be possible to solve the problem for a number of representative channels so as to build a sufficiently dense look-up table. More interestingly, as recently explored in [88] for power allocation in an interference channel, one could use such representative channels to train a neural network, or another learning machine, to “interpolate” the solution to other channel realizations. These aspects are left for future investigations.

2.4 Users Scheduling

In the previous section, it was assumed that a given number of active users, namely $K$ per cell, was scheduled for transmission. The premise of this section, is that, if too many MUs simultaneously choose to offload their computational tasks, the resulting interference on the wireless channel may require an energy consumption at the mobile for wireless transmission that exceeds the energy that would be needed for
Algorithm 1: SCA Solution for (P.3)

**Input:** Parameters from Table 2.1; \( Z(0) \in \mathcal{Z}; v = 0; \{ \gamma(v) \}_v \in (0, 1]; \gamma_{qul}, \gamma_{qdl}, \gamma_f, \gamma_{cul}, \gamma_{cdl} > 0. \)

1: If \( Z(v) \) satisfies the termination criterion, stop.
2: Compute \( \hat{Z}(Z(v)) \) from (P.3).
3: Set \( Z(v + 1) = Z(v) + \gamma(v) \left( \hat{Z}(Z(v)) - Z(v) \right) \).
4: \( v \leftarrow v + 1 \), and return to step 1.

**Output:** \( Z = (Q^{ul}, Q^{dl}, f, c^{ul}, c^{dl}) \).

Local computing at some MUs. Moreover, the backhaul and computing delays may make the latency constraint in problem (P.1) impossible to satisfy, and thus problem (P.1) infeasible. For these reasons, in this section, we consider user selection with the aim of maximizing the number of MUs that perform offloading while guaranteeing that the selected MUs can satisfy their latency constraints and, at the same time, consume less energy than with local computing. In the rest of this section, the local computation energy model is first elaborated on and then the user scheduling problem is formulated and tackled by integrating SCA with smooth \( l_p \)-norm approximation methods.

### 2.4.1 Local Computation Energy

When the application is executed at the mobile device, the energy consumption \( E^M_{in} \) is determined by the number of CPU cycles required by the application, \( V_{in} \), and by the clock frequency of the device chip, which is denoted here as \( F_{in} \). In particular, for CMOS circuits, the energy per operation is proportional to the square of the supply voltage to the chip, and when the supply voltage is low, the clock frequency of the chip is a linear function of the voltage supply [89]. As a result, the mobile energy for
computing can be expressed as

\[ E^M_i = \kappa V_i F_{i_n}^2, \quad (2.24) \]

where \( \kappa \) is the effective switched capacitance, which depends on the MU processor architecture, and the clock frequency is selected so as to meet the latency constraint, yielding

\[ F_{i_n} = \frac{V_{i_n}}{T_{i_n}}, \quad (2.25) \]

By plugging this into (2.24), the total consumption energy for mobile execution is obtained as

\[ E^M_{i_n} = \kappa V_{i_n}^3 T_{i_n}^{-2}. \quad (2.26) \]

For each MU \( i_n \), offloading is advantageous when the energy for local mobile computing is higher than the energy required for offloading, i.e.,

\[ E^M_{i_n} \geq E^{ul}_{i_n} (Q^{ul}), \quad (2.27) \]

where \( E^{ul}_{i_n} (Q^{ul}) \) is given in (2.6). Note that here for brevity only the uplink energy contribution in (2.14) is considered.

2.4.2 User Scheduling

To proceed, let us introduce the auxiliary slack variables \((x_{i_n}, y_{i_n})\) for each MU \( i_n \) measuring the violation of the latency constraint C.1 in (P.1) and the energy constraint (2.27), respectively. Our system design becomes maximizing the number of MUs that can perform offloading, while satisfying the latency constraints and guaranteeing energy savings with respect to local computation when offloading is performed. This amounts to maximizing the number of MUs \( i_n \) with no violation of the mentioned constraints, i.e., with \( x_{i_n} = 0 \) and \( y_{i_n} = 0 \). This is done here by
minimizing the $\ell_0$-norm
\[
\|x\|_0 + \|y\|_0 = \sum_{i_n \in \mathcal{X}} I(x_{i_n} > 0) + \sum_{i_n \in \mathcal{X}} I(y_{i_n} > 0),
\]  
(2.28)
where $I$ is an indicator function that returns 1 for $x_{i_n}, y_{i_n} > 0$ and 0 otherwise, also define $x \triangleq [x_{i_n}]_{i_n \in \mathcal{X}}$ and $y \triangleq [y_{i_n}]_{i_n \in \mathcal{X}}$. The sum of the $l_0$-norms of the slack vectors $x$ and $y$ in (2.28) counts the number of constraints C.1 and C.2 that are violated by the users. Therefore, minimizing this sum enforces the selection of users that satisfy the largest number of constraints. Accordingly, the problem, defined for generality over any arbitrary subset of users $\mathcal{X} \subseteq \mathcal{I}$, reads

\[
\begin{aligned}
& \min_{Q} \quad \|x\|_0 + \|y\|_0 \\
\text{s.t.} \quad & C.1 \quad \frac{B_{i_n}}{W_{i_n}^{u}} (Q^{ul}) + \frac{B_{i_n}^{l}}{e_{i_n}^{ul} C_{n}^{ul}} + \frac{V_{i_n}}{f_{i_n} P_{c}} + \frac{B_{i_n}^{Q}}{e_{i_n}^{dl} C_{n}^{dl}} \\
& \quad + \frac{B_{i_n}^{o}}{W_{i_n}^{dl}} (Q^{dl}) - T_{i_n} \leq x_{i_n}, \forall i_n \in \mathcal{X}, \\
& C.2 \quad E_{i_n}^{ul} (Q^{ul}) - E_{i_n}^{M} \leq y_{i_n}, \forall i_n \in \mathcal{X}, \\
& C.3 \quad x_{i_n} \geq 0, y_{i_n} \geq 0, \forall i_n \in \mathcal{X}, \\
& C.2 - C.4 \text{ of (P.1), } \forall i_n \in \mathcal{X}.
\end{aligned}
\]  
(P.4)

Define $Z \triangleq (Q^{ul}, Q^{dl}, f, c^{ul}, c^{dl}, x, y)$.

The scheduling algorithm is described in Algorithm 2. The algorithm maximizes the number of scheduled MUs by progressively removing the MUs $i_n$ that have the largest entries in the vector $w \triangleq x / \sum_{i_n \in \mathcal{X}} x_{i_n} + y / \sum_{i_n \in \mathcal{X}} y_{i_n}$, which measures the relative amount, with respect to all users in $\mathcal{X}$, by which a user violates the two constraints. Note that the normalizations by $\sum_{i_n \in \mathcal{X}} x_{i_n}$ and $\sum_{i_n \in \mathcal{X}} y_{i_n}$ ensure that the two constraints are considered on an equal footing. The outlined iterative procedure is repeated until a subset of users $\mathcal{X}^\ast$ is found for which problem (P.4) returns vector $w$ that is close to zero, signifying feasibility of offloading under constraints C.1-C.4 of (P.1) as well as (2.27). It is observed that, unlike the admission control scheme in [80, Algorithm 2], the proposed algorithm requires two set of auxiliary variables in
order to account for the constraints C.1 and C.2.

Algorithm 2: User Scheduling

**Input:** Parameters used by Algorithm 3.

1: Solve problem (P.4) using Algorithm 3 for $\mathcal{X} = \mathcal{I}$ to obtain
   
   \[ w \triangleq \frac{x}{\sum_{i_n \in \mathcal{I}} x_{i_n}} + \frac{y}{\sum_{i_n \in \mathcal{I}} y_{i_n}} \] 

   and sort the MUs in ascending order of the value of $w$ as $w_{\pi_1} \leq w_{\pi_2} \leq \ldots \leq w_{\pi_{KN_c}}$, where $\pi$ is a permutation of $\mathcal{I}$.

2: Set $K_{low} = 0, K_{up} = KN_c$.

3: Repeat

4: Set $s \leftarrow \lfloor \frac{K_{low} + K_{up}}{2} \rfloor$.

5: Perform the feasibility test by solving (P.4) using Algorithm 3 for

   \[ \mathcal{X} = \mathcal{X}^{[s]} \triangleq \{\pi_1, \ldots, \pi_s\}; \] if it is feasible, set $K_{low} = s$; otherwise, set $K_{up} = s$.

6: Until $K_{up} - K_{low} = 1$.

7: Set $s^* = K_{low}$ and $\mathcal{X}^* = \{\pi_1, \ldots, \pi_{s^*}\}$.

**Output:** Number of scheduled MUs $s^*$.

Algorithm 2 returns the solution $s^*$, from which the set of MUs scheduled for offloading is obtained as $\mathcal{X}^* \triangleq \{\pi_1, \ldots, \pi_{s^*}\}$. In more details, upon obtaining the solution of (P.4), the set of MUs is ordered according to the respective values of the entries of vector $w$. Then, the subset $\mathcal{X}^*$ of scheduled users is computed by bisection. In particular, bisection searches for the minimum number of users in the interval $[0, K_{N_c}]$, where $K_{N_c}$ is the total number of users, that should be removed, so that the rest of the users can be scheduled for offloading while satisfying the desired constraints. Specifically, as described in Algorithm 2, set $\mathcal{X}^*$ is defined as

\[ \mathcal{X}^* \triangleq \{\pi_1, \ldots, \pi_{s^*}\}, \]

where the value of $s^* \in [0, K_{N_c}]$ is found by successively searching within the interval $[K_{low}, K_{up}]$, which is initialized as $[0, K_{N_c}]$. At each step, first, the search interval is halved using the midpoint $s$. Then, a feasibility test is performed to check whether the constraints C.1-C.4 of (P.1) can be met if the subset of MUs
\(X^{[s]} \triangleq \{ \pi_1, \ldots, \pi_s \}\) is scheduled and the limits \([K_{\text{low}}, K_{\text{up}}]\) is updated accordingly. The feasibility test is carried out by solving an instance of problem (P.4) over the subset of MUs \(X^{[s]}\). The feasibility status is determined by the value of the resulting auxiliary variables, i.e., the problem is considered to be feasible if the slack variables are smaller than a positive value \(\eta\) close to zero.

Let us now discuss how to solve problem (P.4). Problem (P.4) is non-convex due to the non-convexity of the objective and of the constraints C.1 and C.2. Based on the limit \(\|x\|_0 = \lim_{p \to 0} \|x\|_p^p = \lim_{p \to 0} \sum_{i_n \in X} |x_{i_n}|^p\), the objective function of (P.4) can be approximated by a higher-order norm to make the problem mathematically tractable. In particular, in a manner similar to [80], the following smooth objective is adopted

\[
\tilde{f}(x, y) \triangleq \sum_{i_n \in X} (x_{i_n}^2 + \epsilon^2)^{p/2} + \sum_{i_n \in X} (y_{i_n}^2 + \epsilon^2)^{p/2},
\]

where \(\epsilon > 0\) is a small fixed regularization parameter. Substituting (2.29) as the objective in (P.4), one can now apply the SCA approach to obtain a local optimal solution of the resulting problem.

To this end, a convex upper bound satisfying conditions A1-A3 described in Section 2.3.1 for the smoothed \(\ell_p\)-norm objective function (2.29) can be obtained from the result in [80, Proposition 1] and is given by

\[
\tilde{f}(Z; Z(v)) \triangleq \sum_{i_n \in X} \omega_{i_n}' x_{i_n}^2 + \sum_{i_n \in X} \omega_{i_n}'' y_{i_n}^2 + \tilde{f}(Z; Z(v)),
\]

where \(Z(v) \triangleq (Q^{ul}(v), Q^{dl}(v), f(v), c^{ul}(v), c^{dl}(v), x(v), y(v)); \omega_{i_n}' = \frac{p}{2} \left( |x_{i_n}(v)|^2 + \epsilon^2 \right)^{\frac{p-1}{2}}\); the function \(\tilde{f}(Z; Z(v)) \triangleq \frac{\gamma_{\text{ul}}}{2} \sum_{i_n \in I} \|Q^{ul} - Q^{ul}(v)\|^2 + \frac{\gamma_{\text{dl}}}{2} \sum_{i_n \in I} \|Q^{dl} - Q^{dl}(v)\|^2 + \frac{\gamma_{\text{f}}}{2} \|f - f(v)\|^2 + \frac{\gamma_{\text{c}^{ul}}}{2} \|c^{ul} - c^{ul}(v)\|^2 + \frac{\gamma_{\text{c}^{dl}}}{2} \|c^{dl} - c^{dl}(v)\|^2 + \frac{\gamma_{x}}{2} \|x - x(v)\|^2 + \frac{\gamma_{y}}{2} \|y - y(v)\|^2\) is added to realize the strong convexity of (2.30) with \(\gamma_{x}, \gamma_{y} > 0\).
The convexification of constraint C.1 is done as in (2.23). Lastly, to obtain an inner convexification for the energy constraint C.2 that satisfies the conditions B1-B6 in Section 2.3.2, one can utilize the concave-convex structure of the rate function \( r_{ul_i}^+ (Q^u) \) as in (2.18), to rewrite constraint C.2 as

\[
\text{tr} (Q_{in}^u) - \frac{E_{in}^M}{B_{in}^I} r_{in}^{ul^+} (Q^u) - \frac{E_{in}^M}{B_{in}^I} r_{in}^{ul^-} (Q_{-in}^u) \leq y_{in}, \tag{2.31}
\]

where \( r_{in}^{ul^+} (Q^u) \) and \( r_{in}^{ul^-} (Q_{-in}^u) \) are given in (2.18). Using the linearization (2.19), the desired upper bound on C.2 is then obtained as

\[
\text{tr} (Q_{in}^u) - \frac{E_{in}^M}{B_{in}^I} \tilde{r}_{in}^{ul} (Q^u; Q_{in}^u (v)) \leq y_{in}. \tag{2.32}
\]

Given a feasible point \( Z(v) \), let us define the following strongly convex problem

\[
\hat{Z}(Z(v)) \triangleq \arg\min_{Q^{ul}, Q^{dl}, f, c^{ul}, c^{dl}, x, y} \tilde{f} (Z; Z(v))
\]

s.t.

\[
\text{C.1 } \tilde{g}_{in} (Q^{ul}, Q^{dl}; Z(v)) + \frac{B_{in}^I}{c_{in}^{ul} C_{in}} + \frac{B_{in}^O}{c_{in}^{dl} C_{in}}
\]

\[
\quad + \frac{V_{in}}{f_{in} F_c} - T_{in} \leq x_{in}, \forall i_n \in \mathcal{X},
\]

\[
\text{C.2 } \text{tr} (Q_{in}^u) - \frac{E_{in}^M}{B_{in}^I} \tilde{r}_{in}^{ul} (Q^u; Q_{in}^u (v)) \leq y_{in}, \forall i_n \in \mathcal{X},
\]

\[
\text{C.3 } x_{in} \geq 0, y_{in} \geq 0, \forall i_n \in \mathcal{X},
\]

\[
\text{C.2 - C.4 } \text{of (P.1), } \forall i_n \in \mathcal{X}, \tag{P.5}
\]

where \( \hat{Z}(Z(v)) \triangleq (\hat{Q}^{ul}, \hat{Q}^{dl}, \hat{f}, \hat{c}^{ul}, \hat{c}^{dl}, \hat{x}, \hat{y}) \) denote the unique solution of (P.5). The SCA scheme for solving (P.5) is described in Algorithm 3. As a technical note, we observe that here, since the approximant (2.30) of the objective function (2.29) is an upper bound on (2.29), convergence of Algorithm 3 is guaranteed also by setting \( \gamma(v) = 1 \) [78, Section III-A].
Algorithm 3: SCA Solution for (P.5)

**Input:** Parameters from Table 2.1; $p = 0.5$; $v = 0$; $Z(0) \in \mathbb{Z}$; $\{\gamma(v)\}_v \in (0, 1]$;

$\gamma_{qul}, \gamma_{qdl}, \gamma_{cf}, \gamma_{cu}, \gamma_{cd}, \gamma_x, \gamma_y, \epsilon > 0$; $\omega'_i(0) = \omega''_i(0) = 1$.

1: If $|\hat{f}(Z; Z(v + 1)) - \tilde{f}(Z; Z(v))| \leq \delta$, stop.
2: Compute $\hat{Z}(Z(v))$ from (P.5).
3: Set $Z(v + 1) = Z(v) + \gamma(v) \left(\hat{Z}(Z(v)) - Z(v)\right)$.
4: Update

\[
\omega'_i(v + 1) = \frac{p}{2} \left[ (x_{i_n}(v + 1))^2 + \epsilon^2 \right]^{\frac{p}{2} - 1},
\]

\[
\omega''_i(v + 1) = \frac{p}{2} \left[ (y_{i_n}(v + 1))^2 + \epsilon^2 \right]^{\frac{p}{2} - 1}.
\]

5: $v \leftarrow v + 1$, and return to step 1.

**Output:** $(Q^u, Q^d, f, c^u, c^d, x, y)$.

### 2.5 Hybrid Edge and Cloud Computing

In the previous sections, the considered scenario assumes that MUs can offload applications to a cloud server. In this section, besides the cloud server, the analysis is extended to a more general set-up in which the ceNBs are directly connected to local computing servers, also known as cloudlets [7], which may run some of the MUs’ applications. Specifically, each ceNB can either execute the computation task on the behalf of the MU or offload it to the cloud. Let $F_{n}^{\text{ceNB}}$ be the computation capability in CPU cycles per second of ceNB $n$, and let $f_{i_n}^{\text{ceNB}} \geq 0$ be the fraction of the ceNB’s computing power assigned to user $i_n$, so that $\sum_i f_{i_n}^{\text{ceNB}} \leq 1$. If implemented at the ceNB, the execution time of the task of MU $i_n$ is then given as

\[
\Delta_{i_n}^{\text{exe}[\text{ceNB}]} = \frac{V_{i_n}}{f_{i_n}^{\text{ceNB}} F_{n}^{\text{ceNB}}}.
\] (2.33)

In the same way, if the cloud processes the task of user $i_n$, the execution time $\Delta_{i_n}^{\text{exe}[\text{cloud}]}$ is given by the right-hand side of (2.12). The overall latency $\Delta_{i_n}$ experienced
by each MU $i_n$ can be expressed as

$$\Delta_{i_n} = \Delta_{i_n}^{ul} + (1 - u_{i_n}) \Delta_{i_n}^{exe|ceNB} + u_{i_n} \Delta_{i_n}^{exe|cloud} + u_{i_n} \Delta_{i_n}^{bh} + \Delta_{i_n}^{dl},$$  \hspace{1cm} (2.34)$$

where $\Delta_{i_n}^{ul}, \Delta_{i_n}^{bh}$ and $\Delta_{i_n}^{dl}$ have the same definition as in (2.5), (2.13) and (2.10), respectively; $u_{i_n}$ is a binary variable that indicates whether if the task of MU $i_n$ is processed on the ceNB ($u_{i_n} = 0$) or on the cloud ($u_{i_n} = 1$).

To proceed, one can relax the binary variable $u_{i_n}$ to be defined in the interval $[0, 1]$. This relaxation not only provides a lower bound on the minimum energy expenditure that can be obtained with a hard choice between cloudlet and cloud offloading, perhaps more importantly, it also captures a system in which the input data to the application of the MU $i_n$ can be split into two parts, of sizes $1 - u_{i_n}$ and $u_{i_n}$, that can be processed separately at the ceNB and cloud, respectively. In the following, we will adopt this latter justification of the model.

As in Section 2.2.2, the problem targets the minimization of the total energy consumed by the MUs to execute their tasks remotely under latency and power constraints. The problem is given by

$$\min_{Q_{ul}, Q_{dl}, u, f_{ceNB}, f, c_{ul}, c_{dl}} E^{ul}(Q^{ul}) = \sum_{i_n \in I} E^{ul}_{i_n}(Q_{ul_{i_n}}, Q_{ul_{-i_n}})$$

$$= \sum_{i_n \in I} B^{ul}_{i_n} r(Q^{ul}_{i_n})$$

s.t.  \hspace{1cm} C.1  

$$\frac{B^{ul}_{i_n}}{w^{ul}_{i_n}(Q^{ul})} + \frac{(1-u_{i_n})V_{i_n}}{f_{ceNB_{i_n}} f_{i_n}} + \frac{u_{i_n} B^{ul}_{i_n}}{c_{ul_{i_n}} f_{i_n}} + \frac{u_{i_n} B^{O}_{i_n}}{c_{dl_{i_n}} f_{i_n}} + \frac{B^{O}_{i_n}}{w^{dl_{i_n}}(Q^{dl})} \leq T_{i_n}, \forall i_n \in I,$$

$$C.2 \hspace{1cm} 0 \leq u_{i_n} \leq 1, \forall i_n \in I,$$

$$C.3 \hspace{1cm} f_{ceNB_{i_n}}, f_{i_n} \geq 0, \forall i_n \in I, \sum_{i_n \in I} f_{i_n} \leq 1, \sum_{i_n = 1}^{K} f_{ceNB_{i_n}} \leq 1, \forall n = 1, \ldots, N_c,$$

$$C.4 \hspace{1cm} c_{ul_{i_n}}, c_{dl_{i_n}} \geq 0, \forall i_n \in I, \sum_{i_n = 1}^{K} c_{ul_{i_n}} \leq 1, \sum_{i_n = 1}^{K} c_{dl_{i_n}} \leq 1, \forall n = 1, \ldots, N_c,$$

$$C.5 \hspace{1cm} Q^{ul}_{i_n} \in Q_{ul_{i_n}}, \forall i_n \in I, (Q^{dl}_{i_n})_{i_n = 1}^{K} \in Q_{dl}, \forall n = 1, \ldots, N_c.$$  \hspace{1cm} (P.6)
Note that, unlike (P.1), here we have the additional optimization variables \( u \triangleq (u_i)_{i \in \mathcal{I}} \) and \( f^{\text{ceNB}} \triangleq (f^{\text{ceNB}}_i)_{i \in \mathcal{I}} \).

It can be observed that (P.6) is non-convex due to the non-convexity of the objective function and constraint C.1. The problem is tackled by means of the SCA method convexifying the objective function as done in Section 2.3.1. Furthermore, one needs to calculate a convex upper bound for the C.1 constraint in (P.6) that satisfies conditions B1-B6 in Section 2.3.2. Let us write the left-hand side of C.1 by

\[
 g_i \left( Q^{ul}, Q^{dl}, u, f^{\text{ceNB}}, f, c^{ul}, c^{dl} \right) \triangleq B^{I}_{in} \frac{W^{ul}_{in}(Q^{ul})}{W^{dl}_{in}(Q^{dl})} + B^{O}_{in} \frac{W^{ul}_{in}(Q^{ul})}{W^{dl}_{in}(Q^{dl})} + \frac{(1 - u_i)V_{in}}{f_i^{\text{ceNB}}F_{in}} + \frac{u_iV_{in}}{f_iF_c} + \frac{u_iB^{I}_{in}C^{ul}_{in}}{C^{ul}_{in}C^{dl}_{in}} + \frac{u_iB^{O}_{in}C^{dl}_{in}}{C^{dl}_{in}C^{dl}_{in}}. \tag{2.35}
\]

To build the desired bound on \( g_i \), it is observed that the first two terms can be handled as in Section 2.3.2, while for the last four terms, they are all seen to be ratios of linear functions, it is easy to show that the relationship

\[
 \frac{x}{y} = \frac{1}{2} \left( x + \frac{1}{y} \right)^2 - \frac{1}{2} \left( x^2 + \frac{1}{y^2} \right), \tag{2.36}
\]

holds, where the right-hand side is the difference of two convex functions if \( x \geq 0 \) and \( y > 0 \). Therefore, a locally tight convex upper bound on the left-hand side of (2.36) can be obtained by linearizing the concave part as

\[
 \frac{x}{y} \leq \frac{1}{2} \left( x + \frac{1}{y} \right)^2 - \frac{1}{2} \left( x^v + \frac{1}{y^v} \right)^2 - x^v (x - x^v) + \frac{1}{(y^v)^3} (y - y^v), \tag{2.37}
\]

where superscript \( v \) identifies the point \((x^v, y^v)\) at which the upper bound is tight. Using (2.37) to the last four terms in (2.35), the desired approximants is then defined by substituting for \( x \) and \( y \) in (2.37) the numerator and denominator, respectively, of each of the last four terms in (2.35). This yields the SCA procedure in Algorithm 1 with the difference that we defined \( Z \triangleq (Q^{ul}, Q^{dl}, u, f^{\text{ceNB}}, f, c^{ul}, c^{dl}) \) and \( Z(v) \triangleq (Q^{ul}(v), Q^{dl}(v), u(v), f^{\text{ceNB}}(v), f(v), c^{ul}(v), c^{dl}(v)) \).
\[ \hat{Z}(Z(v)) \triangleq \arg\min_{Q^{ul}, Q^{dl}, u, \hat{f}_{ceNB}, \hat{c}^{ul}, \hat{c}^{dl}} \tilde{E}^{ul}(Z; Z(v)) \]

s.t.

\[ C.1 \quad \tilde{g}_i(Z(Z(v))) \leq T_i, \forall i \in I, \]

\[ C.2 - C.5 \quad \text{of (P.6)}, \tag{P.7} \]

where \( \hat{Z}(Z(v)) \triangleq (\hat{Q}^{ul}, \hat{Q}^{dl}, \hat{u}, \hat{f}_{ceNB}, \hat{c}^{ul}, \hat{c}^{dl}) \) denotes the unique solution of the strongly convex optimization problem (P.7); the objective function \( \tilde{E}^{ul}(Z; Z(v)) \triangleq \sum_{i \in I} \left( \tilde{E}^{ul}_i(Q^{ul}; Q^{ul}(v)) + \tilde{E}_i(Z_i; Z_i(v)) \right) \) where \( \tilde{E}^{ul}_i(Q^{ul}; Q^{ul}(v)) \) is given as in (2.16) and we define \( \tilde{E}(Z_i; Z_i(v)) \triangleq \frac{\gamma_u}{2} \| Q_{i}^{ul} - Q_{i}^{ul}(v) \|^2 + \frac{\gamma_{f^{ceNB}}}{2} \| f_{i}^{ceNB} - f_{i}^{ceNB}(v) \|^2 + \frac{\gamma_{c^{ul}}}{2} \| c_{i}^{ul} - c_{i}^{ul}(v) \|^2 + \frac{\gamma_{c^{dl}}}{2} \| c_{i}^{dl} - c_{i}^{dl}(v) \|^2 \) with \( \gamma_u, \gamma_{f^{ceNB}} > 0 \); and \( \tilde{g}_i(Z; Z(v)) \) is the locally convex upper bound defined above.

### 2.6 Enhanced Downlink via Network MIMO

In the considered system model so far, the assumption was that each ceNB \( n \) serves the users \( \{i_n : i = 1, \ldots, K\} \) in its cell, hence interfering with other ceNBs. In this section, instead, a more enhanced downlink transmission based on network MIMO is considered. Specifically, assume that each MU can receive the result of the cloud execution in the downlink not only from ceNB in the same cell, but also from other ceNBs that cooperatively transmit to the MU. Cooperation among ceNBs is enabled by the transmission on the backhaul links of the outcome of the cloud execution for a given MU to multiple ceNBs. The extreme case of full ceNB cooperation is considered in this section, so that all the ceNBs transmit cooperatively to each MU.

The extension to a more general model with clustered cooperation is straightforward and will not be pursued further.
To express the achievable downlink rate with network MIMO, it is convenient to define user-centric transmit covariance matrices \( Q_{j}^{dl} \in \mathbb{C}^{N_T \times N_T} \) for every MU \( j \in \mathcal{I} \), where we have defined \( N_T \triangleq \sum_{n=1}^{N_c} N_{T_n} \), such that the \( n \)-th \( N_{T_n} \times N_{T_n} \) block on the main diagonal, denoted by \([Q_{j}^{dl}]_n\), represents the contribution of ceNB \( n \) to the transmission to MU \( j \). Note that the out-of-diagonal blocks in \( Q_{j}^{dl} \) describe the correlation among signals sent by different ceNBs, which designates cooperative transmission at the ceNBs. The set of downlink covariance matrices, \( Q^{dl} = \{ Q_{j}^{dl} \}_{j \in \mathcal{I}} \) is

\[
Q^{dl} \triangleq \{ Q_{j}^{dl} \in \mathbb{C}^{N_T \times N_T}, j \in \mathcal{I}: \sum_{j \in \mathcal{I}} \text{tr}(Q_{j}^{dl}) \leq P_{dl}^{n}, \forall n \}, \tag{2.38}
\]

so that the per-ceNB power constraints are satisfied. Also, it is convenient to define the channel matrix from all the ceNBs to MU \( j \) as \( \tilde{G}_{j} \in \mathbb{C}^{N_{R_j} \times N_T} \), where \( \tilde{G}_{j} \triangleq [G_{j1}, G_{j2}, \ldots, G_{jN_c}] \) and we have set \( G_{j,n} = G_{j} \). With these definitions, the achievable downlink rate is given by

\[
r_{in}^{dl}(Q^{dl}) = \log_2 \det \left( I + \tilde{G}_{i_n}^{H} \tilde{R}_{i_n}^{dl}(Q_{-i_n}^{dl})^{-1} \tilde{G}_{i_n} Q_{i_n}^{dl} \right), \tag{2.39}
\]

with

\[
\tilde{R}_{i_n}^{dl}(Q_{-i_n}^{dl}) \triangleq N_0 I + \sum_{i_m \in \mathcal{I}\setminus\{i_n\}} \tilde{G}_{i_m} Q_{i_m}^{dl} \tilde{G}_{i_m}^{H}, \tag{2.40}
\]

and \( Q_{-i_n}^{dl} \triangleq (Q_{j_m}^{dl})_{j_m \neq i_n} \).

In order to enable network MIMO, one needs to ensure that downlink transmissions from all ceNBs take place at the same time. To this end, there is a necessity to impose that uplink transmission, computing and backhaul transmissions for all MUs are constrained to be completed by a given time \( T_1 \). At time \( T_1 \), then, the downlink transmission is initiated and takes a given time \( T_2 \). Accordingly, following the weighted sum approach discussed in Remark 2, the optimization problem is
formulated as

\[
\begin{align*}
\min_{\mathbf{Q}^u, \mathbf{Q}^d, \mathbf{f}, \mathbf{c}^u, \mathbf{c}^d, T_1, T_2} & \quad \sum_{i_n \in \mathcal{I}} B_{i_n}^u v_{i_n}(\mathbf{Q}^u_{i_n}) + \lambda (T_1 + T_2) \\
\text{s.t.} & \quad \text{C.1} \quad \frac{B_{i_n}^u}{W_{i_n}^u v_{i_n}(\mathbf{Q}^u_{i_n})} + \frac{B_{i_n}^d}{c_{i_n}^u c_n} + \frac{V_{i_n}}{f_{i_n} f_c} + \frac{B_{i_n}^o}{c_{i_n}^d c_{i_n,m}} \leq T_1, \quad \forall i_n \in \mathcal{I}, \\
& \quad \text{C.2} \quad \frac{\rho_{i_n}}{W_{i_n}^d v_{i_n}(\mathbf{Q}^d_{i_n})} \leq T_2, \quad \forall i_n \in \mathcal{I}, \\
& \quad \text{C.3} \quad f_{i_n} \geq 0, \quad \forall i_n \in \mathcal{I}, \quad \sum_{i_n \in \mathcal{I}} f_{i_n} \leq 1, \\
& \quad \text{C.4} \quad c_{i_n}^u, c_{i_n,m}^d \geq 0, \quad \forall i_n \in \mathcal{I}, \quad \sum_{i=1}^{K} c_{i_n}^u \leq 1, \quad \forall n = 1, \ldots, N_c, \quad \sum_{j \in \mathcal{L}} c_{j,n,m}^d \leq 1, \\
& \quad \text{C.5} \quad Q_{i_n}^u \in \mathbf{Q}^u_{i_n}, \quad \forall i_n \in \mathcal{I}, \quad \mathbf{Q}^d \in \mathbf{Q}^d
\end{align*}
\]

(P.8)

where \( c^d \triangleq (c_{i_n,m}^d)_{i_n \in \mathcal{I}, m} \), with \( c_{i_n,m}^d \) being the fraction of the backhaul capacity to ceNB \( m \) allocated to transmit the output bits intended for MU \( i_n \); and \( \lambda > 0 \) is a parameter defining the relative weight of energy and latency.

Problem (P.8) is non-convex due to the non-convexity of the objective function and constraints C.1 and C.2. One can tackle this problem using SCA in a way similar to that used for (P.1), i.e., to obtain a convex approximants for the objective functions using (2.16) and for the latency constraints using (2.23). The problem is then solved using the SCA procedure described in Algorithm 1.

### 2.7 Numerical Results

In this section, numerical results are presented to validate the model and algorithms discussed in the previous sections. Throughout, we consider a network composed of three cells with five users in each cell, i.e., \( N_c = 3 \) and \( K = 5 \). All transceivers are equipped with \( N_{T_n} = N_{R_n} = 2 \) antennas. The channel matrices are generated with independent and identically distributed complex Gaussian entries having zero mean and variance equal to the path loss, which is assumed to be identical for uplink and downlink. The path loss is given by 170 dBM between an MU and the ceNB in the same small cell and 180 dBM between an MU and the ceNB in the other small cell. The values 170 dBM and 180 dBM can be justified by considering the
Walfish-Ikegami model \cite{1} with distances of 500 meters between MU and ceNB in the same cell and 700 meters for MU and ceNB in different cells. The other parameters of the Walfish-Ikegami model are selected so as to simulate a small-cell environment in a typical urban setting as listed in Table 2.2. Targeting a small-cell scenarios, we will explore values of the backhaul capacities as low as few Mbits/s \cite{8,26}. Finally, note that setting \( N_0 = -170 \) dBm/Hz \cite{1}, yields an average signal-to-noise ratio (SNR) on the direct link of 40 dBm per receive antenna and 30 dBm on the interference link for a signal transmitted at 0.01 Joule per symbol from a single antenna in the uplink and downlink. Furthermore, unless stated otherwise, each number of input bits \( B_{in}^l \) and output bits \( B_{in}^o \) is selected uniformly at random in the interval \([0.1 - 1]\) Mbits and we set the number of CPU cycles as \( V_{in} = 2640 \times B_{in}^l \) CPU cycles. These choices reflect computational-intensive applications, as demonstrated by the measurements in \cite{35,90}. The cloud capacity is \( F_c = 10^{11} \) CPU cycles/s, which is, e.g., obtained by a four-core server with Intel Xeon processor with 3.3 GHz that is commercially used by Amazon elastic compute cloud (EC2) \cite{36,91}. Other system parameters are set to \( W_{ul} = W_{dl} = 10 \) MHz, \( C_{in}^{ul} = C_{in}^{dl} = 100 \) Mbits/s, \( d_{in} = 10^{-5} \) J/symbol \cite{92}, and \( T_{in} = 0.1 \) seconds. Throughout, averages are intended with respect to the channel realizations.

Let us start by illustrating the typical convergence properties of the SCA algorithm by plotting in Figure 2.3 the average minimal mobile energy consumption \( E(Q^{ul}, Q^{dl}) \) versus the iteration index \( v \). Besides the joint optimization across uplink, downlink, backhaul and computing resources, studied in Section 2.2.2, let us consider the following more conventional solutions: (i) Equal backhaul and cloud allocation: the computing and backhaul resources are equally allocated to all MUs, that is, \( f_{in} = 1/(N_cK) \) and \( c_{in}^{ul} = c_{in}^{dl} = 1/K \) for all \( i_n \in \mathcal{I} \), while the covariance transmit and receive matrices at the physical layer are optimized using SCA \cite{48}; (ii) Equal cloud allocation: computing resources at the cloud are equally allocated...
Table 2.2 Parameters in the Walfish-Ikegami Path Loss Model [1].

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>1800</td>
<td>frequency (MHz)</td>
</tr>
<tr>
<td>( \theta )</td>
<td>45°</td>
<td>road orientation angle (degree)</td>
</tr>
<tr>
<td>( h_{Tx} )</td>
<td>3</td>
<td>height of transmitter (meters)</td>
</tr>
<tr>
<td>( h_{Rx} )</td>
<td>1</td>
<td>height of receiver (meters)</td>
</tr>
<tr>
<td>( h_{Roof} )</td>
<td>5.5</td>
<td>mean value of buildings height (meters)</td>
</tr>
<tr>
<td>( s_{Roof} )</td>
<td>8</td>
<td>mean value of buildings separation (meters)</td>
</tr>
<tr>
<td>( str_wid )</td>
<td>5</td>
<td>mean value of street width (meters)</td>
</tr>
<tr>
<td>( k_a )</td>
<td>54</td>
<td>path loss penalty when ceNB below rooftop</td>
</tr>
<tr>
<td>( k_d )</td>
<td>5</td>
<td>correlation adjustment constant</td>
</tr>
</tbody>
</table>

Figure 2.3 Minimum average mobile sum-energy consumption versus iteration index \((T_i = 0.12 \text{ seconds}, N_c = 3, K = 5, W^{ul} = W^{dl} = 100 \text{ MHz}, B_{in}^l \text{ and } B_{in}^O \sim \mathcal{U}\{0.1, 1\} \text{ Mbits}, V_{in} = 2640 \times B_{in}^l \text{ CPU cycles}, C_{n}^{ul} = C_{n}^{dl} = 100 \text{ Mbits/s, and } F_c = 10^{11} \text{ CPU cycles/s}).
among the MUs, while the rest of the parameters are jointly optimized using SCA;

(iii) **Equal backhaul allocation:** the backhaul resources are equally allocated among
the MUs, while the rest of the parameters are jointly optimized using SCA. It
is observed that SCA has fast convergence, which requires around 17 iterations
to obtain results close to convergence (at iteration 17 the termination criterion
\[ |E(Q^{ul}(v+1), Q^{dl}(v+1)) - E(Q^{ul}(v), Q^{dl}(v))| \leq \delta \]
is satisfied with \( \delta = 10^{-3} \) for \( \alpha = 10^{-5} \)). Furthermore, it can be seen that the proposed joint optimization
method shows a considerable gain compared to the equal allocation of computational
and backhaul resources.

The gains that can be accrued by means of joint optimization are further
investigated in Figure 2.4 (obtained in the same setting of Figure 2.3), which depicts
the minimum average mobile energy as a function of the latency constraints \( T_{in} \),
which are assumed to be the same for all MUs. The energy saving due to joint
optimization can be seen to be particularly pronounced in the regime in which the
latency constraint is more stringent. For instance, at \( T_{in} = 0.12 \) seconds, which is the
smallest latency for which all schemes are feasible, joint optimization saves 66% in
terms of sum-energy as compared to equal allocation of backhaul and cloud resources,
48% as compared to equal cloud allocation, and 32% as compared to equal backhaul
allocation.

To account for the case in which the network may operate under asymmetrical
bandwidth allocation for uplink and downlink, it is helpful to compare the mobile
sum-energy consumption of the schemes considered above in the same set-up of
Figures 2.3 and 2.4, with the caveat that to set \( W^{dl} = 10 \) MHz and to vary the
uplink/downlink bandwidth ratio \( W^{ul}/W^{dl} \), in Figure 2.5. It is observed that joint
optimization is especially advantageous in term of mobile energy consumption when
the uplink bandwidth is more constrained than the downlink bandwidth. This is
because, in this regime, it is particularly useful to allocate more computing and
Figure 2.4 Minimum average mobile sum-energy consumption versus the latency constraint $T_{in}$, assumed to be the same for all MUs ($N_c = 3, K = 5$, $W^{ul} = W^{dl} = 100$ MHz, $B^{ul}_i$ and $B^{dl}_i \sim \mathcal{U}(0.1, 1)$ Mbits, $V_i = 2640 \times B^{ul}_i$ CPU cycles, $C^{ul}_i = C^{dl}_i = 100$ Mbits/s, and $F_c = 10^{11}$ CPU cycles/s).

backhaul resources to users with worse channel condition in order to meet the latency requirements with minimal energy expenditure. For example, when $W^{ul}$ is five times smaller than the downlink bandwidth, the joint optimization scheme is 50% more energy efficient than the fixed allocation of backhaul and cloud resources.

While the previous results assume that all MUs perform computation offloading, we next turn to the study of user selection that is presented in Section 2.4. To account for mobile energy consumption, the effective switched capacitance of the mobile is set to $\kappa = 10^{-26}$ so that the mobile energy consumption is consistent with the measurements made in [35] for a Nokia N900 mobile device operating at frequency 500 MHz. To this end, it is plotted in Figure 2.6, the average number of selected MUs as a function of the latency constraint $T_{in}$, assumed to be the same for all MUs, for different values of backhaul. The figure shows the results obtained by means of the efficient algorithm proposed in Section 2.4 with $\eta = 10^{-5}$, as well as by an exhaustive
search strategy in which, for every subset of users, a joint optimization problem is solved as per Section 2.2.2 using SCA (Algorithm 1) and then the subset of users which yields the minimal energy consumption is selected. The figure demonstrates how a less restrictive latency constraint and/or a larger backhaul increases the number of users that should be allowed to offload. For instance, for $T_{in} \leq 0.07$ seconds, there is no MU on average offloads its applications since offloading is more energy demanding. Instead, for $T_{in} > 0.2$ seconds, as long as the backhaul capacity is larger than 500 Mbits/s, all MUs tend to offload. It is also observed that the proposed scheme selects a number of users close to that chosen by exhaustive search.

The corresponding overall energy consumption for the example of Figure 2.6 with backhaul capacity $C_{ul} = C_{dl} = 100$ Mbits/s is shown in Figure 2.7. Note that the overall energy consumption is the sum of the mobile computing energy for the MUs that perform local computing, namely (2.26), and of the energy used for
transmission, namely (2.6), for the MUs that offload. For reference, it is also shown the energy required when all MUs perform their tasks locally. The proposed user selection scheme is seen to achieve a near-optimal energy performance compared to the exhaustive search method. As an example, when the latency constraint $T_{i_n} = 0.17$ seconds, around 83% energy saving can be obtained with the proposed user offloading selection scheme as compared to local computing.

In the previous results, central cloud processing was assumed. It is time now to investigate the optimal allocation of computing tasks between the edge and the cloud in the set-up studied in Section 2.5. To this end, in Figure 2.8, we plotted the fractions $\tilde{u}_{i_n} / u_{i_n} \in \mathbb{Z}$ of the application of each MU $i_n$ to be performed at the cloud as a function of the backhaul capacity when the computing capability of the cloudlet is given by $F_{ceNB} = 0.1 F_c$. To highlight the impact of asymmetries in the offloading requirements, It is assumed here that in the first cell the two users have $B_{I1}^1 = B_{O1}^1 = 1$ Mbits, $V_{i_1} = 10^9$ CPU cycles, and $B_{I1}^2 = B_{O1}^2 = 0.7$ Mbits, $V_{i_2} = 0.7 V_{i_1}$ CPU
cycles, while the users in the second cell have smaller offloading requirements for data transfer and computing, normally $B_{12}^l = B_{12}^o = 0.5$ Mbits, $V_{12} = 0.5V_{11}$ CPU cycles, and $B_{22}^l = B_{22}^o = 0.1$ Mbits, $V_{22} = 0.1V_{11}$ CPU cycles. It is observed that, when the backhaul capacity is limited, tasks tends to be performed at the edge, especially for users with more stringent data transfer and computing requirements, for example, at $C_{n}^{ul} = C_{n}^{dl} = 3$ Mbits/s, the two users in the first cell execute 50% and 80% percent of their offloaded tasks at the cloud, while the users in the second cell have a complete tasks execution at the cloud due to the moderate number of input/output bits. As the backhaul capacity is increased, more tasks are executed at the cloud, benefiting from the improved connection between ceNBs and the cloud.

To obtain further insights, Figure 2.9. shows the mobile sum-energy consumption versus the backhaul capacity for cloud mobile computing, whereby all users offload to the cloud, and edge mobile computing, whereby all users offload to the local cloudlet, for $N_c = 2$, $K = 2$, and $F_{ecnB} = 10^{10}$ CPU cycles/s. It is also
Figure 2.8  Offloading cloud vs. cloudlet indicator versus the backhaul capacity \((N_c = 2, K = 2, T_{in} = 0.9 \text{ seconds}, B_{11}^I = B_{11}^O = 1 \text{ Mbits}, B_{21}^I = B_{21}^O = 0.7 \text{ Mbits}, B_{12}^I = B_{12}^O = 0.5 \text{ Mbits}, B_{22}^I = B_{22}^O = 0.1 \text{ Mbits}; V_1 = 10^9 \text{ CPU cycles}, V_2 = 0.7V_1, V_{12} = 0.5V_1 \text{ and } V_{22} = 0.1V_1, C_{nI}^e = C_{nI}^d = 100 \text{ Mbits/s}, F_{n}^{\text{eNB}} = 10^{10} \text{ CPU cycles/s, and } F_c = 10^{11} \text{ CPU cycles/s}).

included, the performance of the solution introduced in Section 2.5, which allows for hybrid edge-cloud offloading. For cloud offloading, different values for computational capacity \(F_c\) of the cloud have been considered. It is seen that when the backhaul capacity constraint is stringent, edge offloading is more energy efficient as compared to cloud offloading, e.g., by about 44% for cloud computational capacity \(F_c = 10^{10} \text{ CPU cycles/s}\) and backhaul capacity \(C_{nI}^e = C_{nI}^d = 2.4 \text{ Mbits/s}\). Furthermore, larger values of cloud capacity \(F_c\) can compensate for limited backhaul resources, making cloud computing preferable to edge computing. It is also observed that the hybrid edge-cloud offloading scheme can significantly outperform edge computing when backhaul capacity is limited.

Finally, we turn to the performance of the downlink network MIMO scheme presented in Section 2.6. Figure 2.10 plots the average mobile sum-energy with and without cooperative transmission in the downlink. The performance of cooperative
scheme is obtained from the solution of (P.8), while the performance of non-cooperative scheme is obtained from the solution of (P.1) under the indicated values of backhaul capacity. The users offloading requirements are identical to that used in Figure 2.6. The key observation here is that the performance of the downlink cooperative transmission is strongly limited by the backhaul capacity. For instance, one can see that, with backhaul $C_n^{ul} = C_n^{dl} = 10$ Mbits/s, the cooperative scheme is about 85% more energy-consuming as compared to the non-cooperative scheme at latency 0.5 seconds. The energy performance gap between the two schemes is diminished as the backhaul increases as observed with $C_n^{ul} = C_n^{dl} = 100$ Mbits/s. With this value of backhaul capacity, the cooperative scheme is less energy efficient by 45% around $T_{in} = 0.3$ seconds. However, with backhaul $C_n^{ul} = C_n^{dl} = 10$ Gbits/s, as for a standard fiber optic channel, the cooperative scheme starts to have noticeable
energy gains. At latency 0.08 seconds, for example, the cooperative scheme attains 57% energy saving as compared to the non-cooperative scheme.

2.8 Concluding Remarks

In this chapter, we investigated the design of cloud mobile computing systems over MIMO cellular networks as a joint optimization problem over radio, computational resources and backhaul resources in both uplink and downlink directions. An iterative algorithm based on successive convex approximations was presented for solving the resulting non-convex problems under latency and power constraints. Numerical results show that the proposed joint optimization yields significant energy saving compared to the conventional solutions based on separate allocations of computing and/or backhaul resources. This saving is more pronounced in low latency regimes, where, in our results, it leads to energy saving as high as 66%. The mentioned baseline problem was further generalized in several directions. First, user selection
with the aim of ensuring an energy savings for all users that perform offloading is tackled. Then, a hybrid architecture that leverages both edge and cloud computing was studied by addressing the optimal allocation between cloud and edge. It was seen that the optimal allocation is significantly affected by the backhaul capacity. Finally, joint downlink transmission based on network MIMO was considered, demonstrating the critical importance of the backhaul for the viability of this technique.
CHAPTER 3

ENERGY-EFFICIENT RESOURCE ALLOCATION FOR MOBILE EDGE COMPUTING-BASED AUGMENTED REALITY APPLICATIONS

3.1 Introduction

The mobile applications considered for offloading in the previous chapter are assumed to be user-centric with each MU offloads its application independently. In this chapter, Augmented Reality (AR) type of mobile applications is considered for joint offloading by multiple MUs in an application-centric fashion as discussed next.

Augmented Reality (AR) mobile applications are gaining increasing attention due to their ability to combine computer-generated data with the physical reality. AR applications are computational-intensive and delay-sensitive, and their execution on mobile devices is generally prohibitive when satisfying users’ expectations in terms of battery lifetime [2,12,66]. To address this problem, it has been proposed to leverage mobile edge computing [2,27,32,70]. Accordingly, users can offload the execution of the most time- and energy-consuming computations of AR applications to cloudlet servers via wireless access points. The use of local cloudlet servers is instrumental in providing the required real-time experience, as it forgoes the use of backhaul network to access a distant cloud server [2,12,70].

Nevertheless, the stringent delay requirements pose significant challenges to the offloading of AR application via mobile edge computing [2,70]. A recent line of work has demonstrated that it is possible to significantly reduce mobile energy consumption under latency constraints by performing a joint optimization of the allocation of communication and computational resources [28–31]. These investigations apply to generic applications run independently by different users. However, AR applications have the unique property that the applications of different users share part of the computational tasks and of the input and output data [2,32]. Therefore, this
The chapter proposes to leverage this property to reduce communication and computation overhead via the joint optimization of communication and computational resources.

To illustrate the problem at hand, consider the class of AR applications that superimpose artificial images into the real world through the screen of a mobile device as described in [2, 32]. The block diagram of such applications shown in Figure 3.1 identifies the following components [2, 32]: (i) Video source, which obtain raw video frames from the mobile camera; (ii) Tracker, which tracks the position of the user with respect to the environment; (iii) Mapper, which builds a model of the environment; (iv) Object recognizer, which identifies known objects in the environment; and (v) Renderer, which prepares the processed frames for display. The Video source and Renderer components must be executed locally at the mobile devices, while the most computationally intensive Tracker, Mapper and Object recognizer components can be offloaded. Moreover, the input and output data, as well as the computational tasks of the offloaded components, can be partially shared among users. In fact, Mapper and Object recognizer can collect inputs from all the users located in the same area, potentially limiting the transmission of redundant information in the uplink. In a similar manner, the outcome of the Mapper and Object recognizer components can be multicast to all co-located users in the downlink.
In this chapter, unlike prior papers [28–31], the problem of minimizing the total mobile energy expenditure for offloading under latency constraints over communication and computation parameters by explicitly accounting for the discussed collaborative nature of AR applications is tackled in Section 3.3. Section 3.4 introduces the proposed Successive Convex Approximation (SCA) [78, 79] solution. Numerical results are finally provided in Section 3.5.

3.2 System Model

Consider the mobile edge computing system illustrated in Figure 3.2, in which $K$ users in a set $\mathcal{K} = \{1, \ldots, K\}$ run a computation-intensive AR application on their single-antenna mobile devices with the aid of a cloudlet server. The server is attached to a single-antenna Base Station (BS), which serves all the users in the cell using Time Division Duplex (TDD) over a frequency-flat fading channel. Following the discussion in Section 3.1, it is assumed that the offloaded application has shared inputs, outputs and computational tasks, which pertain to the Tracker, Mapper and Object recognizer components. To elaborate, let us first review the more conventional set-up, studied in, e.g., [28–31], in which users perform the offloading of separate and independent applications. In this case, offloading for each user $k$ would require:

(i) **Uplink**: transmitting a number $B^I_k$ input bits from each user $k$ to the cloudlet in the uplink; 
(ii) **Cloudlet processing**: processing the input by executing $V_k$ CPU cycles at the cloudlet; 
(iii) **Downlink**: transmitting $B^O_k$ bits from the cloudlet to each user $k$ in the downlink. In contrast, as discussed in Sec. 3.1, the collaborative nature of the Tracker, Mapper and Object recognizer components (recall Figure 3.1) can be leveraged to reduce mobile energy consumption and offloading latency, as detailed next. One can note that the non-collaborative components can potentially also be carried out locally if this reduces energy consumption (see, e.g., [28–31]). The study of the optimization of this aspect is considered in future work. In contrast, as
illustrated in Figure 3.2, for AR applications, the following collaborative features can be leveraged to reduce mobile energy consumption and offloading latency.

1) Shared uplink transmission: A given subset of $B^I_S \leq \min_k \{B^I_k\}$ input bits is shared among the users in the sense that it can be sent by any of the users to the cloudlet. For example, the input bits to the offloaded Object recognizer component in Figure 3.1 can be sent by any of the users in the same area. As a result, each user $k$ transmits a fraction of $B^I_{S,k}$ bits of the $B^I_S$ shared bits, which can be optimized under the constraint $\sum_k B^I_{S,k} = B^I_S$, as well as $\Delta B^I_k = B^I_k - B^I_{S,k}$ bits that need to be uploaded exclusively by user $k$.

2) Shared cloudlet processing: Part of the computational effort of the cloudlet is spent producing output bits of interest to all users. An example is the computational task of updating the model of the environment carried out by the mobiles. Therefore, we assume that $V_S \leq \min_k \{V_k\}$ CPU cycles are shared, whereas $\Delta V_k = V_k - V_S$ CPU cycles are to be executed for each user $k$.

3) Multicast downlink transmission: Some of the output bits need to be delivered to all users. For example, a co-located group of users may need the output bits from
the Mapper component for a map update. To model this, we assume that a subset of $B_S^O \leq \min_k \{ B_k^O \}$ output bits can be transmitted in multicast mode to all users in the cell, while $\Delta B_k^O = B_k^O - B_S^O$ bits need to be transmitted to each user in a unicast manner.

The frame structure is detailed in Figure 3.3. Not shown are the training sequences sent by the users prior to the start of the data transmission frame, which enable the BS to estimate the uplink Channel State Information (CSI), and hence also the downlink CSI due to reciprocity. The CSI is assumed to remain constant for the frame duration. As seen in Figure 3.3, in the data frame, the shared communication and computation tasks are carried out first, followed by the conventional separate offloading tasks, as detailed next.

1) **Uplink transmission:** The achievable rate, in bits/s, for transmitting the input bits of user $k$ in the uplink is given by

$$R_{ul}^k(P_{ul}^k) = \frac{W_{ul}}{K} \log_2 \left( 1 + \frac{\gamma_k P_{ul}^k}{N_0 W_{ul}/K} \right),$$

(3.1)

where $P_{ul}^k$ is the transmit power of the mobile device of user $k$; the uplink bandwidth $W_{ul}$ is equally divided among the $K$ users, e.g., using OFDMA; $\gamma_k$ is the uplink
and downlink channel power gains of user $k$; and $N_0$ is the noise power spectral density at the receiver. Referring to Figure 3.3 for an illustration, the time, in seconds, necessary to complete the shared uplink transmissions is defined as $T_{ul}^S = \max_k B_{S,k}^I / R_{ul}^k(P_{ul}^k)$, whereas the time needed for user $k$ to transmit the separate $\Delta B_k^I$ bits is $\Delta B_k^I / R_{ul}^k(P_{ul}^k)$. The corresponding mobile energy consumption due to uplink transmission is

$$E_{ul}^k(P_{ul}^k, B_{S,k}^I) = \left( \frac{P_{ul}^k}{R_{ul}^k(P_{ul}^k)} + l_{ul}^k \right) (B_{S,k}^I + \Delta B_k^I),$$

(3.2)

where $l_{ul}^k$ is a parameter that indicates the amount of energy spent by the mobile device to extract each bit of offloaded data from the video source. In (3.2) and in subsequent equations, it is made explicit the dependence on variables to be optimized.

2) Cloudlet processing: Let $F_C$ be the capacity of the cloudlet server in terms of number of CPU cycles per second. Also, let $f_k \geq 0$ and $f_S \geq 0$ be the fractions, to be optimized, of the processing power $F_C$ assigned to run the $\Delta V_k$ CPU cycles exclusively for user $k$ and the $V_S$ shared CPU cycles, respectively, so that $\sum_{k \in K} f_k \leq 1$ and $f_S \leq 1$. As shown in Figure 3.3, the execution time for the shared CPU cycles is $T_C^S = V_S / (f_S F_C)$ and the time needed to execute $\Delta V_k$ CPU cycles of interest to user $k$ remotely is $\Delta V_k / (f_k F_C)$.

3) Downlink transmission: The common output bits $B_S^O$ are multicast to all users. Let $P_{dl}^M$ be the transmit power for multicasting, which is subject to the optimization. The resulting achievable downlink rate for user $k$ is given by

$$R_{dl}^M(P_{dl}^M) = W_{dl} \log_2 \left( 1 + \frac{\gamma_k P_{dl}^M}{N_0 W_{dl}} \right),$$

(3.3)

with $R_{dl}^M(P_{dl}^M) = \min_k R_{dl}^l_k(P_{dl}^M)$, with $W_{dl}$ being the downlink bandwidth. The downlink transmission time to multicast $B_S^O$ bits can hence be computed as $T_{dl}^S = B_S^O / R_{dl}^M(P_{dl}^M)$ (see Figure 3.3). The $\Delta B_k^O$ output bits intended exclusively for each user $k$ are sent in a unicast manner in downlink using an equal bandwidth allocation,
with rate

\[ R^\text{dl}_k(P^\text{dl}_k) = \frac{W^\text{dl}}{K} \log_2 \left( 1 + \frac{\gamma_k P^\text{dl}_k}{N_0 W^\text{dl}/K} \right), \tag{3.4} \]

where \( P^\text{dl}_k \) is the BS transmit power allocated to serve user \( k \). The overall downlink mobile energy consumption for user \( k \) is

\[ E^\text{dl}_k(P^\text{dl}_k, P^\text{dl}_M) = \left( \frac{\Delta B^\text{O}_k}{R^\text{dl}_k(P^\text{dl}_k)} + \frac{B^\text{O}_S}{R^\text{dl}_M(P^\text{dl}_M)} \right) l^\text{dl}_k, \tag{3.5} \]

where \( l^\text{dl}_k \) is a parameter that captures the mobile receiving energy expenditure per second in the downlink. Extensions that consider the optimization of the bandwidth allocation across users for uplink and downlink are left for future work.

### 3.3 Energy-Efficient Resource Allocation

In this section, the resource allocation problem that considers the minimization of the mobile sum-energy required for offloading across all users under latency and power constraints is tackled. Stated in mathematical terms, one can consider the following problem:

\[
\begin{align*}
\min_z & \quad \sum_{k \in \mathcal{K}} E^\text{ul}_k(P^\text{ul}_k, B^\text{I}_S,k) + E^\text{dl}_k(P^\text{dl}_k, P^\text{dl}_M) \\
\text{s.t.} & \quad C.1 \quad \frac{\Delta B^\text{I}_k}{R^\text{ul}_k(P^\text{ul}_k)} + \frac{\Delta V_k + V_S}{f_k\mu + f_S\mu} + \frac{\Delta B^\text{O}_k}{R^\text{dl}_M(P^\text{dl}_M)} \leq T_{\text{max}} - T^\text{ul}_S - T^\text{dl}_S, \forall k \in \mathcal{K}, \\
& \quad C.2 \quad \frac{B^\text{I}_S,k}{R^\text{ul}_k(P^\text{ul}_k)} \leq T^\text{ul}_S, \forall k \in \mathcal{K}, \\
& \quad C.3 \quad \frac{B^\text{O}_S}{R^\text{dl}_M(P^\text{dl}_M)} \leq T^\text{dl}_S, \forall k \in \mathcal{K}, \tag{P.9} \\
& \quad C.4 \quad \sum_{k \in \mathcal{K}} f_k \leq 1; 0 \leq f_S \leq 1; f_k \geq 0, \forall k \in \mathcal{K}, \\
& \quad C.5 \quad \sum_{k \in \mathcal{K}} B^\text{I}_S,k = B^\text{I}_S, \\
& \quad C.6 \quad \sum_{k \in \mathcal{K}} P^\text{dl}_k \leq P^\text{dl}_\text{max}; P^\text{dl}_M \leq P^\text{dl}_\text{max}; P^\text{ul}_k \leq P^\text{ul}_\text{max}, \forall k \in \mathcal{K}.
\end{align*}
\]

The optimization variables are collected in vector \( z \triangleq (P^\text{ul}, B^\text{I}_S, f, P^\text{dl}_M, T^\text{ul}_S, T^\text{dl}_S) \), where \( P^\text{ul} \triangleq (P^\text{ul}_k)_{k \in \mathcal{K}}; B^\text{I}_S \triangleq (B^\text{I}_S,k)_{k \in \mathcal{K}}; f \triangleq ((f_k)_{k \in \mathcal{K}}, f_S); P^\text{dl} \triangleq (P^\text{dl}_k)_{k \in \mathcal{K}} \), and
we defined $Z$ as the feasible set of problem (P.9). As illustrated in Figure 3.3, constraints C.1-C.3 enforce that the execution time of the offloaded application to be less than or equal to the maximum latency of $T_{\text{max}}$ seconds. Constraints C.4-C.5 impose the conservation of computational resources and shared input bits, and C.6 enforces transmit power constraints at BS and users.

Problem (P.9) is not convex because of the non-convexity of the energy function $E^u_k(P^u_k, B^I_{S,k})$ and of the latency constraints C.2, which can be rewritten as $g_k(P^u_k, B^I_{S,k}) \leq T^u_S, \forall k \in K$. This issue is addressed by developing an SCA solution following [78,79] in the next section. Theorem 2 in [78] shows that the SCA algorithm converges to a stationary point, and hence in practice to a local optimum, of the (NP-hard) problem (P.9). Furthermore, such convergence requires a number of iterations proportional to $1/\epsilon$, where $\epsilon$ measures the desired accuracy in terms of the stationarity metric $\|F(z)\|^2_2$ defined in [93, Eq. (6)].

### 3.4 The Proposed SCA Solution

In order to apply the SCA method, one needs to derive convex approximants for the functions $E^u_k(P^u_k, B^I_{S,k})$ and $g_k(P^u_k, B^I_{S,k})$ that satisfy the conditions specified previously in Section 2.3 and also in [78, Section II]. Using such approximants, the SCA scheme detailed in Algorithm 4 is obtained. In the algorithm, at each iteration $v$, the unique solution $\hat{z}(z(v)) \triangleq (\hat{P}^u, \hat{B}^I_S, \hat{f}, \hat{P}^d, \hat{P}^d_M, \hat{T}^u_S, \hat{T}^d_S)$ of the following strongly convex problem

$$\hat{z}(z(v)) \triangleq \text{argmin}_{z} \sum_{k \in K} \tilde{E}(z_k; z_k(v))$$

s.t.

\[ C.2 \quad \tilde{g}_k \left( P^u_k, B^I_{S,k}; P^u_k(v), B^I_{S,k}(v) \right) \leq T^u_S, \forall k \in K, \]

\[ C.1, C.3 - C.6 \quad \text{of (P.9)}, \quad (P.10) \]
is obtained, where we have defined $z_k \triangleq (P^u_k, B^I_{S,k}, f, f_S, P^d_I, P^d_M, T^u_S, T^d_S)$ as well as $E_k(z_k; z_k(v)) \triangleq \tilde{E}_k(z_k; z_k(v)) + E_k^d(P^d_I, P^d_M)$. The approximants functions $\tilde{E}_k^u(\bullet; \bullet)$ and $\tilde{g}_k(\bullet; \bullet)$ are discussed next.

The approximant $\tilde{E}_k^u(z_k; z_k(v))$ around the current feasible iterate $z_k(v)$ can be obtained following [78, Section III, Example #8] as

$$
\tilde{E}_k^u(z_k; z_k(v)) = \frac{P^u_k(v) \left(B^I_{S,k}(v) + \Delta B^I_k \right)}{R^u_k(P^u_k)} + \frac{P^u_k(v) \left(B^I_{S,k} + \Delta B^I_k \right)}{R^u_k(P^u_k)} + \frac{P^u_k \left(B^I_{S,k}(v) + \Delta B^I_k \right)}{R^u_k(P^u_k)} + \tilde{E}_k^u(z_k; z_k(v)) + l^u_k (B^I_{S,k} + \Delta B^I_k),
$$

(3.6)

where $\tilde{E}_k^u(z_k; z_k(v)) \triangleq (z_k - z_k(v))^T \Psi (z_k - z_k(v))$, with $\Psi$ being a diagonal matrix with non-negative elements $\tau_{P^u_k}, \tau_{B^I_{S,k}}, \tau_f, \tau_{f_S}, \tau_{P^d_I}, \tau_{P^d_M}, \tau_{T^u_S}$ and $\tau_{T^d_S}$. For the second approximant, in light of the relation $g(x_1, x_2) = x_1x_2 = 1/2(x_1 + x_2)^2 - 1/2(x_1^2 + x_2^2)$, a convex upper bound is obtained as requested by SCA by linearizing the concave part of $g_k(P^u_k, B^I_{S,k})$ [78, Section III, Example #4], which results in

$$
g_k(P^u_k, B^I_{S,k}; P^u_k(v), B^I_{S,k}(v)) = \frac{1}{2} \left( B^I_{S,k} + \frac{1}{R^u_k(P^u_k)} \right)^2 - \left( B^I_{S,k}(v) \right)^2 - \left( \frac{1}{R^u_k(P^u_k(v))} \right) - \left( B^I_{S,k}(v) \right) \left( B^I_{S,k} - B^I_{S,k}(v) \right) - \frac{R^u_k(P^u_k(v))}{1 + \frac{\gamma_k P^u_k(v)}{N^R_{W^u} K}} R^u_k(P^u_k(v))^4
$$

(3.7)

The convexity of (3.7) is established by noting that the second term in the right-hand side is the reciprocal of the rate function (concave and positive) and the fourth power (convex and non-decreasing) of a convex function is convex [87].
Algorithm 4: SCA Solution for (P.10)

Input: \( z (0) \in \mathbb{Z}; \alpha = 10^{-5}; \epsilon = 10^{-5}; v = 0; \)
\( \tau_{P_{ul}}, \tau_{B_{k}^l}, \tau_f, \tau_{f_S}, \tau_{P_{dl}}, \tau_{P_{dl}^l}, \tau_{T_{ul}^l}, \tau_{T_{dl}^l} > 0. \)

1: Compute \( \hat{z} (z(v)) \) from (P.10).
2: Set \( z(v + 1) = z(v) + \delta(v) (\hat{z}(z(v)) - z(v)), \) with
\[ \delta(v) = \delta(v - 1) (1 - \alpha \delta(v - 1)). \]
3: If \( \| F(z(v)) \|^2_2 \leq \epsilon, \) stop.
4: Otherwise, set \( v \leftarrow v + 1, \) and return to step 1.

Output: \( z \triangleq (P_{ul}, B_{k}^l, f, P_{dl}, P_{dl}^l, \tau_{ul}^l, \tau_{dl}^l) \)

3.5 Numerical Results

In this section, numerical examples are provided with the aim of illustrating the advantages that can be accrued by leveraging the collaborative nature of AR applications for mobile edge computing. We consider a scenario where eight users are randomly deployed in a small cell. The radio channels are Rayleigh fading and the path loss coefficient is obtained based on the small-cell model in [94] for a carrier frequency of 2 GHz. The users’ distances to the BS are randomly uniformly selected between 100 and 1000 meters and the results are averaged over multiple independent drops of users’ location and of the fading channels. The noise power spectral density is set to \( N_0 = -147 \) dBm/Hz. The uplink and downlink bandwidth is \( W_{ul} = W_{dl} = 10 \) MHz. The uplink and downlink power budgets are constrained to the values \( P_{ul}^{\max} = 50 \) and \( P_{dl}^{\max} = 60 \) dBm, respectively. The cloudlet server processing capacity is \( F_C = 10^{10} \) CPU cycles/s [2]. We also set \( l_{ul}^k = 1.78 \times 10^{-6} \) J/bit [95] and \( l_{dl}^k = 0.625 \) J/s [92].

The size of the input data generally depends on the number and size of the features of the video sources obtained by the mobiles that are to be processed at the cloudlet. Here the selected value is \( B_{k}^l = 1 \) Mbits, which may correspond to the
transmission of $1024 \times 768$ images [27]. A fraction of the input bits $B_S^I = \eta B_k^I$ bits can be transmitted cooperatively by all users for some parameter $0 \leq \eta \leq 1$. The required CPU cycles of the offloaded components is set to $V_k = 2640 \times B_k^I$ CPU cycles, representing a computational intensive task [35]. The shared CPU cycles are assumed to be $V_S = \eta V_k$ for the same sharing factor $\eta$. The output bits are assumed to equal the amount of input bits $B_k^O = B_k^I = 1$ Mbits with shared fraction $B_S^O = \eta B_k^O$. Practical latency constraints for AR applications are of the order of 0.01 s [27, 32]. Throughout the experiments, we found that the accuracy $\epsilon = 10^{-5}$ was obtained within no more than 25 iterations.

For reference, the performance of the proposed scheme, in which uplink and downlink transmissions and cloudlet computations are shared as described, is compared with the following offloading solutions: (i) Shared Cloudlet Processing and Downlink Transmission: CPU cycles and output data are shared as described in Section 3.2, while the input bits $B_k^I$ are transmitted by each user individually, i.e., set $B_{S,k}^I = 0$ and $\Delta B_k^I = B_k^I$ for all $k \in \mathcal{K}$; and (ii) Shared Uplink Transmission: Only the input bits are shared as discussed, while no sharing of computation and downlink transmission takes place, i.e., $\Delta V_k = V_k$ and $\Delta B_k^O = B_k^O$ for all $k \in \mathcal{K}$. We also include for reference the result obtained by solving problem (P.9) using the global optimization BARON software running on NEOS server with a global optimality tolerance of $10^{-6}$ [96]. As shown in Figure 3.4, for $T_{\text{max}} = 0.05$ s and $\eta = 0.3$, the Shared Cloudlet Processing and Downlink Transmission scheme achieves energy saving about 37% compared to separate offloading (which sets $\Delta B_k^I = B_k^I$, $\Delta V_k = V_k$ and $\Delta B_k^O = B_k^O$ for all $k \in \mathcal{K}$). This gain can be attributed to the increased time available for uplink transmission due to the shorter execution and downlink transmission periods, which reduces the associated offloading energy. Under the same conditions, the energy saving of around 50% with respect to separate offloading brought by Shared Uplink Transmission is due to the ability of the system to adjust
the fractions of shared data transmitted by each user in the uplink based on the current channel conditions. These two gains combine to yield the energy saving of the proposed shared data offloading scheme with respect to the conventional separate offloading of around 63%. Both separate and shared offloading schemes have similar energy performance for the relaxed delay requirement of $T_{\text{max}} = 0.15$ s, which can be met with minimal mobile energy expenditure even without sharing communication and computation resources. The figure also shows that SCA yields a solution that is close to the global optimum, for this example.

### 3.6 Concluding Remarks

Mobile edge computing enables the provision of computationally demanding AR applications on mobile devices. AR mobile applications have inherent collaborative properties in terms of data collection in the uplink, computing at the edge, and data delivery in the downlink. In this chapter, a resource allocation approach is proposed whereby transmitted, received and processed data are shared partially among the
users to obtain an efficient utilization of the communication and computation resources. The approach, implemented via Successive Convex Approximation (SCA), is seen to yield considerable gains in mobile energy consumption as compared to the conventional independent offloading across users.
CHAPTER 4
CODED NETWORK FUNCTION VIRTUALIZATION: FAULT TOLERANCE VIA IN-NETWORK CODING

4.1 Introduction

As discussed in Chapter 1, network functions in NFV and computing functionality in MCC are both implemented via software virtualization techniques. Network Function Virtualization (NFV) is a novel architectural paradigm for cellular wireless networks that has been put forth within the European Telecommunications Standards Institute (ETSI) with the goal of simplifying network management, update and operation [15]. NFV decouples the Network Functions (NFs), such as baseband processing at the base stations and firewalling or routing at the core network, from the physical network equipment on which they run. This is done by leveraging virtualization technology in order to map NFs into Virtual Network Functions (VNFs) that are instantiated on Commercial Off-The-Shelf (COTS) hardware resources, such as servers, storage devices and switches [13, 14]. NFV enables an adaptive “slicing” of the available network physical resources so as to accommodate different network services, e.g., mobile broadband, machine-type or ultra-reliable communications [10].

A simplified view of the NFV architecture is illustrated in Figure 4.1 [10, 13, 14, 16]. The top layer in this architecture describes the logical functionality of the given network service as a so-called forwarding graph, which characterizes the functional relationship among the VNFs that implement the network service. The bottom layer contains the general-purpose hardware appliances that provide storage, computation and networking capabilities. Finally, the intermediate virtualization layer is responsible for mapping VNFs to physical resources. In the example of Figure 4.1, VNF1 and VNF2 are instantiated on Virtual Machines (VMs) running on Server 1, while VNF3 and VNF4 are instantiated on VMs running on Server 2 and Server 3,
respectively. The combination of the last two layers constitutes the Network Function Virtualization Infrastructure (NFVI), and the three planes are under the control of a Network Functions Virtualization Management and Orchestration (NFV-MANO) block (see [13–15] for details). Most research activity on NFV focuses on the design of mapping rules between VNFs and hardware resources via the solution of mixed integer problems (see, e.g., [77]).

One of the key challenges for the adoption and deployment of NFV is the fact that COTS hardware is significantly less reliable than the dedicated network devices used in conventional network deployments [14, Section VI]. Hardware outages may in fact be caused by random failures, intentional attacks, software malfunction or disasters. This problem is motivating an emerging line of work, also within ETSI, on developing fault-tolerant virtualization strategies for NFV [16–18]. The typical solution, as summarized in [17], is to adapt to NFV well established policies introduced in the context of virtualization for data centers. These strategies are based on overprovisioning and diversity: NFs are split into multiple constituents VNFs, which
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**Figure 4.1** Simplified architectural view of NFV.
are then mapped on VMs instantiated on multiple distributed servers in order to minimize the probability of a disruptive failure as well as the mean time to recovery from a failure.

In this chapter, a novel principle for the design of fault-tolerant NFV that moves from 

\textit{diversity-based} solutions to \textit{coded} solutions is proposed.\ The proposed approach addresses the NF of uplink data decoding in a Cloud Radio Access Network (C-RAN) architecture, in which the baseband processing operations of the base station are carried out remotely at the “cloud” \cite{82}. The focus on uplink channel decoding is dictated by the fact that the latter is known to be among the most demanding baseband functions in terms of computational complexity (see, e.g., \cite{97,98}).

The proposed coded NFV solution leverages the algebraic structure of the transmitted coded data frames in order to enhance the robustness of channel decoding. To elaborate, assume that there are a number of servers on which VMs carrying out channel decoding can be instantiated, as illustrated in Figure 4.2. A conventional diversity-based technique would duplicate the decoding task at multiple servers. In this chapter, instead, a coded approach is proposed, whereby received data frames are encoded prior to being processed by the VMs that implement decoding at the distributed servers. This chapter elaborates on a simple embodiment of this idea, which is illustrated in Figure 4.3 and introduced in Section 4.3 after a description of the system model in Section 4.2. Numerical examples are provided in Section 4.4. Extensions and more general applications of the principle of coded NFV are presented in Section 4.5.

\section*{4.2 System Model}

Consider a C-RAN system implemented by means of NFV, and focus on the implementation of the NF of uplink channel decoding. In this system, as illustrated in Figure 4.2, a Remote Radio Head (RRH) is connected to the cloud by means of a
Figure 4.2  NFV set-up for the virtualization of the NF of uplink channel decoding. Server 0 acts as controller and is assumed to be reliable, while servers 1, N can carry out the computationally heavy NF of channel decoding but may be unavailable, due to failures or overload, with probability $q$.

fronthaul link. The RRH forwards the received baseband packets to the cloud on the fronthaul link in order to enable channel decoding. The overprovisioning of hardware resources is assumed, such that $N$ servers are available in the cloud, each of which can run a VM performing the decoding of a single received frame in the allotted time. More specifically, due to latency constraints, the decoding of $K$ received data frames should be carried out on the servers by allocating at most one frame to decode to each of $N \geq K$ servers. As in conventional implementations (see, e.g., [17]), we further assume that the VMs implementing channel decoding on Servers 1, N are managed by a controller VM, which is characterized by lower computational requirements and is instantiated at a server, marked as Server 0 in Figure 4.2, that is connected with bidirectional links to Servers 1, N.

Servers 1, N are distributed strategically across multiple locations throughout the service provider’s network, and are hence assumed to have independent availabilities [17]. In particular, it is by assumption that each one of Servers 1, N fails independently with probability $q$. It is emphasized that a failure here means that a server is not available to perform the given task within an acceptable deadline due to software or hardware issues (see Section 4.1).

The transmitted frames are encoded with the same $(n, k)$ linear code with a given rate $k/n$, such as convolutional, turbo or LDPC codes. Furthermore, in order
to present the key ideas, we consider first a Binary Symmetric Channel (BSC) model between the user under study and the RRH. As a result, for each transmitted frame $x_i \in \{0, 1\}^n$, with $i \in \{1, \ldots, K\}$, the transmitted signal can be written as $x_i = u_i G$, where $u_i \in \{0, 1\}^k$ represents the data encoded in the $i$-th frame and $G$ is the $k \times n$ generator matrix of the code. Furthermore, the signal received for the $i$-th frame is given as $y_i = x_i \oplus z_i$ where $z_i$ is a vector of independent Bernoulli variables with probability $p$ of being equal to 1. Generalizations of the system model are discussed in Section 4.5.

Throughout, we take as the performance metric of interest the probability of error, that is, the complement of the probability that decoding of all the $K$ frames is carried out successfully by the cloud. Note that, according to the introduced model, a failure may occur due to either errors on the communication channel between user and RRH or due to a failure of the servers.

### 4.3 Fault Tolerance via Coded NFV

In this section, the conventional diversity-based fault-tolerant approach as applied to the problem at hand of uplink channel decoding in a C-RAN via NFV is first reviewed. Then, the proposed coded NFV approach is presented. For both schemes, the focus is on the case $N = 3$ and $K = 2$ and present a simple analysis of the probability of error. The problem statement in the general case is treated in Section 4.5.

#### 4.3.1 Fault Tolerance via Diversity

A conventional solution based on diversity is illustrated in Figure 4.3(a) for $N = 3$ servers and $K = 2$ frames. In this scheme, the controller VM instantiated at Server 0 duplicates one of the received frames, namely $y_2$ in the figure, at the input of both Server 2 and Server 3. Server 1, Server 2 and Server 3 each run a VM that performs channel decoding as well as error detection (via a Cyclic Redundancy Check test) on
the input frame. The outcome of the decoders is fed back to the VM in Server 0. It is noted that, for general values of $N$ and $K$ with $N > K$, the scheme would just duplicate one or more frames at the input of multiple servers.
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**Figure 4.3** Illustration of the idea of coded NFV for channel decoding in the case of an overprovisioning factor of $N/K = 3/2$ ($N = 3$ servers for $K = 2$ received frames): (a) Mapping of NF and servers for a conventional diversity-based scheme in which one of the received frames is duplicated at the input of two servers; (b) Mapping of NF and servers for the proposed coded NFV scheme in which the XOR of the two received frames $y = y_1 \oplus y_2$ is the input to Server 3, whose output is $\hat{u} = \hat{u}_1 \oplus \hat{u}_2$.

The conventional diversity-based system succeeds in decoding both packets as long as: (i) Server 1 decodes correctly data $u_1$ and is available; and (ii) Server 2 and/or Server 3 decode correctly $u_2$ and are available. As a consequence, the error probability can be written as

$$P_{\text{err}} = 1 - \sum_{\mathcal{S} \subseteq \{1,2,3\}: \|\mathcal{S}\| \geq 2, \{1\} \in \mathcal{S}} \Pr(\mathcal{S})(1 - q)^{\|\mathcal{S}\|}, \quad (4.1)$$
where $|S|$ is the cardinality of set $S$, which is a subset of the Servers 1, 2 and 3; $Pr(S)$ is the probability that only the decoders in $S$ successfully decode the input frame, while the rest of the servers decode incorrectly.

### 4.3.2 Fault Tolerance via Coded NFV

In the proposed coded NFV scheme, as illustrated in Figure 4.3(b), Server 0 preprocesses the received frames by computing the linear combination $y = y_1 \oplus y_2$ of the received frames $y_1$ and $y_2$. Note that this operation is of much lower complexity as compared to channel decoding. Server 0 then assigns frame $y_1$ for decoding at Server 1, frame $y_2$ to Server 2 and frame $y$ to Server 3. A key observation is that Server 3 can decode over the same linear code as Server 1 and 2 since we have

$$y = y_1 \oplus y_2 = (u_1 \oplus u_2)G \oplus (z_1 \oplus z_2).$$  \hfill (4.2)

Hence, Server 3 can decode $u = u_1 \oplus u_2$ over a BSC with parameter $2p(1-p)$, which is the probability that the effective noise $z_1 \oplus z_2$ equals 1. As a result, as long as any two servers decode successfully and are available, Server 0, which receives the outputs of all other servers as in the diversity-based scheme, can decode both data messages $u_1$ and $u_2$.

Based on the description above, the proposed coded NFV scheme can be interpreted as a form of *concatenated code* in which the outer linear code encodes each frame, while the inner NFV code is applied on the noisy received signals in order to obtain robustness with respect to infrastructure failures. The probability of error for this scheme is given by

$$P_{err} = 1 - \sum_{\substack{S \subseteq \{1,2,3\}: \quad |S| \geq 2 \atop \Pr(S)}} \Pr(S)(1 - q)^{|S|},$$  \hfill (4.3)

where $Pr(S)$ is defined as in (4.1), with the key difference that Server 3 decodes based on (4.2).
We conclude this section by emphasizing that, beside the advantages in terms of the error probability which will be further discussed in Section 4.4, the proposed coded scheme increases the Minimum Failure Removal (MFR) [18]. The MFR is the minimum number of servers whose removal leads to failure. In particular, with the conventional diversity-based scheme, even the non availability of a single server, namely Server 1, causes a failure, while the proposed scheme has a MFR of two.

4.4 Numerical Results

This section presents numerical experiments to compare the performance of the conventional diversity-based scheme and the proposed coded NFV for the presented example with \( N = 3 \) and \( K = 2 \). To this end, we consider a 1/2 feedforward convolutional code, in which the constraint length is 7, the code generator polynomial matrix is \([171 \ 133]\), with \( k = 70 \) and \( n = 140 \) and Viterbi decoders are implemented at Servers 1, 2 and 3. The probabilities \( \Pr(S) \) in (4.1) and (4.3) are evaluated via Monte Carlo simulations.

The error probability as a function of the servers’ failure probability \( q \) is plotted in Figure 4.4 for the indicated values of the BSC parameter \( p \) for both schemes. It is seen that, in the regime in which hardware failures have similar or smaller probability as compared to channel errors, coded NFV can provide significant gains. For instance, to achieve \( P_{\text{err}} \approx 2 \times 10^{-3} \) with \( p = 0.05 \), the conventional diversity-based method requires hardware with a server failure probability of \( q = 10^{-4} \), while the coded NFV requires \( q \approx 10^{-3} \), which is an order of magnitude larger.

4.5 Extensions

The robust coded NFV scheme was presented in Section 4.3.2 for \( N = 3, \ K = 2 \) and for a BSC channel between user and RRH. In this section, extensions are briefly discussed.
Frames encoded with different rates: Different rates can be accommodated by using rate-compatible codes obtained from the same master linear code for each frame.

2) Additive Gaussian noise or fading channels: For such channels between user and RRH, lattice codes can be used to encode the frames, instead of linear binary codes. The input to Server 3 (see Figure 4.3(b)) is computed as the sum of the received signals on the real field, or complex field for complex Gaussian or fading channels. Server 3 then decodes the XOR of the two messages, namely \( u = u_1 \oplus u_2 \), by decoding over the lattice code using the technique of computation over a multiple access channel (see [99] and references therein for an introduction).

3) Generalization to any values of the parameters \( N \) and \( K \): For any values of \( N \) and \( K \), each one of the \( n \) bits input to Server \( j \), with \( j = 1, \ldots, N \), is obtained as a binary-field linear combination of the corresponding bits of the received frames \( y_i \), with \( i = 1, \ldots, K \). The resulting NFV code can be then described by a \( K \times N \) generator matrix \( G_{NFV} \) such that the input bits to the servers can be computed as
$yG_{\text{NFV}}$, with $y \in \{0, 1\}^K$ collecting one bit from every frame. Note that $G_{\text{NFV}} = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix}$ in the discussed $N = 3$, $K = 2$ example.

Regarding the design of the generator matrix $G_{\text{NFV}}$, one can note that an NFV code benefits from a sparse structure of $G_{\text{NFV}}$, as well as from a large minimum distance — two conflicting requirements. For the former requirement, as seen in Section 4.3.2, summing more received signals at the input of a server increases the noise level. More formally, the NFV code operates over an erasure channel in which the probability of error associated to each server $k$ equals $q + (1 - q)f(d_k)$, where $d_k$ is the number of ones in the $k$th column of matrix $G_{\text{NFV}}$ and $f(d)$ represents the probability of incorrect decoding when $d$ received signals are summed (which is an increasing function of $d$). This novel property of NFV codes sets an interesting research challenge for code design.

### 4.6 Concluding Remarks

Software-based virtual network functions enabled by NFV are less reliable than those provided via the traditional hardware-based platforms. To alleviate this shortcoming, this chapter proposed to enhance traditional diversity-based solutions by means of channel coding. The proposed solutions addresses the important network function of uplink channel decoding at the base station and leverages the algebraic structure of the received encoded data frames. Numerical results demonstrate the potential gains obtained with the proposed scheme as compared to the conventional diversity-based fault-tolerant scheme in terms of error probability.
While most of the previous work on mobile cloud computing have focused on joint allocation of only uplink radio resources and cloud computational resources, the main contribution of the dissertation has been the analysis and design of a joint allocation scheme where radio and backhaul resources are optimized in both uplink and downlink as well as the optimization of computing resources at the cloud. The dissertation also introduced users scheduling scheme that guaranteed an energy-saving gains for offloading users.

In particular, driven by the rapid shift towards pervasive mobile applications, e.g., AR applications, the optimization design can also benefit from the shared collaborative feature of such applications so as to obtain the optimal allocation of the shared communication and computational resources. It is envisioned that mobile cloud computing, along with NFV are two enabling technologies for the deployment of such applications. Consequently, the dissertation considered the virtualization-based implementation of these technologies and addressed the reliability concern by proposing a coded NFV approach.

Overall, the dissertation shows that the proposed joint optimization schemes have brought considerable gains for mobile devices in terms of energy consumption and for both independent and collaborative computational tasks offloading to robust cloud infrastructures.

Open research challenges for future work encompass the inclusion of higher-layer aspects such as queuing in the definition of the latency for the design of mobile cloud computing systems, the training of a neural network, or another learning machine, to solve the joint resources allocation problem for a number of representative channels.
so as to build a sufficiently dense look-up table, the design of NFV codes and the application of the principle of coded NFV to other network functions, such as routing, the understanding of the trade-off between sparsity and large minimum distance in the design of the generator matrix for coded NFV and finally the study of caching strategies for higher-priority components of AR applications.
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