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ABSTRACT

END-TO-END NETWORK MEASUREMENT
FOR WIRED AND WIRELESS NETWORKS

Khondaker M?s/fakus Salehin
A number of Internet applications require accurate charagtion of different network
parameters. There is, therefore, a need to determine whb#eetworks that carry packets
for those applications comply with the requirements. Nekwoeasurement provides the
means to perform this determination. This work focuses tweses for measuring several
parameters both in wired and wireless environments.

The need of measuring packet processing time (PPT) of the hersts (i.e.,
workstations) in a wired network is unveiled. PPT is definedhee time elapsed between
the arrival of a packet at the data-link layer and the timemthe packet is time stamped at
the application layer of the TCP/IP protocol stack of an eostas defined by RFCs 2679
and 2681. The role of PPT becomes important to increaseawcur the measurement of
different network parameters (e.g., one way delay) as d&s increase.

Two schemes to measure the PPT of an end host have been mropbise first
scheme is designed to measure PPT of an end host using Inemmieol Message Protocol
(ICMP) packets and a specialized packet-capture cardndhvat the node is physically
accessible. The second proposed scheme measures the Piemaota end host connected
over a multiple-hop path based on the estimation of the ¢gpafche link connected to the
end host using a packet-pair structure, called compounoepr&xperimental evaluations

in both testbed and Internet environments of the propodeehses are presented.



A solution for measuring clock skew between two end hostseoted over a wired
end-to-end path through the estimation of link capacity ngppsed. Unlike existing
schemes, the proposed solution is simple and does not eeciinplex processing of the
sampled data because the compound probe can also be uséectaldéa samples affected
by noise (i.e., cross traffic) over the path. Simulation issof the proposed scheme are
presented.

A scheme to measure the throughput of an IEEE 802.11 wir@essss link in a
hybrid wired-wireless path is introduced. Throughputrastion of a wireless access link
is challenging and it can be affected by the cross traffic enatined links and bottleneck-
link location of the path. The proposed scheme measuresitbeghput of the download
wireless link with high accuracy and without being affectgdthe cross traffic on the
wired links and bottleneck-link location of a hybrid wiredreless path. Experimental

evaluations of the proposed scheme in a testbed enviroraneptresented.
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CHAPTER 1

INTRODUCTION

Internet is the primary domain of communication in today’srid. Wide Internet
infrastructure and prevalent use of different digital degi prompted the development
of various applications since the last decade. Populafitth® Internet is still on the
rise with the recent advent of social networks, where uspend a large amount of
their time for personal and commercial interactions. Topkee with the increasing
popularity and demands, information-carrying capacitthefInternet is expanding in both
wired and wireless environments. Characterization of ttterhet is also gaining more
importance to efficiently utilize network resources, dgptew services, and ensure better
user experience.

The functioning of the Internet can be described by variogisvark parameters.
Measurement of these parameters is required to charactdrz Internet to define its
qualitative performance and user experience. Measureaiarty network parameter in
the Internet, both in wired and wireless environments, isglex due to its large and
distributed infrastructure, and dynamic nature. Yet, hégicuracy and precision in the
measurement of different network parameters (e.g., digdycapacity, throughput, clock
skew) are necessary for optimal use of the Internet.

Existing methods available to measure different networkapeters are broadly
categorized into two broad spectrums: passive measureamehiactive measurement
[1]. Passive measurement involves estimating networknmpeters using the data packets

of existing traffic flow(s) in a network path. This approachjuiges capturing of the



data packets from the traffic flow(s) and it is accomplishednsgrumenting the point
of measurement interest (e.g., an intermediate node) invaorie path with specialized
hardware[[2] B]. Even though passive measurement is arctateapproach because it
does not perturb the user traffic by injecting additionaloimg packets into the network,
its applicability is limited due to lack of universal adnstriative access to the Internet.
Active measurement has attracted significant interestléwiate this problem. In active
measurement, network parameters are measured by acteeting probing packets
from a source node to a destination node of a network pathowitfequiring additional
administration access along the path. This approach, rewewsusceptible to noise (i.e.,
the user traffic or cross traffic) in the path under interasd,that has the potential to negate
the quality (accuracy and precision) of measurement.

This dissertation focuses on active measurement for etighahree different
network parameters in wired and wireless networks. Bothh haggality and wide
applicability of measurement were considered as the ntotiy#actor behind this work.

Packet processing time (PPT) is defined as the time elapseedmethe arrival of a
packet at the data-link layer and the time when the packehesstamped at the application
layer of the TCP/IP protocol stack of an end host (i.e., wiatksn), as defined by FRCS
2679 and 2681. Itis shown that measurement of PPT is impasahe transmission speed
of Internet is increasing. The knowledge of PPT can imprbeamheasurement accuracy of
different other network parameters (e.g., one way delay,DOWf an end-to-end path)
and related applications (e.g., IP geolocation) in therivge Considering the above
stated significance, an active scheme using Internet ddatadocol (ICMP) packet and
a specialized packet-capture hardware is introduced tcsuneaPPT in the local areal

network (LAN). This scheme does not require synchronirakietween the end host and



the packet-capture card for estimating PPT. Three wolksigtvith different specifications
have been used to experimentally evaluate the scheme underdifferent (i.e., 10, 100,
and 1000 Mb/s) transmission speeds. The stability of thersehis demonstrated in the
experimental evaluation.

To measure PPT in the wide area network (WAN) or in the Interaeother active
scheme is proposed based on the estimation of the capaeitytifie transmission speed) of
the link directly connected to the host under measuremerdnad link, in a multiple-hop
path. Estimation of end-link capacity is performed usingaakgt pair-structure, called
compound probe. An analytical model for sizing the packéth® compound probe for
ensuring robustness against the cross traffic of an endédqath is derived and then it is
verified through numerical evaluations. This scheme i®tesh a controlled testbed and
in the Internet using different path configurations withNMIB/s and 100-Mb/s end links.
The accuracy of the scheme is compared with that of the aluhase proposed for LAN
environment, as mentioned above.

A discussion on the effect of clock resolution (i.e., the Besainstance of time that
can be realized by a timing device) and link heterogeneittheInternet for measuring
PPT using existing clocks in the commodity workstationdss presented. The consistent
accuracy of the proposed scheme confirms its applicahilitiié Internet.

Various clock issues (e.g., clock offset and clock skew)een a pair of end
hosts involved in OWD estimation in wired network can degrake accuracy of the
measurement. A solution for measuring relative clock sk&twben two end hosts
connected over a multiple-hop path in a wired environmeekgored. Existing schemes
for measuring clock skew are complex and their accuracyaseto cross traffic of the

measurement path![4]. The proposed scheme uses compoubnespm accurately the



measure relative clock skew between two end hosts using @lesstatistical processing
of the data samples collected from capacity measuremeiite dinks directly connected
to the end hosts. The accuracy of the scheme is tested urglecituss-traffic loads on
an end-to-end path in simulation environment. The simoitatesults validates the high
accuracy of the scheme.

Throughput of wireless access link (i.e., end link) is an am@nt qualitative
parameter in a hybrid wired-wireless path, an end-to-emia @ansisting of multiple wired
links and a wireless end link. Access methodology of the les®link based on the IEEE
802.11 protocol standardl[5] is not the same as the accesoduwbgy used in the IEEE
802.2 protocol standard][6], defined for wired network. A @eldhroughput-measurement
scheme is proposed to accurately characterize an IEEE BB2ded wireless access link
in a hybrid wired-wireless path. The proposed scheme usepaond probe to measure
throughput of wireless access link without requiring théleaeck link of the hybrid path
on the wireless access link unlike existing schemeés [7]. Jtteme is evaluated in a
controlled testbed environment using IEEE 802.11b/g linkder high cross-traffic loads
on the wired links to show its robustness against the cradBetloads on the wired link
of the hybrid wired-wireless path. The accuracy of the expental results shows that the

proposed scheme outperforms the scheme considered aatidefisart.



CHAPTER 2

PACKET PROCESSING TIME: SINGLE-HOP CASE

2.1 Introduction
Packet processing time (PPT) of a host (i.e., workstatiotheé time elapsed between the
arrival of a packet in the host’s input queue of the Netwottedface Card, NIC, (i.e., the
data-link layer of the TCP/IP protocol stack) and the time placket is processed at the
application layer[[B, 9]. As link rates increase faster tpaocessing speeds [10,/11, 12,
13], the role of PPT becomes more important in the measureofetifferent network
parameters.

One-way delay (OWD) in a LAN is an example of a parameter thRaT Ran
significantly impact[14]. Figure 211 illustrates the OWDabpacketP over an end-to-end
path, between two end hosts, the souree)(and the destinationi§t) hosts. The figure
shows the different layers of the TCP/IP protocol stack thataverses at both end hosts,
as defined in RFC 2679][8]. The transmission time&nd propagation time,() of P take
place at the physical layer, the queuing delay {akes place at the network layer, and the
time stamping of the packet creationsat (P PT},.) and packet receiving atst (P PT;)
take place at the application layer of the end hosts. Theah@QWD experienced by’
from srcto dst is:

OWD = PPTyq + t; +ty +t, + PPTyy



Layer 4 | A Layer 4
PPT Layer3| | [P] 1 Layer 3 PPT
Layer2| / TS | Layer 2
- Physical Link (Layer 1) N

Transmission time + Queuing delay + Peragation time

Figure 2.1 End-to-end one-way delay (OWD) of packebetween two directly connected
hosts.

However, because of the low transmission rates of legademsyss PPT has been
considered so far negligible (i.eBPT,,. = PPTy; ~ 0). As data rates increase, the
contribution of PPT increases.

The error in the measurement of OWD in high speed LANs caniige i&PPTs are
neglected. For example, the measurement of OWD of 1500- @1yt packets between
the end hosts witiPPT,,. = PPT,;; = 2 pus and an average level of queuing delay,
t, = 40 ps [15], on a 100-Mb/s link would have an error of 2.5 and 8.58gpectively. In
these calculations, error|£’wgv‘V70DWm\ x 100 %,OW D = OW D'+ PPT,,.+ PPTy,
OWD' = t, +t, + t,, andt, = 0.5 us, considering the maximum transmission length
(100 m) of a Fast-Ethernet cable [16]. This error increaget® 2% when queuing delay
is relieved {, ~ 0 us [15], [17],[18]) for a 40-byte packet, which constituté¥6 or more
of the IP traffic [19| 20]. In a similar scenario, the error D on a 1-Gb/s link can be up

to 14% (ast, = 25 us for a 5-km optical cable in Gigabit Etherngt [16]). Therefd®PPT

must be considered for an accurate measurement of OWD in LAN.



Similarly, knowledge of the PPT of servers used in finant@dling datacenters can
increase customer confidence as OWD is estimated with higiracy [21| 22].

In WAN, high-resolution OWD measurement can be used to asgeaccuracy in
IP geolocation[[23, 24, 25, 26]. In IP geolocation, each nsecond of propagation time
varies the estimated geographic distance by 200 m betweeprnd hosts connected over
optical links. PPT is also an important parameter in the nn@asent of link capacity and
available bandwidth on high speed netwotks [27]) [28]. Bameple, in the measurement
schemes based on packet-pair structure([29, 30, 31,/ 32],71 33 of PPT can incur 8%
error on a 1-Gb/s link if 1500-byte packets are used. Thigrancreases as the packet
length decreases. The effect of PPT on accuracy of the nletweasurement tools is an
open problem [34, 35].

The measurement of the PPT of a host can be complex becausesth@ust record
the time a packet arrives at the data-link layer and the threeapplication layer processes
the packet (here, the time stamping performed at the apioliickayer is considered to be
the packet-processing event). However, time stampingeatiéitia-link layer is not readily
available in popular and deployed NICs [3]. PPT measurecanbe performed by placing
a specialized packet-capture card in the same subnet wieteost under test is located.
Existing packet-capture cards have a time stamping rasolin the nanosecond range
[36], [2], and their use require time synchronization|[374{hathe host’'s clock. This is
difficult to accomplish since operating systems of a hostawvide up to microsecond
resolution[38]. In this chapter, a scheme to measure thed®Bhost using a specialized
packet-capture card in the same subnet is proposed witlirireggielock synchronization
between the host under test and the packet-capture cardkp&nimental evaluation of the

scheme is presented and the outcomes show consistent asdrat#a results.



The remainder of the chapter is organized as follows: Se@id discusses the basic
architecture of a host and its NIC operations. Se(tioh 2r8dices the proposed scheme to
measure PPT in LAN setup. Sectionl2.4 shows the experimestalts of PPTs measured
on three different hosts. Sectibn 2.5 presents the existhgmes for PPT measurement.

Sectior 2.6 concludes the discussion.

2.2 Determining Factors of PPT in Hosts
The packet-processing event is considered to be the timgstg of a packet transmission
at an end host. This latency is determined by the propertidseccentral processing unit
(CPU), bus speeds, NIC driver, and system-call latencigbebperating system of the
host [11, 39| 40]. Therefore, the architecture of a host sIiC operations for sending
and receiving a packet have a major impact towards PPT. Ifotlosving discussion, the

basic architecture of a host and the operations of a NIC sgorted.

2.2.1 Host Architecture

A host architecture has basically one or more CPUs, wheite @at have one or multiple
processing cores, a chipset to operate in conjunction WaiCiPUs, main memory (blocks),
and NICs. These different subsystems are interconnectatebys of buses, a front-shared
bus to connect the CPU and the chipset, a memory bus to cotivgentain memory and
the chipset, and a Peripheral Component Interconnect ®GI)o interconnect the chipset

with the NICs. Figuré 212 shows this simplified architecture
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Figure 2.2 Top-level architecture of a general-purpose host.

2.2.2 NIC Operations

Figure[2.38 illustrates the two basic operations of the Nl&ket transmission and packet
receiving processes [39,140]. Figure 2.B(a) shows thatréorsmitting a packet, the host
initially creates buffer descriptors in the main memoryteamng the location, both address
and length, of the packet (Step 1) and informs about thisteeetine NIC (Step 2). The
NIC then copies the packet to its local buffer through twoebirMemory Access (DMA)
transfers, one for the packet descriptors and the othehépacket itself (Steps 3 and 4).
The NIC sends the packet out to the network (Step 5) and fisisteetransmission process
by interrupting the CPU (Step 6). According to Fighre 2.B{en a packet arrives in the
NIC buffer from the network (Step 1), the NIC initiates thee#ing process by copying the
packet into a pre-allocated buffer at the main memory aloitly the packet’'s descriptors
through two DMA transfers (Steps 2 and 3). The NIC finishesrdueiving process by

sending an interrupt to the CPU (Step 4).
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Figure 2.3 Basic NIC operations: (a) transmission process and (b)wiegeprocess.
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2.3 Proposed PPT Measurement Method
Figure 2.4 shows the proposed scheme and measurementseatapsure PPT aefst. The
setup consists of a source hostd) directly connected to a destination hogt#) through
an Ethernet link. A snifferl{sf), a workstation equipped with a two-port packet-capture
card (Endace DAG 7.5G2 card [36]), captures the packetsrrdted betweenrc and
dst by connecting its two ports to the Ethernet link using a constauilt wire tap. In this
experimental setup, the propagation times of the sniffedgta are considered negligible

because the distance between anddst is 2 m.

QO = ICMP echo request packet ------ » Travelling path of O

R = ICMP echo reply packet .—..» Travelling path of R

PPT,, = Incoming PPT at dst Tx, = Tx wire of the Ethernet link connected to node n

PPT4, = Outgoing PPT atdst Rx, = Rx wire of the Ethernet link connected to node n
Rxpac(i) = Rx wire of DAG interface i at Asf’

Wire tap
(0] e S R >»[o] o prr,
szrc E Rxdsl +
; d - ICMP echo reply
sre ) ! < st generation
R : Txa | N
( ........... 4\ ...... T /L - _ < PPT 5
Source of ! E Host under test
ICMP probes ! 0]
+ 1
Rxpag(1) Rxp4c(2)
hsf
Sniffer

Figure 2.4 Experimental setup to measure PPTdef.

To measure the PP3yc sends an ICMP echo request packg} (o trigger an ICMP

echo reply packetK) at dst. hsf captures the exchanged ICMP echo packets and time
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stamps them at the data-link layeist also time stamps the exchanged packets, however,
at the application layer.

Figure[2.5 presents the time line of the events that takeed@tween the exchange
of ICMP echo packet® andR atdst. Here, the gap measured hyf, t; —t, includes the
receiving time ofQ, t, — t;, the PPT experienced liy on its travel up through the TCP/IP
protocol stack¢s — t, or PPT,,, the time taken bylst to generater, ¢t; — t5, and the PPT
experienced byz on its travel down through the TCP/IP protocol stagk; t5 or PPT ..,
atdst. The gap measured higst at the application layer; — t3, includes the actual time
needed to generate, ¢, — t3, plus the system-call latency of the operating system foeti
stampingR, t5 — t4. The gaps, — t; andts — t3 are subtracted fromy, — ¢;, which is
equal to2PPT atdst if PPT,, = PPTy,.,. The assumption of equal PPTs for both the
incoming@ and outgoingR at dst may not always be the case, but Figurd 2.5 considers a
scenario where there is no other traffic passing throughalse Moreover, the travel path
of a packet between the data-link and application layetseisame, as discussed in Section

2.2.2.

2.4 Experimental Results
PPT of three different hosts, a Dell Dimension 3000 (D30@)Dell Inspiron 1531S
(1531S), and a Dell Optiplex 790 (DO790) workstations, wereasured to evaluate the
proposed scheme. The specifications of the workstationskawn in Tabld 2]1. PPT
measurements on these three workstations was performédtheir NICs running at
10, 100, and 100 Mb/s to investigate the effect of interfgqueed on PPT besides the

workstations’ specifications.
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hsf time stamps ICMP echo request

ICMP echo request arrives at NIC’s input buffer

dst time stamps ICMP echo request

dst generates ICMP echo reply

dst time stamps ICMP echo reply
ICMP echo reply arrives NIC’s output buffer

hsftime stamps ICMP echo reply

Figure 2.5 Timeline of ICMP echo request and echo reply packet&at

Table 2.1 Workstation Specifications

Dell Dimension 3000

Dell Inspiron 1531S

Dell Optiplex 790

Name

D3000

1531S

DO790

CPU (speed)

Intel Pentium 4 (3 GHz

AMD Athlon 64 X2 (1 GHz)

Intel Core i3 (3.3 GHz)

RAM

512 MB

1024 MB

8148 MB

RAM speed (data width

400 MHz (64 bits)

667 MHz (64 bits)

1333 MHz (64 bits)

PCI bus speed 266 MB/s 133 MB/s 4 GBJs
NIC speed 10/100 Mb/s 10/100/1000 Mb/s 10/100/1000 Mb/s
Linux kernel version 2.6.18 2.6.18 2.6.35
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2.4.1 Measured PPTs

PPT measurements on the D3000 and I531S workstations wei@rped using their
integrated Fast-Ethernet NICs: Intel Corp. 82562EZ andliaVCorp. MCP61. PPTs
of the above mentioned workstations under 10- and 100-Mbfsinission speeds were
measured 10 times, using 500 ICMP echo packets each timeh IEAP echo packet
consists of a frame length of 110 bytes.

Table[2.2 shows the summary of the measured PPTsKi€& column) and the
standard deviations (th&d column) of the D3000 and 1531S workstations. Tdblg 2.2
shows that the PPTs of the D3000 workstation are 21 angsldnder 10- and 100-Mb/s
transmission speeds, respectively. For the 1531S workstathese values are 16 and
7 us, respectively. The standard deviations of the measurdd BR both workstations

are smaller than 1s.

Table 2.2 Measured PPTs using Integrated NICs

dst Link capacity| t; —t; | to —t1 | t5s —t3 | 2 x PPT | PPT | std
(Mb/s) (us) | (us) | (us) (1s) (1) | (us)

D3000 10 151 88 22 41 21 | 0.31
D3000 100 57 9 22 27 14 | 042
I1531S 10 161 88 41 32 16 | 0.31
I1531S 100 63 9 41 13 7 0.42

Another set of measurement on the 1531S and DO790 workstatiere performed
under 10-, 100-, and 1000-Mb/s transmission speeds usiextanded Gigabit-Ethernet

NIC, Marvell Tech. 88E8053 PCI-E, and the same number of IGMRo packets, as
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used in the previous set of experiments. Table 2.3 showsuimensiry of the measured
PPTs (thePPT column) and the standard deviations (ti@ column) of the tested
workstations. The PPTs of the 1531S workstation with theeded NIC are 7Ls under
10-Mb/s transmission speed, and 68 under 100- and 1000-Mb/s transmission speeds.
The measured PPTs on the DO790 workstation are 99, 91, and @dder 10-, 100-,
and 1000-Mb/s transmission speeds, respectively. Thedatdmeviations of the measured

PPTs on both workstations, under each transmission speesiyaller than Ls.

Table 2.3 Measured PPTs using Extended NICs

dst Link capacity| t; —t; | to —t1 | t5 —t3 | 2 x PPT | PPT | std
(Mb/s) (us) | (us) | (us) (1s) (1us) | (us)

I1531S 10 265 88 35 142 71 | 0.42
I1531S 100 170 9 35 126 63 | 0.48
1531S 1000 162 1 35 126 63 | 0.70
DO790 10 301 88 17 197 99 | 0.52
DO790 100 208 9 17 182 91 | 0.16
DO790 1000 198 1 16 180 90 | 0.72

Tables[2.2 and 2.3 show that the PPTs measured on each viarkstaing the
integrated and extended NICs under 10-Mb/s transmissieedsis about &s larger than
that under 100-Mb/s transmission speed. This variationemteasured PPTs for these two
speeds is due to the minimum idle time period required aftegiving a packet at the NIC,
called Interframe Gap (IFG), as defined by the Ethernet stahdl]. For example, IFG

under 10- and 100-Mb/s transmission speeds are 9.6 ang.8,96&spectively; therefore,
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there is a difference of 8.64s in IFG, which is close to the above stated variation in the
PPTs measured under these two speeds. The measured PPEsIBA1E and DO790
workstations under 100- and 1000-Mb/s transmission spaedsimilar because the IFG
under the latter speed is 0.096.

The PPTs measured on the I531S workstation using the itéebaad extended NICs
show that the type of NIC of a workstation plays a major roldétermining the PPT of a
host, in addition to the transmission speed, which is disedisn [39]. As Tables 212 and
[2.3 show, the PPTs measured on the 1531S workstation usengxtended NIC is around

50 us larger than that using the integrated NIC.

2.4.2 Quality of Intermediate Variables

1) ICMP Packet Generation Tim&igure[2.6 shows the sampled distributions of the ICMP
packet generation times;(— t3) of each workstation under 10- and 100-Mb/s transmission
speeds for 500 ICMP packets using the integrated NIC. FejBré(a) and 216(b) show
that the mean packet generation time measured on the D300@tatoon under 10- and
100-Mb/s transmission speeds are 22 an@di23espectively. According to Figures 2.6(c)
and2.6(d), the mean packet generation times measured tBBth® workstation for those
transmission speeds are 40 and4lrespectively.

Figures[ 2.V and_2.8 present the sampled distributiong ef t; measured on the
I1531S and DO790 workstations using the extended NIC. Adngrtb Figured 2J7(a) -
[2.74(c), the mean packet generation time on the 1531S wdistare 35, 35, and 34s
under 10-, 100-, and 1000-Mb/s of transmission speedsecésply. In case of the D0790
workstation, these values are 17, 17, and.&6or 10-, 100-, and 1000-Mb/s transmission

speeds, as shown in Figufes]2.8(@) 3 2.8(c).
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The packet generation times in Tables] 2.2 2.3 and Fidies [2.8 show
that the DO790 workstation has the smallest packet geperéithe (i.e., 17uS) among
all workstations irrespective of the transmission speechbse this workstation has the
highest CPU, RAM, and bus speeds, as shown in Table 2.1. Owothe hand, the
I531S workstation has different packet generation tim@saf2zd 35us) when the PPT is
measured using integrated and extended NICs. These vafaethat the packet generation
time dependents both on the host’s specifications and the afNIC rather than the
transmission speed.

2) DAG Time StampingFigure[2.9 shows the sampled distributions of the time
stamping intervals betweépandR (t; —t,), measured b¥s f in the integrated NIC based
experiments. Figurés 2.9(a) dnd|2.9(b) show that the meiar-of measured on the D3000
workstation under 10- and 100-Mb/s transmission speed$Zx0end 59.s, respectively.
The mean value measured on 10 Mb/s is larger than that on 108 bécause, — t;
includes the receiving time @, as shown in Figure_2.5, which is inversely proportional
to the transmission speed @ft. Figured 2.9(c) and 2.9(d) show that the meamn,of ¢,
measured on the 1531S workstation are 160 andst@nder 10- and 100-Mb/s transmission
speeds, respectively.

Figured 2.10 and 2.11 present the sampled distributionsumed on the 1531S and
DO790 workstations using extended NIC. According to Figitd0(a) £2.10(c), the mean
of t; — t; on the 1531S workstation under 10-, 100-, and 1000-Mb/sstrassion speeds
are 266, 170, and 164s, respectively. The respective values on the DO790 wdr&sta

are 302, 207, and 19%s, as shown in Figurés 2]11(d) - 2.11(c).
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2.5 Related Work

There is no existing scheme to measure the PPT of an end hbstliest of the knowledge,
but the measurement of PPT of a router has been considerate#st. A previous work
measured PPT of hardware routers in an end-to-end path tsynmsnting their input and
output links with packet-capture card given that the methad physical access to the
routers under test [15]. Here, the PPT of a router is defingdestsme interval between the
departure of a packet from the ingress queue of the inpuglintkthe arrival of the same at
the egress queue of the output link of the router; theretbeeactual value is equivalent to
two times PPT plus the packet-switching latency throughdlmer’s switching fabric.

Another study extended the above mentioned method to me&RiF of software
routers by instrumenting the routers with dedicated sao#wprocesses (i.e., kernel
functions) that capture the ongoing traffic between the tima output links, both at the
data and application layels [42].

A scheme, called fast-path/slow-path discriminafted), was proposed to measure
packet generation time of routers using ICMP packets [438fsd, the source host sends
two different types of probing packets, a direct probe andp-limited probe, toward
the destination host of a multiple-hop path, consisting: afodes, for estimating OWD
between the end hosts to measure the packet generationftroters, e.g., node where
2 < i <n—1,inthe path. The direct probe is a specially-crafted ICMRoaeply packet
with a Time-to-live (TTL) large enough to enable reaching ttestination host through
nodei, which is the router under test. The hop-limited probe isecelly-crafted ICMP
echo reply packet spoofed with the destination’s IP addass#s source address and a
TTL value that expires at node The hop-limited probe forces nodéo generate an ICMP

Time Exceeded (TE) packet, which is sent to the destinaienguse of the spoofed source
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address) so that the OWD of the end-to-end path can be meéasBerause the OWD
measured by the hop-limited packet is overestimated by dlckgt generation time of TE
at nodei, the packet generation time of nodés estimated from the difference between
the OWDs of the direct and hop-limited probes over the patilikg the above mentioned
methods for measuring PPT of routefsg does not require instrumentation and physical

access to the routers for measuring their packet processieg.

2.6 Conclusions
A scheme to measure the PPT of a host (i.e., workstation)gusiapecialized packet-
capture card in a LAN setup was proposed. To measure PPTidpeged scheme sends an
ICMP echo request packet to trigger an ICMP echo reply paatitie host under test, and
collect the time stamps at the data-link and applicatioedsysing the clocks of the packet-
capture card and the host, respectively. The scheme doesquite clock synchronization
between the host and the packet-capture card. The schemexpasmentally tested on
two different hosts connected to the network with an inefaunning at 10, 100, and
1000 Mb/s. The experimental results show that the propossttiodology can measure

PPT of the hosts consistently, and without requiring clogkcéronization.



CHAPTER 3

PACKET PROCESSING TIME: MULTIPLE-HOP CASE

3.1 Introduction

An end host under test for PPT measurement may be remotelietband access to the
host is only allowed through the Internet over a multiplgxipath. This issue raises the
following question: is it possible to measure the PPT of renemd hosts through intranet
of large LANs or Internet? As a response to this question,cieascheme to measure
the PPT of remote end hosts is proposed. The proposed approasists of the following
three components: 1) An active probing scheme to measurgntleean end host takes
to time stamp a packet. The scheme is based on the estimdtibie capacity of the
link directly connected to the receiving end host, callegleéhd link by usingcompound
probes(see Figuré_3l1(a)), each comprising a heading padkgtdnd a trailing packet
(P,) [44, 45,7,/ 33], sent from the source to the receiving end,hekich is the host
under test. This compound probe is used to measure theprdakee gap of each compound
probe (i.e., the gap between the last bitthfand the last bit of’;) without deploying any
specialized hardware. 2) A methodology to remove the sairiptea-probe gaps affected
by the network traffic and other network phenomena. 3) A nuthayy to obtain the PPT
of the host under test from the gaps measured from the condgmobes.

The remainder of the chapter is organized as follows: Sed8@& introduces
the proposed scheme to measure PPT of a remote end host.onS8c3i presents
the experimental results and accuracy of the proposed slodtained from a testbed

and the Internet measurements. Seclion 3.4 discussed #i®oguality and values of
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Intra-probe gap

Intra-probe gap Transmission|
> time
P h P t ) P h Pt .
P time » time
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(a) (b)

Figure 3.1 Compound-probe structure comprising of a headifg @nd a trailing {,)
packets a) without and b) with a dispersion gap.

the intermediate variables obtained in the PPT experimeBection 3.7 discusses the
parameters that limit the accuracy of the proposed scheneetioB[3.5 introduces an
analytical model for the sizing of the compound probe. ®&¢8.6 presents the existing

schemes for link-capacity measurement. Section 3.8 cdaslthe discussion.

3.2 Scheme for PPT Measurement
In this section, a scheme to measure the PPT of a remote enddrsected over a
multiple-hop path. The proposed scheme is based on the ne@asut of intra-probe gaps
of two compound probes where tligs have different sizes, = {s1, s2} to estimate the
capacity of the remote-end link,, as illustrated in Figurie 3.2. The estimated link capacity
is used to determine the transmission times of éackwhich is considered as the expected
transmission time. The expected transmission time is coaap® the transmission time
obtained by time stamping packets at the application layeo@gh Wireshark [46], for
example), and the discrepancyp’ PT, is then used to determine PPT at the remote end

host.
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4——— G(s) = 2=+ APPT

Intra-probe gap (time units)

Size of P, (bytes)

Figure 3.2 Linear relationship between intra-probe gap and traifpagket size in the
estimation of end-link capacity.

As Figure 3.2 shows, the offs&tP PT provides information about how much delay
(which is determined by the CPU and bus speeds, the NIC draret the system-call
latency [40, 11| 39]) a packet experiences before being-stamped by the receiving
end host. Here, the intra-probe gap#s;) and G(s2), are in (linear) function of the
transmission times, including the difference of the PPT¥pfand P, (i.e., PPT),, and
PPT,, respectively) or

G(s;) = 2 + APPT (3.1)

Cn

whereAPPT = PPT, — PPT,. APPT is defined by the intersection of the straight line,

which has a slope of-, and they axis (i.e.,s; = 0).
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For generality,P PT}, is considered equal to or different frodPT;. Figure[3.8
shows the case whe®PT);, and PPT; are different, wherd'S,, andT'S; are the time

stamps forP, and P;, respectively, assigned at the application layer.

Intra-probe gap

Time stampingT;S T§1 Time stamping

delay forP, \! | / delay forP,
:<—> :<—>:

v v
P

t

P

h

t <
«—>
Transmission time dP,

Figure 3.3 Variation in time stamping of?, and P, by the application layer.

3.2.1 Measurement Scheme

The proposed methodology to measure PPT is divided into hasgs: 1) Estimation of the

averageA PPT, AP PT,,,, from the measured(s,)s for each compound probe, shown in
Figure[3.5, and 2) Estimation ¢t PT}, and P PT; using the packet receiving model, which
is shown in Figuré_3]6. Considering the multiple-hop pattweensrc anddst in Figure

[3.4, the detailed steps of the two phases are presented.below

src dst
@ Ll : : LZ L[ : : Li+1 Ln : :

Figure 3.4 An n-hop end-to-end path.



30

Phase 1: Estimation ofAPPT,,,.

1. Send a train of compound probes frem: to dst using aP;, with s, = s,,4., Where
Smaz 1S €qual to the Maximum Transmission Unit (MTU) of the pathga P; with
s1 < Smae SUCh that the largest possible packet-size ratie; Z—’Z in the compound
probe is obtained. As an alternativwg, can be estimated if information about the
capacity of each link along the path is known, or else, it candbtermined by

exploration of the path (as discussed in Sedftioh 3.5).

2. Send a train of compound probes With= s,,.. ands; = sy, Wheres; < so < S0
and s, is slightly larger thans;. The minimum difference betweeny and s, is
determined by the resolution of the clock used in the measemng or in incremental
steps of2 k¢, bits (or bytes), wheré is the clock resolution (e.g., R = 1 us and

¢,=100 Mb/s, the step is 25 bytes).

3. Filter out the affected intra-probe gaps and identifyupper and lower bounds, and
the average of intra-probe gags,, (s:), Ghign(st), andGa.,(s:), respectively, for

s; andss.

4. Calculate the lower and upper bounds of the reciprocdleénd-link capacity (i.e.,

slope, see Figuie 3.5) using the upper and lower bounds ofhdasured intra-probe

gaps:

Miow = Ghigh(SQ) - Glow(sl) (32)

S92 — 81

and

mhigh _ Glow(52) — Ghigh<31)‘ (33)

S2 — 51
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S1 82

Size of trailing packet (bytes)

Figure 3.5 Estimation ofA P PT,,, using the lower and upper bounds of intra-probe gaps.

5. Determine the average of the reciprocal of the end-limacay (7,.,):

Myow + Mhpigh . (34)
6. Calculate the expected intra-probe gépsof the probing train(s) usingu,.,:
t:(51) = Mavgs1 + 7 (3.5)

and

ft(s2) = MgpgS2 + - (3.6)
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where~ is the IFG on the end link, if an Ethernet link is connectedh® teceiving

end host.

7. EstimateA P PT,,, atdst using the difference betweé&r,,,(s;) andt,(s,) obtained

from Steps 3 and 6, respectively:

APPTy = Gavg(s1) — ti(51) (3.7)

Phase 2: Estimation of PPTs. The relationships among the transmission times, intra-
probe gaps, and PPTs &%, and P, are shown in the timing diagram of Figure 13.6 where
the receiving buffer adst uses a first-in-first-out (FIFO) queuing model. The figurevgho
the timing of the two compound probes with respecbt@and ;. P;(s;) andFP;(s2) denote
the trailing packets of sizes ands,, respectively. Becausi,s in each compound probe
have the same length and arrive beféte the timing of P, of both compound probes is
overlapped in the figure.

From this model P PT;s are determined as:

PPE(81> = PPTh + G(wg(sl) - tt(Sl) (38)

and

PP,—Tt(32> = Gavg(52> - G(wg(81> -6 (39)

wheree is the interval between the time stamping of #¢s; ) and the arrival time of the

P,(s9) at the data-link layer.
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dst dst dst
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Figure 3.6 Packet-receiving model of heading and trailing packetsat

On the other hand, if the intra-probe gaps have zero digpegaps and the time-
stamping latency at the application layer is smaller thantime to transfer a minimum

packet size (e.g., 64 bytes for Ethernet), Equdtioh 3.4 tieswith:

AGavg (St) _ Att<8t)

S2 — 81 S2 — 81

(3.10)

Mavg =

or

AGavg<8t) = Att (St)

which shows that PPT is independentspfind the difference of the expected transmission
times, At(s;), or the difference of the intra-probe gapAG,.,(s;), does not affect

Equatiori 3.14.
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According to Figuré 316, the magnitude BPPT;s atdst is defined by, At,(s;), and

AG gg(8t):

Att<8t) = PP,_rt(Sl) +€ (311)

and

AG(wg(St) = PPTt<52) +e€ (312)

which lead to equaP PT's for both trailing packets, or

PPTy(s,) = PPTy(sy) = PPT, (3.13)

Equatior 3.1B indicates that the magnitude of the f\®7;s, depends on, and that the

largestP PT; is found where = 0, or

PPT, = Gayg(52) — Gavg(s1) = AGapg(St) (3.14)

andPPTy is:

PPT, = PPT,(s;) — APPT. (3.15)

3.2.2 Keeping a Zero-Dispersion Gap in a Compound Probe

In the compound probe?, and P, are used to identify the beginning and the end’pés
time-stamping process records the transmission tim@.ofo determine the transmission
time of P, on the end link, the dispersion gap betwdgnand P; is required to be zero at
the time of arrival in the end host. Figure 3.1 shows a comgqmbe a) without and b)
with a dispersion gap. The dispersion gap is defined by tharagpn between the last bit

of P, and the first bit ofP,.
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Gap dispersion (i.e., the increment of the dispersion gap)éompound probe can
occur because of the following two events: 1) one or moresctadfic packets are inserted

betweenP,, and P;, or 2) if the packet-size ratiay] is smaller than the link-capacity ratio

of a network node, cr; = ci(jil, wherec; andc; ., are the capacities of the input link,,

and output link,L; ., 1, respectively, of nodé Because event 1 can occur in a network node
where cross traffic flows and it is out of an end-user’s redehmain focus is on on event
2. In a network node, if the transmission time Bf on the output link is smaller than
the transmission time aP, on the input link, the compound probe experiences dispersio

[44],147,48]. Therefore, the packet-size ratio betwégrand P, to keep a zero-dispersion

gap or to avoid dispersion in nodenust follow:

o> St (3.16)

C;

Note that the zero-dispersion gap requirement might beesaeli even if the
dispersion gap becomes not zero along the path but it is eeldiaczero before reaching
the end link (e.g., due to a link-capacity ratio smaller tian But the aim is keeping a
zero-dispersion gap along the path, using a suitabifelink capacities are known. The

condition in Equation 3.16 is extended forahop path in Section 3.5.

3.2.3 Filtering of Affected Gaps

The intra-probe gap of a compound probe can be affected tsgtraffic. This affected
(i.e., dispersed) intra-probe gap adds errors to the meamunt of the end-link capacity.
Therefore, a filtering scheme to detect and remove the affegaps from the collected

samples is introduced. In addition to the effect of crosHittapacket-processing jitter
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(i.e., the variations in the receiving-packet processeattid host [12]) may also add errors
to the measured intra-probe gaps. To remove those err@sctieme first identifies the
smallest and the most frequent intra-probe gaps in a samspled determine the level of
packet-processing jitter, and it then calculates the stahdeviation of the sampled set
to find a range of acceptable (i.e., unaffected by crossdjdfitra-probe gaps. The use
of the most-frequent data element has been consideredkitdipacity measurement [7],

[48,[29]. The following steps filter the affected intra-peodpaps in a sampled set:

1. Identify the smallest intra-probe ga@;,..;i(s:), of the sampled set.
2. Determine the frequencies of intra-probe gaps (i.etpgram) in the sampled set.
3. Select the smallest intra-probe gap with the highesugaqyG ,cqx (s:).

4. Estimate the intra-probe gap variations, or packetgssiog jitter, asJ =
Gpear(St) — Gsman(st), and discard all data elements in the sampled set that are

greater tharts,cq; + J.
5. Calculate,,,(s:) and standard deviatianof the new sampled set.

6. Determine the lower and the upper bounds of the intraggatps as

Glow(5t) = Gavg(st) — 0 (3.17)

and

Ghigh(st) = Gavg(st) + g, (318)

respectively.



37

The range of the intra-probe gapS;,.(s:), Grign(s:)] depends on the packet-

processing jitter (i.e., variation of PPT).

3.3 Experimental Results
The proposed scheme is tested on a controlled testbed, diffgéeent network conditions,
and in the Internet using the D3000 and 1531S workstatiortee Jpecifications of these
two workstations were presented in Chapter 2. In these arpats, integrated NICs of

the above stated workstations have been used to verify tpoped scheme.

3.3.1 Experimental Measurement on a Controlled Testbed

The testbed (Figure_3.7) was implemented using four diffecenfigurations, listed in
Table[3.1. The testbed configurations, each denotedras @herex is the index of each
of the four considered configurations ant the capacity of the end link of configuration
x, are C1-10, C2-100, C3-100, and C4-100. These configusapaowvide variation of the
end-link capacities, link-capacity ratios, and locatidrire narrow link (i.e., the smallest

link capacity of the path).

Spirent Traffic Generator

100Mb/s A A 100Mb/s
— [ i =)
sre L, Cisco router L, Cisco router Ls Cisco router Ly dst

Figure 3.7 Testbed setup.
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Path Link capacity ¢;) Link-capacity ratio | Packet-size ratioo = ‘;—’:)
(Mb/s) (cri = =) Calculated| Evaluated
c Co C3 ey | oorg crsy crs value value
C1-10 | 100| 155| 100| 10 | 1.55|0.645| 0.1 1 1
C2-100| 10 [ 155| 10 [ 100| 15.5| 0.064| 10 10 10
C3-100| 100 | 10 | 155|100| 0.1 | 15.5 | 0.645 6.49 6.67
C4-100( 10 | 10 [ 155|100 1 15.5 | 0.645 6.49 6.67

The testbed consists of one Cisco 3600 router, two Cisco 7T@0@rs, a Spirent
Smartbits 6000C traffic generator [49], a sender workstatio, and a receiver workstation
dst. The D3000 and I531S workstations were usedig&sor systems under test. The
proposed scheme was implemented as an application on a &ystem, which provides a
clock with 14s resolution[[50] for time stamping (using the pcap libr&¥]).

On the testbed, symmetrical cross-traffic loads betweend0®@nMb/s, with steps
of 10 Mb/s, were generated on the secomd) (and third (3) links of the testbed path
(indicated by the dotted-line arrows in Figlre]3.7). No ertsffic load was applied to
the end links [.; and L,) to avoid having extra CPU load atst that could bias the PPT
measurement. The packet size of each Constant-Bit-Rate{E2] cross-traffic flow was
set between 64 and 128 bytes. The packet sizes are used tatgediferent levels of
traffic loads. It is considered that traffic models with diéfet distributions (e.g., Pareto

and Exponential [53]) might not differ significantly from GBraffic at these high loads.
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For the compound probes;, was determined by the testbed path’s MTU of
1448 bytes of User Datagram Protocol (UDP) payload plus Séshgf encapsulation
over the Ethernet links (the Ethernet encapsulation iredual 12-byte of preamble, start
of frame delimiter, SFD, and frame check sequence, FCS) aahftame length of 1502
bytes. Two values fog;, s; = 87 bytes ands, = 112 bytes so that theses set large

Qi : _ 1502 bytes __ __ 1502 bytes __ : S
packet-size ratiosy; = - bytes — 17.26 anday = 35 bytes — 13.41, which are within

the lower bounds of the required packet-size ratios on ezstbeéd path configurations, as
mentioned inCalculated value column of Tablé 3J1. Further details on the lower bound
value of the packet-size ratio are discussed in SettioB)3.Bhe time stamps of the probe
packets atist were obtained using Wireshark. Each configuration and watik& was
tested using 500 compound probes. Each test was repeatiedes) t

Table[3.2 showsPPT;, and PPT, of each workstation measured in the testbed
experiments (Sectidn_3.4.1 shows the values of all interated/ariables that were used
to calculate the PPTs on the testbed). Tdblé 3.2 also shavawbrage PPT of the
measured”PT}, and PPT, (2221 - According to the tableP PT,,,s of the D3000
and 1531S workstations with 10-Mb/s end link (on C1-10) aéead 21us, respectively.
The PP1T,,,s of the D3000 workstation with 100-Mb/s end link are 2, 4, @ds on
C2-100, C3-100, and C4-100, respectively. Here, the vanan the PPT,,, is attributed
to the 1us clock resolution of the Linux system. For the I531S worlistes with 100-Mb/s
end link, PPT,,, is 3 us.

The last column of Table_3.2 shows the errors of the averages Pireasured on

the testbed paths in reference to the actual PPII81(,.;..;) of each workstation, where

PPTactual_PPTavg
PPTyctual

error = | )| x 100%. The actual PPT of each workstation is measured

using a specialized packet-capture hardware, Endace D&&2card[[36], as discussed in
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Table 3.2 Summary of PPTs of Testbed Experiments

Packet processing time
dst Path | Actual value Measured values Error
PPT.ctua | PPTy, | PPT; | PPT,,,

(118) (us) | (us) | (us) | (%)
D3000| C1-10 21 21 19 20 5
D3000| C2-100 14 3 1 2 86
D3000| C3-100 14 6 2 4 71
D3000| C4-100 14 5 1 3 79
1531S | C1-10 16 21 20 21 31
1531S | C2-100 7 3 2 3 57
1531S | C3-100 7 3 2 3 57
1531S | C4-100 7 3 2 3 57

Chapter 2. The PPTs of the D3000 and 1531S workstations mesising specialized
packet-capture card (see Table 2.2) are considered as dbedytruth values for error
calculation. On average, the errors of the PPTs measurddtheétproposed scheme are
5% on a 10-Mb/s link and 79% on a 100-Mb/s link for the D3000 kstaition. These
values are 31 and 57%, respectively, for the I531S workstafThe results show that the
errors for 10-Mb/s links are small. The errors on the 1008Mimks are large because of
the 14s clock resolution of the Linux system.

Besides the above error calculation for the measured PEZgtio-dispersion gaps in

the compound probes has been tested successfully on thedesinfigurations. For this,
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an Endace DAG 7.5G2 card was useddtto time stampP, and P, at the data-link layer,
and verified the arrival times at the data-link layer (the Dé&d time stamps the packet
capture locally and without recurring to host processiit)s specialized card has a clock

resolution of 7.5 ns.

3.3.2 Experimental Measurements over the Internet
The proposed scheme was tested on two Internet paths, astiate path in the U.S. and
an international path between Taiwan and the U.S., betwesember 2010 and January
2011. The inter-state path was set from New York Institut&exdhnology (NYIT), New
York, New York, to New Jersey Institute of Technology (NJINewark, New Jersey, and
the path is labeled as NYNJ. This path comprises 19 hops. Mhmational path was set
between Chaoyang University of Technology (CYUT), TaialpuFaiwan, and NJIT, and it
is labeled as TWNJ. This path comprises 21 hops. The worstaat NYIT and CYUT
were configured asrc nodes, and the nodes at NJIT, the same workstations used in th
testbed experiments, @st nodes. As for the compound probesg kept the same values
of 87 and 112 bytes, as in the testbed experiments; howeyer,1512 bytes was used
because this is a common and a large packet length in theéttdr9]. As in the testbed
experiment, trains of 500 compound-probes were also useakimof the 10 measurements.
The workstations at both ends were connected to either 113-btld00-Mb/s links, and the
capacities of the intermediate links along the Internehgatere unknown.

Table[3.8 shows”PT},, PPT;, and PPT,,, measured in the Internet experiments
(Section3.4.2 discusses the measured intra-probe gapg).measured®PT,,,s of the
D3000 and 1531S workstations on both the NYNJ and TWNJ patiits, 10-Mb/s end

links, are 24 and 21Ls, respectively. The measuréd’T,,,s of the D3000 workstation on
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the NJNY and TWNJ paths with the 100-Mb/s end link are 3 and 4respectively. The
PPT,,,s of the 1I531S workstation on these two Internet paths withlb@-Mb/s end link
is 3 us. The errors of the PPTs measured on the Internet pathsereneke to the actual
PPTs of the workstations are presented in the last columralole[[3.8. These errors are
the same as those obtained on the testbed, except for thedD&BRstation on NYNJ-10
and TWNJ-10 where the error is 9% larger than that on C1-1& difference between the
measurement error on the Internet and testbed paths forad@@Dworkstation is produced

by the 14s clock resolution.

Table 3.3 Summary of PPTs of the Internet Experiments

Packet processing time
dst Path Actual value Measured values Error
PPTycwa | PPTy, | PPT, | PPT,,,

(1s) (us) | (us) | (us) | (%)
D3000| NYNJ-10 21 27 21 24 14
D3000| TWNJ-10 21 27 21 24 14
D3000| NYNJ-100 14 5 1 3 79
D3000| TWNJ-100 14 6 2 4 71
I531S | NYNJ-10 16 21 20 21 31
I1531S | TWNJ-10 16 21 20 21 31
1531S | NYNJ-100 7 3 2 3 57
1531S | TWNJ-100 7 3 2 3 57
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3.4 Quality of the Measured Variables
In this section, data samples of the measured intra-prolps gad the summary of
intermediates variables in testbed and Internet expetsnesspectively, are presented to

discuss the quality of the PPT measurements.

3.4.1 Testbed Experiments
1) Quality of Measured Intra-Probe Gaps dtt. Figure[3.8 shows samples of the
distributions of the intra-probe gaps measured on C1-10 @2d.00 bydst without
cross-traffic load. The theoretical intra-probe gaps,(l};enL ~) for the 87- and 112-byte
packets on C1-10 are 80 and 108, respectively, and on C2-100 are 8 and ;i)
respectively. The theoretical intra-probe gaps on eadh @a indicated by the solid and
dashed vertical-lines in each graph of Figlrel 3.8. Eachlgedgo shows the smallest
intra-probe gaps with the highest frequen€y, () for both trailing-packet sizes measured
by the D3000 and 1531S workstations. Even though @hge,.s are smaller than the
theoretical values in each graph, the distributions of treasared gaps show that the
workstations are not affected by interrupt coalescencé [XQtherwise, the measured
intra-probe gaps for both trailing-packet sizes would haweilar distributions, with a
singleG eqk-

2) Quality of Intra-probe Gap Measurementsiat under Cross-traffic EffecFigure
[3.9 shows the measured intra-probe gaps (without filtehirgffected gaps) on C1-10 and
C2-100 with 60% cross-traffic load. In this figure, the dlmitions of the intra-probe gaps
are similar to those in Figufe_3.8. However, Figdres 3.9()[2.9(d) show some outliers

(i.e., large intra-probe gaps at the right-hand side of emaph) for the 87- and 112-byte
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trailing packets as compared to those of Figlrek 3.8(b) &(d)3 These are gaps affected
by cross traffic.

Figure [3.10 shows the distributions of the filtered intrah® gaps of the
measurement samples of Figurel3.9. This figure also sh@®ws.,, and the average
intra-probe gap(G..,, for both trailing-packet sizes. In each graph, the filtegegs
are clustered around,,, with one standard deviation, according to Secfion 8.2.3e Th
distribution of the filtered gaps show that the proposedriiiite scheme eliminates the
outliers caused by the cross traffic.

4) Summary of Intra-probe Gap Measurementgst Table 3.4 shows the measured
values of the intermediate variableéS(s;)quq, Mavy, t,;, and APPT,,,, wWhich are used
to calculate the PPTs of the D3000 and I531S workstationbentéstbed experiments.
According to the table, the measuré&d® PT,,, of the D3000 and 1531S workstations on
C1-10 are -2 and -Ls (the negative sign means thaP7, > PPT,), respectively. The
measured\ P PT,,, of these workstations on C2-100, C3-100, and C4-100 aret;2and
-3 us, respectively, for the D3000 workstation, ang:slfor the 1531S workstation.

The average slopes(,,,) measured by the D3000 and I531S workstations on C1-10
are 0.78 and 0.8, respectively, and the actual slope feexpected slope) is 0.8, since
=10 Mb/s. In the cases of C2-100, C4-100, and C4-100, theabsiope is 0.08 (since;
=100 Mb/s) and the values measured by the D3000 workstatef.86 on C2-100, and
0.08 on both C3-100 and C4-100. The slope measured by th& M8fkstation is 0.08 for
all path configurations. Table 3.4 shows that the proposkdmse measures the end-link

capacity of each path with high accuracy.
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Table 3.4 Summary of Intra-probe Gaps of Testbed Experiments

Expected | Processing
dst Path | Packet Intra-probe gap Slope value transmission  time
size G(st) m time APPT
St [low, high] | avg | A | [low, high] | avg t avg | std
D3000| C1-10 87 [77,80] 79 | 19| [0.92,0.64] | 0.78 77.46 -2 | 15
112 | [96,100] | 98 96.96
D3000| C2-100| 87 [4, 5] 5 1 [0.12,0] | 0.06 6.18 -2 | 0.7
112 [5, 7] 6 7.68
D3000| C3-100| 87 [3,5] 4 |2 [0.16,0] | 0.08 7.92 -4 | 05
112 [5, 7] 6 9.92
D3000| C4-100| 87 [4, 6] 5 | 1[0.12,-0.04]| 0.08 7.92 -3 | 17
112 [5, 7] 6 9.92
1531S | C1-10 87 [78, 80] 79 | 20| [0.88,0.72] | 0.8 79.2 -1 | 0.9
112 [98,100] | 99 99.2
1531S | C2-100| 87 [6, 8] 7 2 [0.16,0] | 0.08 7.92 -1 |10
112 (8, 10] 9 9.92
1531S | C3-100| 87 [6, 8] 7 2 [0.16,0] | 0.08 7.92 -1 10
112 [8, 10] 9 9.92
1531S | C4-100| 87 [6, 8] 7 2 [0.16,0] | 0.08 7.92 -1 |10
112 [8, 10] 9 9.92

3.4.2 Internet Experiments

1) Quality of Intra-Probe Gap Measurementsdat. Figured 3.111 and 3.12 show samples
of the intra-probe gaps, measured by the¢ nodes (D3000 and 1531S workstations) on
the Internet paths with 10- and 100-Mb/s end links. The gsapH-igure 3.1ll show the
distributions of intra-probe gaps on the NYNJ path and tlzglgs in Figuré 3.12 show the

intra-probe gap distributions on the TWNJ path. The distrdns of the intra-probe gaps
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measured by both workstations on the Internet paths ardasitoithose measured on the
testbed.

2) Summary of Intra-probe Gap Measurementsi@t The intermediate variables
measured on the Internet paths are shown in Table/85”7,,, of the D3000 workstation
on the 10- and 100-Mb/s end links are -6 and:s4 respectivelyA P PT,,, of the I531S
workstation on both the 10- and 100-Mb/s end links arg:s1 As form,,,, the values
measured by the D3000 workstation on the Internet paths.84eahd 0.08 when the end-
link capacities are 10- and 100-Mb/s, respectively. Thedees are measured as 0.8 and
0.08 on the respective end-link capacities by the 1531S station. These values show
that the proposed scheme can also measure the end-linktydpdbe Internet with a high

accuracy.

3.5 Packet-Size Ratio for Keeping Zero-Dispersion Gap
Inthe presented PPT experiments in the Internet, a verg [aagket-size ratios was adopted
as many of the link capacities along the path were unknownweder, the size of the
packets in the compound probe can be determined, as debanibi@s section, if the link
capacities of the complete path are known.

The sizes ofP, and P, in the compound probe are defined by the capacities of the
links of an end-to-end path such that a zero-dispersion gajbtained at the end link.
Cross traffic may also affect the dispersion in the compouatbga A pair of packets
is considered to be operating in joint queuing region (JQRgta network node (e.qg.,
router or workstation) when both the packets are availafitleeaoutput queue of the node
simultaneously [54]. However, the JQR state for the compquobe is not sufficient to

ensure a zero-dispersion gap sirf¢eand P, must be available back-to-back at the output
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Table 3.5 Summary of Intra-probe Gaps of the Internet Experiments
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Expected | Processing
dst Path Packet Intra-probe gap Slope value transmission  time
size G(s¢) m time APPT
S [low, high] | avg | A | [low, high] | avg i avg | std
D3000| NYNJ-10 87 [75, 79] 77 | 21 [1,0.68] | 0.84 82.68 -6 | 1.6
112 | [96,100] | 98 103.68
D3000| TWNJ-10 87 [75, 79] 77 | 21 [1,0.68] | 0.84 82.68 -6 | 1.6
112 [96, 100] | 98 103.68
D3000| NYNJ-100| 87 [4, 6] 5 | 1 |[0.12,-0.04]| 0.08 7.92 -4 | 15
112 [5, 7] 6 9.92
D3000| TWNJ-100| 87 [3,5] 4 |2 [0.16,0] | 0.08 7.92 -4 | 07
112 [5, 7] 6 9.92
1531S | NYNJ-10 87 [78, 80] 79 | 20| [0.72,0.88] | 0.8 79.2 -1 13
112 [98,100] | 99 99.2
1531S | TWNJ-10 87 [78, 80] 79 | 20| [0.72,0.88] | 0.8 79.2 -1 | 0.8
112 | [98,100] | 99 99.2
1531S | NYNJ-100| 87 [6, 8] 7 2 [0,0.16] | 0.08 7.92 -1 | 0.9
112 [8, 10] 9 9.92
1531S | TWNJ-100| 87 [6, 8] 7 2 [0,0.16] | 0.08 7.92 -1 | 0.8
112 [8, 10] 9 9.92

queue without having cross-traffic packets(s) in betweemthA suitable packet-size ratio,
«, can be used to make the compound probe immune to the hetexmgelink capacities
and to a level of interference by cross traffic of an end-tdjeath [33]. These issues are

analyzed in this section.
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3.5.1 Sizing of Probing Packets and Link Heterogeneity
Consider that the capacities of the links, L», ..., L, between node Os{c) and noden
(dst) along amn-hop path are,, ..., c¢,, as shown in Figure 3.4. To keep a zero-dispersion
gap betweenP, and P, at dst when the compound probe is sent fremt of the above
stated end-to-end path, the following equation applies:

Sp, Sp, Sp, Sp,

(a B aln—l) i (Cn—l a acn_z) e (Cz+1 ac,

Sh Sh

) =0 (3.19)

where®: = s;, andc, is the capacity of a link connected to a nadsuch thatr, = C% is
the largest link-capacity ratio along the path, locatedrafie narrow link (in the direction
from src to dst) and thatc, also is the link closest tdst (e.qg., if two nodes following the
narrow link closest taist of the path have the largest link-capacity ratio, the nodatied
the closest talst is selected). Therefore, the indexs such thatt < z < (n — 1). Here,

Equatiori 3.19 is valid as long as the narrow link is not theleridof the path.

The largest size oF, is calculated from Equatidn 3.19 as:

1
Z?:Z-i—l a

— (3.20)
D

St = Sp,

When the end-link capacity, is the path’s narrow link, the required condition to

achieve a zero-dispersion gap is:

=0 (3.21)
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and the largest size dt, is calculated as:

S = —Cp_1 (3.22)

Cn

The rationale behind Equatios 3.19 dnd B.21 is that a contbquobe may
experience the largest dispersion at a network node ovethawizere the link-capacity
ratio is the largest and the packet-size ratio is smallan tha largest link-capacity ratio.
Therefore s, is determined with respect tg by finding a suitable packet-size ratio so that

the dispersion gap reduces to zero upon arriving at mode

3.5.2 Sizing of Probing Packet and Cross-Traffic Effect

Figure[3.18 shows an example of a compound probe forwarded tine input link to the
output link by nodel when two cross-traffic packets, denoted By and D;, intrude the
compound probe. The capacity of the input and output links:aandc;,, respectively,
wherec; < ¢;;1 in this example. HereP, and P, arrive at node with a zero-dispersion
gap. However, the compound probe experiences disperstbe autput link, as shown by

the dispersion gap in the figure.

Cross-traffic flow

i Dispersion gap

Zero-dispersion gap _»I |<_

P, P, (nodei> P, P, D,

Input link (Z;) N~

Output link (L;+1)

Figure 3.13 Forwarding of a compound probe by nodom its input link to its output
link.
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The intra-probe gap of the compound probe at the output limode: is defined as:

S¢

G(5¢)iy1 = + 0iy1, (3.23)

i+1

where the dispersion gap at the output litik,;, is:

it1 = (3.24)

Qt; else
In the above equatiow; is the dispersion gap at the input link of nadé\¢r(h, t); is
the difference between the transmission timé&pplus the queuing delayJh;) caused by
the cross-traffic packet(s) backlogged ahead’pat the output link and the transmission
time of P, at the input link of node. Qt; is the increment of the dispersion gap caused by
the cross-traffic packet(s) inserted betwégrand P, at nodei. These terms are estimated

as:

Atr(h,t); = 1 4 Qhy — 2 (3.25)
Cit+1 &
Cu 7
Qhi=Y_ Ci:; u>0 (3.26)
Cv 7
Qti=> Ci:; v>0 (3.27)

Here,(.;) and(,; denote the sizes of the cross-traffic packetsdv ahead ofP,

and P, for Qh; andQt;, respectively, at node
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When noden of Figure[3.4 measures the intra-probe gap of the compouoidepr
upon receiving it at the application layer, the measure@iptobe gap includes the IFG of

the end link and it follows Equatidn 3.23:

G(st)n = L + 6, + IFG (3.28)

Cn

3.5.3 Numerical Evaluations of Packet-size Ratio

The upper bounds af (i.e., the largest possible values gfagainsts;) needed to keep
the dispersion gap at zero using either Equdtion]3.20 of 8v22 a four-hop end-to-end
path, considering different configurations for the link aaities, is shown in Table 3.1.
To verify the calculated values, the valuescofvas evaluated using the dispersion-gap
model in Sectioh 3.512, consideridgy; andQh; equal to zero in Equations 3124 dnd 3.25.
To evaluate with differentis, the initial value ofs, is set to 50 bytes and it is gradually
increased by 25 bytes until the lengthsgf= 1500 bytes is reached. The last two columns
of Table[3.1 show the lower bounds of both the calculated aatlated values of for
each configuration, where both the calculated and evalwvaleds were obtained by using
a single compound-probe over each path configuration. ATl shows, the evaluated
values are very close to the calculated ones; the calculatads ofx over C1-10 to C4-100
are 1 6, = 1500 bytes), 10s¢ = 150 bytes), 6.49s = 232 bytes), and 6.43(= 232 bytes),
respectively. The evaluated valuescofire 1 6; = 1500 bytes), 105 = 150 bytes), 6.67
(s; = 225 bytes), and 6.67s{ = 225 bytes) over C1-10, C2-100, C3-100, and C4-100,
respectively. The small over estimation in the evaluatekidatios for C3-100 and C4-100

are produced by the 25-byte step increase, odis stated above.
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Figures[3.14(d)-3.14(d) show detailed information abdwg éstimated end-link
capacities over each path configuration using differentiealof o, after considering
IFG = 0 in Equation3.2B. The acceptable packet-size ratios asethepresenting the
actual end-link capacity, as indicated by the arrows in tierés (where the zero-dispersion
gap can be kept).

The impact of cross traffic in the measurement of end-linkacép was evaluated
considering a symmetric cross-traffic load over the secamithird links of each path
configurations to emulated the testbed scenario of FigutelB.this evaluation, the same
values ofa, as used in the above evaluation, were used along with thifeeett values
for v andwv, i.e., 1, 5, and 10 packets, each packet is 64 bytes, in Emsa§.26 and
[3.27. Figures 3.15(a)-3.115(d) show the estimated enddapacities over C1-10 to C4-
100, respectively. The estimated end-link capacities shaithe cross-traffic interference
increases the upper bounds.dfor accurate link-capacity measurement except over C1-10,
where the end link is the narrow link of the path. For exampleen P, and P, of the
compound probe is interfered by a single cross-traffic pake, whenu = 1 andv = 1),
the upper bound af increases from 10 to 20 (i.es, decreases to 75 bytes) over C2-100,
and from 6.67 to 8.57 (i.es; decreases to 175 bytes) over both C3-100 and C4-100, as
shown in Figures 3.15(1))-3.15(d), respectively. Thesehgahow that if the narrow link
is other than the end link, cross traffic produces dispersforother observation is that a
largea simplifies the selection of the sizes Bf and P,. In this case, the largest value®f
achievable on Ethernet is sufficient to achieve a zero-dispegap in the considered path

configurations.
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3.6 Related Work on Measurement of Link Capacity
A plethora of active schemes to measure link capacity has pesposed [55, 29, 30, 56,
31,/57,58| 509, 60, 61, 44, 48,132]. In the measurement of PieTaitn was at measuring
the capacity of the end link, therefore, the following dission limits the discussion to the
schemes that may be applicable to this case.

The link-capacity measurement schemes can be coarselgifiddsbased on
performing hop-by-hop [58, 60, 59, 144,]32] and specific-Ijd8] measurement for this
particular case. Pathchar, an early hop-by-hop scheme ésune link capacity, is based
on measuring the round-trip time, RTT (the traveling timea packet sent from a source to
the destination node plus the traveling time on the oppdsiéetion) [58]. In this scheme,
the network node (i.e., router) directly connected to thers® node is used as the first
destination, and the capacity of the first link is obtainethe Bame procedure is applied
to the nodes farther away from the source until the remotehestlis reached. However,
the single packet approach and the measurement of RTTs kaverbported to produce
large errors[[12]. There are other schemes that follow asinaipproach to Pathchar, with,
however, different statistical analysis, aimed at redgqirobing load([60, 59].

A subsequent hop-by-hop scheme, called Nettimer, uses@oagh based on the
accumulated delay of an end-to-end path [44]. Nettimer agaggating technique, where
two probing packets are sent back-to-back, with a smallgiaellgating a large packet, to
identify the contribution to the accumulated delay fromreamgle link in the path. The
large packet is dropped right before reaching the link ofre$t and the small packet is
left to continue towards the end node. The scheme is baseaasuring the delays of the
small packet. However, the measurement of the path delag tise tailgating technique is

affected by large errors in the estimation of link capacitg do cross traffic [44].
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Another hop-by-hop scheme, which is resilient to crosditraind that produces a
small probing load, was recently proposed [32]. The schamésb based on the tailgating
technique but each probing packet consists of two small I@isi¢kets behind a large data
packet, and all sent back-to-back. The time stamps of theRQdckets, provided by
the destination node, are used to measure the gap in eadngparket and the measure
gaps are used to estimate the link capacity. Even though dasumement accuracy of
the scheme is high, the low resolution of ICMP time stampss,(iL ms([62]) bounds its
applicability to slow link rates.

Different from hop-by-hop measurement, a scheme that meashe link capacity
of a target link in a path was proposed|[48]. This scheme sandsn of probing packets
in pairs, where each pair consists of a large packet tatigayea small packet, similar to
a single pair in Nettimer. All packets in the probing traie @ropped before reaching the
link of interest while the small packets of the first and lasthet pairs reach the end node.
This scheme measures the gap between the two small packie¢sesid node of a one-way
transmission. The reported accuracy is higher than thaettirder when the measurement

path is lightly congested with cross traffic.

3.7 Discussions
3.7.1 Clock Resolution
The main limitation of the workstations for the PPT measueetis the low resolution of
the clock as provided by the operating systems. Higher acgun the measurement of
PPT can be achieved by using a nanosecond-resolution dackhe implementation of
this resolution into the operating systems may degrade ¢n@nmance of the currently

available workstationsg [12]. Although the two workstagowith 100-Mb/s links were
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tested successfully in the reported experiments, a hidiast) clock resolution than the
one used in the experiments is needed to measure PPTs fdinkhcapacity and higher
rates. In the experiments with end-link capacitied @Mb/s, the microsecond-resolution
clock is sufficient for measuring;s as the transmissions times are 10 times larger than the

clock resolution.

3.7.2 Internet Link-Capacity Ratios

The Internet experiments were performed without the kndgdeof capacities of the
intermediate links; therefore, two large packet-sizeosatvere used rather than exploring
the largest link-capacity ratio of the Internet paths. Tlsedipacket-size ratios (i.e.,
ap = 17.37 anda, = 13.5) for the compound probes and the consistent measurements
show that the Internet may not have link-capacity raticgsyér than the used packet-size
ratios. Moreover, the Internet backbone is reported to himkecapacities between 1-
and 10-Gb/s speeds [28], [63]. It is, therefore, very utjike have large link-capacity
ratio(s) in an Internet path that could produce dispersiahé intra-probe gap. Even with
very large link-capacity ratio(s) along a path (or when apphing to the network core on
aggregation links), it is possible to keep a zero-disperg@p as end links are expected to

have small capacities.

3.8 Conclusions
A scheme to measure the PPT of an end host that is connected aweltiple-hop path
was proposed. To do this, two sets of compound probes, eagtitea different trailing
packet size and a zero-dispersion gap, is sent from a soostdadithe remote end host.

The intra-probe gaps of the probing packets were used tmatsithe end-link capacity.
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PPT at the remote end host was estimated from the observedidewf expected end-link
capacity measurement.

In the proposed scheme, the zero-dispersion gaps, prosidbe generation of the
compound probes from the source host, were also used tot dieéeprobes affected by
cross traffic along the traveling path. This feature perihesfiltering of these affected
gaps and provides immunity against cross traffic. To useptioigerty, a model to calculate
the dispersion gap under cross traffic and a filtering schemerhove intra-probe gaps
affected by cross traffic were introduced.

The proposed scheme is implemented as a Linux applicatiparform experimental
tests on a controlled testbed and in the Internet. The latesrperiments included two
paths, one between New York and New Jersey, and the otheebetWaiwan and the U.S.
(New Jersey). Same workstations in both experimental satgpg 10- and 100-Mb/s
end links were used and obtained consistent PPTs underetiff@etwork conditions.
The experimental results suggest that the accuracy of PRIsunement also depends
on the clock resolution of the host capturing packets, amdigioning general-purpose
workstations with a high clock resolution remains an opexbjam.

The experimental results show that the proposed schemevashhigh accuracy
on 10-Mb/s end links. The accuracy on 100-Mb/s end links eBss as higher clock
resolution is desirable but the PPTs were measurable. Higbek resolutions may be
needed to apply this method on higher link rates (e.g., 1000sMor when there is an
interrupt coalescence in the end host under measuremattieFavaluation of the scheme
using high clock resolution and with interrupt coalescesdeft for future research.

The proposed scheme also proved to be practical for use bgdnternet, as the

link-capacity ratios of the Internet appear to be no lar¢pantthe packet-size ratio that



64

an Ethernet MTU can provide. The consistent accuracy of thpgsed scheme on both

testbed and Internet paths proves the applicability of the@sed measurement scheme.



CHAPTER 4

RELATIVE CLOCK SKEW

4.1 Introduction

Clock resolution (i.e., the inverse of the oscillating fnegcy) is the smallest instance of
time that can be measured by a time-keeping device whilerdawpthe duration of an
event. The accuracy of a clock depends on the variabilith@ttock resolution in a period
of time, named clock skew. Clock skew can add errors in timasueement of an event
between two network nodes if their clocks are not synchemhiduring the measurement
period. For example, measurement of one way delay (OWD)88ca8n be affected by
the relative clock skew between a pair of network nodes imestavork [64]. Figuré 4]1
shows an illustration of OWD measurement in reference tglibeks running on the source
(src) and destinationdst) nodes of an end-to-end path. Hefeis the probing packet sent
from src to dst for OWD measurement(C,. and C,;,; denote the clocks ofrc anddst,
respectively. In the example shown in the same figatg; runs twice as fast a€,,..
According to the references 6f;,. andCy;, dst receivesP at 80us aftersrc transmits it.
Therefore, the measured OWD is 88 (OWD = receiving time afst - transmission time
at src). However, the expected OWD is 4@, according ta@’,,.. Due to the relative clock
skew between the source and destination nadgs,advances two ticks (each tick@t,..,
which is the clock resolution, is equivalent to 28) while C,; advances four during the
same period of time. Therefore, it is important to measuselkckkew between the clocks

of two network nodes.
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src transmits P at 0 us
(i.e., Tx =0 us)
0 20 40
CS}’C I

dst receives P at 80 us
(i.e., Rx =80 us)

Figure 4.1 Effect of relative clock skew in OWD measurement betweeranddst nodes,
where the expected OWD is 4.

In this chapter, a scheme for relative clock-skew measuneim&sed on the intra-
probe gap measurement of compound probes, as discusseajme€B, at the end hosts
(i.e., source and destination nodes) of an end-to-end pattoposed. The approach does
not require complex statistical processing of the measdegd unlike existing schemes
[37, 64,65, 66] because a) the compound probe is robust sigatioss traffic of the
measurement path and b) it can detect the intra-probe gégseaf by the cross traffic
so that the interference is statistically eliminated.

The remainder of the chapter is organized as follows: Seéfid discusses the
existing clock-skew measurement schemes. Settidn 4.2pespa relative clock-skew
measurement scheme and introduces a statistical methdtetdHe affected intra-probe
gaps. Sectioh 413 shows the performance evaluation of thyoped scheme in simulation

environment. Sectidn 4.5 concludes the discussion.
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4.2 Proposed Scheme for Clock-skew Measurement
A scheme to measure relative clock skew between the end bbstgath is proposed
using intra-probe gap measurement of the compound prodeedidsts of a path. The
proposed scheme is simple and measures clock skew acgumidielbasic principle of the
proposed scheme is that if the estimation of end link capaudised on the intra-probe gap
measurement of the compound probes, over a path is affegtachbn-zero clock skew
of the remote end host, as illustrated in Figurég 4.2, thekciew of the end host can be

estimated by comparing the measured and actual capacity @ind link.

m,, = Expected slope of end-link capacity E[G(s)] = Expected intra-probe gap
m, = Effected slope of end-link capacity G(s) = Measured intra-probe gap

G(s0)
A
1 -

VX D?g - Error due to
§ G(sp) — \x?)“/i/ clock skew
[

2 Gl
T E[G(s)] -
£ ElG(sa)] -
APPT { | |

Trailing-packet size

Figure 4.2 Effect of positive clock skew atode,, in the estimation of the end-link capacity
L, using a pair of compound probes consisting of two differ@ndizes.

Figure 4.8 shows the steps to measure relative clock skewebetrc anddst of an-

hop end-to-end path based on end-link capacity measursepzesrghown in Figufe 4.4rc
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Clock-skew measurement algorithm

1: Set s, = Path MTU between src and dst

[\

: Set s, = 53, Where 55, < 5, (max) over the forward path (src to dst)
3 : Send compound probes with s, and s, from src to dst

4 : Get the smallest intra-probe gap G,,i(s»)

5: Set s, = s, where s, <s,

6 : Send compound probes with s;, and s, from src to dst

7 : Get the smallest intra-probe gap G,in(S,)

. . . 1 ' Gmin(sb) - Gmin(sa)
8 : Estimate the capacity of the remote end link L, —7 0T my = o)
n b~ Sa

Sh

9: Determine the expected intra-probe gap for s on L,,, E[G(sp)] = L_
(my.s5) — E[G(sp)]
E[G(sp)]

10 : Estimate the clock skew of dst, S5, =
11 : Repeat Steps 2 to 7 over the reverse path (dst to src), where s,= s, and s, respectively,

to send compound probes from dst to src for determining Gin(Sy) and Gin(Sy)

. . . 1 I Gm[n(s y) - Gm[n(sx)
12 : Estimate the capacity of the remote end link L, = orm; = G5
1 v~ Sx

Sy

13 : Determine the expected intra-probe gap for syon Ly, E[G(s,)] = L_
. 1
(my.sy) — E[G(sy)]
E[G(sy)]

14 : Estimate the clock skew of src, S, =

15 : Calculate the relative clock skew of dst with respect to src, = Lus— Psre

Figure 4.3 Proposed scheme for clock-skew measurement over an egradtpath.

anddst send compound probes without any dispersion gap over thafdr(src to dst) and

reverse st to src) paths to measure the intra-probe gapgsatandsrc, respectively. The
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sizes ofs;, ands; in the compound probes are determined by the Maximum Trazssom
Unit (MTU) between the end hosts and thémax) value over each path direction, e.g,,
ands, for the forward path, and, ands, for the reverse path, respectively. The sizes of
s¢(maz) over forward and reverse path are determined based on thedpacities of the
paths, as discussed in Chapter 3. Upon receiving the condponaibes at each end host,
the scheme determines the smallest intra-probe gaps(s,) and G,...(s.) at dst, and
Gmin(sy) and G, (s;) at src along with the slope values (i.e., the reciprocal of the link
capacities) of the remote end linkg and L, respectively. The expected intra-probe gaps
of s, ands, on the remote end links are calculated using the actual lplcities ofL,,
andL, respectively. Clock skews dkt, 54, and ofsrc, 3s,., are estimated by comparing
the measured and the expected intra-probe gaps @fd s, on the respective end links.
The relative clock skew;, betweensrc anddst is calculated from the difference between

the estimated,,. andj3,,, values.

Forward-path probing for measuring the link capacity of L,

_______________________________________________ >
src ) dst
End link End link
connected to src¢ connected to dst,
@ m @7 . . . n_2 Knjl\ @
Ll v L2 Ln-l v Ln

Reverse-path probing for measuring the link capacity of L,

Figure 4.4 Bi-directional probing over am-hop end-to-end path for measuring relative
clock-skew betweegrrc anddst.
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4.2.1 Filtering of Erroneous Intra-probe Gaps

In the proposed scheme, the smallest intra-probe gaypaand dst is determined by
using a simple statistical analysis of the measured data SEte intra-probe gap of a
compound probe can have both decompression (caused byti@thissover a path, if any)
and compression (caused by the limited clock resolutiohéndperating system at the
destination node), the following statistical analysis éfprmed to accurately determine

the smallest gaps in the séet) of intra-probe gaps by filtering out the affected gaps:

1. Calculate the meai(;j) and the standard deviatioti;) of X, wherej is the iteration

number such that > 1.
2. If one of the following conditions is satisfied, stop. Elge to Step 3.

a.o(j)=0,forj > 1.

b. 0(j) =>0o(j —1),forj > 2.
3. Discard all data elements i greater tharz(j) and go back to Step 1.

The mean valug(1) or z(j — 1) is the smallest intra-probe gap kif the algorithm

terminates after one griterations, whery > 1, respectively.

4.3 Evaluation
The accuracy of the proposed scheme was evaluated in siomuéatvironment using ns-2
[67]. The reasons for evaluating the scheme in simulatisr@mment are: First, it is
difficult to determine the ground-truth value of an end reoskbck skew in real experiment
[18]. Second, the smallest clock resolution of the avaélagerating systems (e.g..% in

Linux environment) running on end hosts is not sufficienthed [65], [4].
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Figurel4.5 shows the simulation topology, an end-to-enHl patween end hostsc
anddst, which was used to evaluate the proposed scheme. Relatigk skew between
src anddst was measured under 75 and 80% bidirectional cross-traéfaslon the second
(L2 = 10 Mb/s) and third {3 = 155 Mb/s) links, respectively, of the end-to-end path
using three different link capacities, e.g., 10, 100, an@0l®b/s, for the end link4.; and
L. Constant-Bit-Rate (CBR) traffic model with 100-byte pask@ dominant packet size
in the Internet[[19],([20]) was used as the cross-traffic paskze to create a demanding
scenario for testing the effect of high traffic load on thegmsed scheme. In the compound

probes,s, = 1500 bytes, ands; = 75 and 100 bytes (on both forward and reverse paths)

to adopt two large packet-size ratios, i.é% = 20 and 2 bl;yfef = 15, respectively,
to ensure a zero-dispersion gap in each path direction. B(pocond probes for botk,
sizes at each path direction were used to measure clock sitewsanddst to evaluate the

robustness of the proposed scheme against the networkstangef the end-to-end path.

APPT =1 us for every compound probe was considered bothraanddst.

‘ src > dst: Forward path  dst &> src: Reverse path <« — — & Bidirectional cross-traffic flow ‘

sre AN A N ~ dst

N e N 7

L;=100 Mb/s L>=100 Mb/s L3;= 155 Mb/s Ls= 10" Mb/s,

where x = {1,2,3}

Figure 4.5 4-hop topology with bidirectional cross-traffic flows on theermediate links.

The summary of the simulation results of the proposed schempresented in Table
[4.1. According to the first columid;iock skew, of the table, the proposed scheme has been

tested with four different combinations of clock skewssat anddst (i.e., 5,,.. and B4,
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respectively) considering three different relative cls&kew values, 50, 250, and 500 parts
per million (ppm), between them. Thgt skew andsrc skew columns show the measured
clock skews ofdst and src, respectively, and the last colum®elative clock skew,
contains the relative clock skew calculated from the cld@kns measured at the end hosts.
According to the table, the clock skew valuessot anddst measured by the proposed
scheme are the same as those of the expected clock skewsandHheosts (see the first
column); therefore, the measurement results validate thetlccuracy and the robustness
of the proposed scheme regardless of the heavy network stioig@ver the end-to-end

path.

4.4 Related Work

The Network Time Protocol (NTP)_[68, B7] is a widely used paml for time
synchronization between network nodes. It runs on a largeillited network of time
servers consisting of different levels of clock accuracigse time servers are connected in
a hierarchical manner where the most accurate serverscatetbat the top tier of the NTP
network. An end host connected to the NTP network synchesnitas clock to that of an
upper-tier time server. NTP uses complex data-filteringthedo-called peer-selection and
combining algorithms to synchronize the clocks throughbatnetwork. NTP, however,
cannot guarantee the accurate synchronization of clocks tke network([64], and the
achieved synchronization resolution is rather coarse3ay,

A clock-skew measurement scheme based on OWD measurenidrathdorward
(source to destination) and reverse (destination to sppaths over an end-to-end link was
introduced[[64]. The scheme shows that the OWD of a path ase® or decreases over

time in the presence of clock skew between a pair of end hasthown in Figure 4.1. The



Table 4.1 Simulation Results of Clock-Skew Measurement

Packet Forward path {rc to dst) measurement Reverse pathdst to src) measurement Relative
Clock processing Smallest gap Expected| dst Smallest gap Expected| src clock
skew End link time St Gonin(st) Slope gap skew St Gomin(st) Slope gap skew | skew
(ppm) (Mbfs) (1s) (bytes) (1s) (1s) | (ppm) | (bytes) (us) (us) | (ppm) | (ppm)
Bsres Bast | Ln | La APPT | sa | sb | St=35a | st=5 my, ElG(s)] | Bast | Se| sy | se=5: | s0=3y mi E[G(sy)] | Bare B
0,50 |100| 10 1 75| 100| 61.003 | 81.004 | 0.80004 80 50 | 75| 100 7 9 0.8 8 0 50
0,50 |100| 100 1 751 100| 7.0003 | 9.0004 | 0.080004 8 50 | 75| 100 7 9 0.08 8 0 50
0,50 | 100| 1000 1 75| 100| 1.60003 | 1.80004| 0.0080004 0.8 50 | 75| 100 0.7 0.9 0.08 8 0 50
25,75 | 100| 10 1 75| 100| 61.0045| 81.006 | 0.80006 80 75 | 75| 100 7.00015| 9.0002| 0.080002 8 25 50
25,75 | 100| 100 1 75| 100| 7.00045| 9.0006 | 0.080006 8 75 | 75| 100| 7.00015| 9.0002 | 0.080002 8 25 50
25,75 | 100 | 1000 1 75| 100| 1.600045| 1.80006| 0.0080006] 0.8 75 | 75| 100 | 7.00015| 9.0002| 0.080002 8 25 50
0,500 | 100| 10 1 75| 100| 61.03 81.04 0.8004 80 500 | 75| 100 7 9 0.08 8 0 500
0,500 | 100| 100 1 75| 100| 7.003 9.004 | 0.08004 8 500 | 75| 100 7 9 0.08 8 0 500
0,500 | 100| 1000 1 75| 100| 1.6003 | 1.8004 | 0.008004 0.8 500 | 75| 100 7 9 0.08 8 0 500
250, 500| 100| 10 1 75| 100| 61.03 81.04 0.8004 80 500 | 75| 100| 7.0015| 9.002 | 0.08002 8 250 250
250, 500/ 100| 100 1 75| 100| 7.003 9.004 | 0.08004 8 500 | 75| 100| 7.0015| 9.002 | 0.08002 8 250 250
250, 500/ 100| 1000 1 75| 100| 1.6003 | 1.8004 | 0.008004 0.8 500 | 75| 100| 7.0015| 9.002 | 0.08002 8 250 250

€L
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scheme estimates the relative clock skew between two end bdba path by determining
the linear trends (i.e., the rate of increment or decremehthe measured OWDs over
the forward and reverse paths. Because the OWD measuresefiécted by the cross
traffic of a path, the detection of a linear trend in OWDs idiclilt as it requires large data
samples to eliminate measurement errors and to observetheffset between the clocks
of the remote hosts. The scheme performs rigorous statigtiocessing of the OWD data
samples acquired over the measurement paths using congikeawnhlysis.

Clock-skew measurement schemes based on unidirectiomaf@rward path) OWD
measurement were also proposed! [65],! [66]. In these scheemsws in the OWD
measurement are eliminated by using linear programmingcamglex hull techniques,
respectively. These schemes also determine the relativek ctkew between the
workstations by detecting a linear trend of the measured ©Werefore, these schemes
also require large data samples for an accurate estimatitiaugh efforts have been made
to reduce the size of the data sample, which is a major cornneative probing based
measurement techniques [69], and to improve the accuraoyeasurement [4, 18, 70],
clock-skew estimation based on OWD measurements is stilidered vulnerable to cross

traffic over an end-to-end path [4,165].

4.5 Conclusions
A scheme to measure the relative clock skew was proposedsciene sends compound
probes over an end-to-end path in forward- and reverse-giagictions and relies on
receiving the compound probes at the end hosts with a zepediion gap to measure
the transmission speeds of the end links through intragomdp measurement. The

comparison of the measured and expected transmission speeded to estimate the
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clock skew of each host and the relative clock skew betweemth The scheme is
designed to measure the relative clock skew accuratelyusedhe compound probe and
the data-filtering algorithm are designed to detect theatptobe gaps affected by cross
traffic on a path. The performance of the scheme was evaltfat@agh simulation and the
obtained value shows that it can estimate the relative cdiekv accurately even under a

heavy (e.g., 80%) cross-traffic load.



CHAPTER 5

WIRELESS THROUGHPUT IN HYBRID WIRED-WIRELESS NETWORK

5.1 Introduction

The shared-access mechanism of IEEE 802.11 networks aldmgallisions and channel
fading make the measurement of the throughput of a wirelesssa link complex [71],
[72]. Throughput is defined as the rate at which data bits easugcessfully transmitted
over a period of time for a given packet. If a packet of the mmaxn size (as defined by
the MTU of an end-to-end path) is transmitted, the througigequivalent to the available
bandwidth. A successful transmission of a packet pair, @mapound probe (see Chapter
3), over a wireless access link depends on the link capagityyailability of a wireless
channel due to cross-traffic load, the number of retransomsgtempts required to access
a channel in case of collision, the time for receiving ackiesalgment (ACK), and the
delays contributed by the distributed coordination fumetinterframe space (DIFS) and
short interframe space (SIFS) [5]. Figlre]5.1 shows somkeese vulnerable intervals.

For as;,-byte P, as Figure5.1 shows, the throughpIi} 6f the wireless access linkiis:

T = (t;jptl), wheret; andt, are the arrival times of the last bits 6% and P;, respectively,

of a compound probe at the wireless destination hosttandt; is the intra-probe gap.
The intra-probe gap might be affected by the bottlenedk{jie., the link with the smallest
available bandwidth) location, cross traffic, and hetenegeis link capacities of the wired
segment of a hybrid wired-wireless path, which is shown igure[5.2 [[71] 73, 32]. A

scheme to measure the download throughput of a wirelesssatink that is resilient to the

above mentioned phenomena is needed.
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DIFS DCF interframe space Contention
SIFS Short interframe space .
_ window
SIFS DIFS . DIFS
Py <> ACK |« > Busy period |[«—> P, _s;, bytes
> - » time
) Access deferral " Retransmission .
_ interval R "Transmission
) Dispersion gap i time
1< > [

Intra-probe gap (Gayg(s;))

Figure 5.1 Intra-probe gap between the heading pack®) @nd the trailing packetr,)
of a compound probe over an IEEE 802.11 wireless access link.

Workstation

—>» Probing-traffic flow

— —» Cross-traffic flow

Cross-traffic flow -
~ Wired link
(1 Gb/s)

Server 2

Wireless access link
(802.11b/g)

g Vircd link Wired link Internet
Access point (10Mb/s) - “Router (100 Mb/s)

Probing-traffic flow

Wired link

Laptop

Server 1

Figure 5.2 A hybrid wired-wireless path where a source host (Serves tpnnected to a
wireless destination host (Laptop) through multiple wiliets and a wireless access link.

In this chapter, a scheme to measure the download througliutvireless access
link in a hybrid wired-wireless network is proposed. Theede uses two compound
probes with two differenf’, sizes,s; = {s, sw}, t0 determine the smallest and average
intra-probe gaps. The capacity of the wireless access $irtken used to calculate the

deviations on the expected intra-probe gaps. The deviattioates the throughput of the
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wireless access link. The scheme does not require the ssrifek to be the bottleneck link
of a path under measurement. Furthermore, the schemelismeagainst the presence of
cross traffic on the wired links of the path.

The remainder of the chapter is organized as follows: Sed@ presents the
proposed scheme to measure throughput of wireless acedss It also presents an
analytical model for sizing the compound probes over a hlyinired-wireless path and
introduces a data-filtering algorithm to eliminate the srtraffic affected intra-probe gaps
in the compound probes for accurate throughput measurenSattion 5.8 presents the
experimental results of the proposed scheme. SeCtidn Scuskes existing schemes.

Sectior 5.5 concludes the discussion.

5.2 Proposed Scheme for Throughput Measurement
In this section, the scheme to measure the throughput ofesseccess link is proposed.
An analysis of the conditions required for sizing of probpagkets of the compound probe
over a hybrid wired-wireless path for wireless throughpesurement also is presented.
A filtering scheme is introduced to detect and remove thaiptobe gaps affected by cross

traffic during measurement.

5.2.1 Measurement Scheme

Figure[5.8 shows the steps of the proposed measurementaschigm sets of compound
probes are sent from the source hest] to the wireless destination hosts¢) of an end-
to-end path using a large, size,s;, = Path MTU. Upon receiving the compound probes at
dst, the scheme determines the smallest intra-probegap(s,,) of the compound probes

with s; = sy, bytes, and the smallest and average intra-probe Gaps s:,) andG g (Sta),
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respectively, withs;, = s, bytes, wheres;,, < sy4. The reciprocal of the wireless-link
capacitycin is then determined from the smallest intra-probe gaps ofdngound probes.

The throughput is calculated as:

Stp Stp
= - 54 51
Gavg(stp) Gavg(sta) — o 4 B ( )

Cn Cn

wheres,, denotes the packet size for which the throughput is caledlaf\s stated
in Equatior5.11, the throughput is the ratio betwsgrand the intra-probe gaf .., (s1;)-
The gap includes the normalized dispersion gap betweeand P;, defined as the gap
between the last bit af, and the first bit ofP;, as shown in Figure 5.1G ., (st) — %:
is the dispersion gap ansgl2 is the transmission time of &,,-byte packet on the wireless
link. Figure[5.4 presents an illustration of a normalizedpéirsion gap on the wireless
access link consideringPPT ofdst in the intra-probe gap and the additional tinde,
required to receive an ACK after the successful transmissfaP, on the wireless link,
where [E(Gs;)] refers to the case when there is no cross traffic on the linkthér details
on Equation 5]1 can be found in [74].

Because the smallest and average intra-probe gaps of a cochpoobe might be
different on a wireless link, the scheme sends multiple caump probes of each size in

a train for probing the wireless access link.

5.2.2 Filtering of Erroneous Intra-probe Gaps
In the proposed scheme, the smallest intra-probe gap of @@amd probe is inversely
proportional to the transmission rate of the wireless likew there is no contention for

link access and, therefore, no dispersion in compound grohaesed by cross traffic. In
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Throughput measurement algorithm
1: Sets;, =Path MTU between src and dst

Set s; = s, where sy, 1s determined by Equation 5.3 or 5.4
Send compound probes with s, and s; from src to dst

Get the smallest intra-probe gap G,,i(5)

Send compound probes with s;, and s, from src to dst
Get the smallest intra-probe gap Gin(s)

Get the average intra-probe gap Go(S:)
GinStb) = Gin(S1a)

(16— Sta)

2
3
4
5: Sets,=s,,, where s, < sy
6
7
8
9

Calculate the capacity Cn;% -

10: Calculate the throughput 7 using Equation 5.1

Figure 5.3 Proposed scheme to measure the download throughput of Eesgraccess
link in hybrid wired-wireless network.

wireless throughput measurement over an hybrid wiredi@seepath, a compound probe
can be affected by both decompression (caused by wirelessmiehcontention by multiple
wireless nodes, if any) and compression, as discussed ipt€hd. To determine the
smallest gap in the sefX() of measured intra-probe gaps, the same iterative method fo
filtering the affected gaps introduced for relative clo&ews measurement (see Section
4.2.1) is used.

On the other hand, the average intra-probe gay pfvhich is proportional to the
throughput of the wireless access link, is identified by aeieing the average of the most
frequent intra-probe gap in the sample set where the dateeels are distributed with a bin
size of 9us. Here, the adopted &s bin size is the smallest unit of retransmission interval

following a collision on a wireless link as defined in the IEB&.11 standard [5], [75].
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¢, = Wireless link capacity Gin(s;) = Minimum intra-probe gap
0, = Dispersion gap on the wireless link  G,,4(s,) = Average intra-probe gap
G(sy)
A
-~ Dispersion
pT - p
gg; AN N - due to cross
o Gavg(stb) ] b A On " A
2 Go(si) - Sy _ traffic
8 avg\Pta
g Gmin(Stb) ]
E Gmin(Sta) ]
APPT + A { | |
[ [ ) Sy

Trailing-packet size

Figure 5.4 Normalized dispersion gap of a compound probe over wiredesess link
consideringAPPT ofdst and the additional time), required to receive an ACK in the
intra-probe gap measurement.

5.2.3 Sizing Probing Packets to Ensure Zero-dispersion Gap
In a hybrid wired-wireless network with an IEEE 802.11 ascksk, a compound probe
must arrive in the access point (AP) with a zero-dispersiap go that any dispersion
betweenP,, and P; is the product of the access at the wireless link. If a comgqamobe
experiences dispersion due to cross traffic and heterogerei capacities of the wired
links [32], the intra-probe gap might not represent the tigigout of the wireless link and
this adds errors in the measurement.

Consider that the link capacities of the end-to-end patiwéen the source hosti(c)
and the wireless destination hogdt{), as shown in Figure 5.5, consisting of multiple wired

links, L,, Lo, ..., L,_;, and a wireless access link,,, arecy, ¢, ..., c,. To measure the
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throughput of the wireless link of the end-to-end path, #guired condition to obtain a
zero-dispersion gap in a compound probe, with a headingepaizes,,, at noden — 1

(AP) is:

)=0 (5.2)

Equation 5.2 is motivated from the similar condition reqdirat the destination host for

measuring PPT over a wired end-to-end path, as derived batequs.19.

Sc

AP dst
@ @7 @Wireless Iink@
1 2 A A0 T G T T
L (j L, L

Figure 5.5 A multiple-hop path with wired (solid line) and wireless &tfed line) links.

From Equation 5J2, the maximum size Bf, i.e., s;,(max), over the wireless link is

determined by:

Y= +A

j:Z+1 cj

dlim o

si(mazx) = sp,

(5.3)
If the wireless access link is the narrow link of the patlinaz) is calculated by:

S

si(max) = (—h + A) Crn_1 (5.4)

Cn
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5.3 Experimental Results

Experimental evaluation of the proposed scheme has bedormped in a testbed
environment over two end-to-end path scenarios: a) singtednd b) multiple hops, as
shown in Figurd 5]6. The wireless links in these two scesawere tested for IEEE
802.11b (11 Mb/s) and IEEE 802.11g (54 Mb/s) transmissitestaThe single-hop path
consists of a wired link and a wireless link without crossftc load along the path. The
multiple-hop path has multiple wired links and a wirelessess link with 50 and 75%
cross-traffic loads on the seconf,(= 155 Mb/s) and third 3 = 10 Mb/s) wired links,
respectively. The above mentioned cross-traffic flows, eactsisting of 128-byte User
Datagram Protocol (UDP) packets, dn and L; are generated by a Spirent Smartbits
6000C traffic generator. On the testbed, the wireless limstitutes the bottleneck link
only in the single-hop scenario; in case of the multiple-Bopnario, the bottleneck link is
located at the third wired linkl(; = 10 Mb/s) of the path. A Belkin Wireless Cable/DSL
Gateway Router (Model F5D7230-4) |[76] was used as the APandstbed. The proposed
scheme was implemented as a Linux application for the ents hog anddst, shown in

Figurel5.6.

—  Wired link sre AP dst

--------- Wireless link ‘—‘ 0 ---—-----—-----—@
AP Wireless access point L1 =100 Mb/s L, =2802.11b/g

src—»dst  Probing direction
—-——-»  Cross-traffic flow (a) Single-hop path

sre ‘\\ Pl \\\ el AP dst
(0) (D)——" () (%) O )
Li=100Mbs N/ Ly=155Mbls "/ Ly=10Mbs \__/ Ly=100Mbls Ls=802.11b/g

(b) Multiple-hop path

Figure 5.6 Hybrid wired-wireless testbed paths: a) single hop and Hjipte hops.



84

The measurement accuracy of the proposed scheme has beparednto WBest
[73] and Iperf [77]. WBest is the only wireless scheme thalvmtes source code in the
public domain and Iperf is a widely used measurement tod! [A8o sets of measurements
for each scheme were performed using an IBM ThinkPad X40)44@ a Toshiba Satellite
A105 (A105) laptops asst nodes. Specifications of the laptopsiat, are shown in Table

5.1.

Table 5.1 Laptop Specifications atst

IBM ThinkPad X40 Toshiba Satellite A105

Name X40 A105

Processor (speed) Intel Pentium M (1 GHz) | Intel Pentium M (1.73 GHz

RAM 512 MB 1024 MB
Linux Distribution Fedora Core Ubuntu
Linux kernel 2.6.18 2.6.35

NIC adapter Intel Pro/Wireless 2200BG  Intel WM3B2200BG

The summary of the testbed experiments are presented ia[BablIn this table, the
values refer to the average of 10 measurements performéutipydéposed scheme, WBest,
and Iperf. For throughput measurement, the proposed schdoped two different set
values fors,, andsy,, including 8 bytes of UDP header, 20 bytes of IP header, aru/ies
of MAC header, to be used as in the compound probes. Considerigg= 1500 bytes
and an IEEE 802.11g link in the path configurations of Figu §, = 1392 bytes and
sp = 1492 bytes, respectively, were selected for the single-hopaso@ndetermined by
Equation 5.4, and,, = 288 bytes ands,, = 388 bytes, respectively, were selected for

the multiple-hop scenario, determined by Equa.5Bach probing train consisted of

Un s, ands,, calculations A = 0 is considered in Equations %.3 gnd]5.4.
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100 compound probes, which was found to be a suitable nurhimrgh experimentation,

inter-spaced with a constant interval of 100 ms. The samédeunf probing packets was
used for WBest measurements. Because the probing-transsimot a tunable parameter
in Iperf, each measurement iteration was run for 5 secomda/Best and Iperf, 1492-byte

packets, including 42 bytes of protocol overhead, were us#te probing train.

In Table[5.2, thelheoreticalcolumn shows the theoretical throughputs of the IEEE
802.11b and 802.11g links for a traffic flow with 1450 bytes @fRJpayload when there is
no contention on the links. The theoretical throughputehmen determined by following
the IEEE 802.11 standard [78]. These values are consideyegtaaund truths in the
testbed experiments. The throughput values measured bygdBe Iperf, using 1492-byte
probing packets (IP payload size of the probing packetssis 8450 bytes) are shown in
WBestandlperf columns, respectivelyProposedcolumn shows the throughput values of
IEEE 802.11 links for a packet sizg,, with a 1450-byte IP paonQdWhich is obtained
from the measured intra-probe gap values inltitea-probe gapscolumn, wireless-link
capacity values in th8lopecolumn, and Equation 5.1ntra-probe gapsolumn contains
both the mean and the standard deviation of the measuredgrdbe gaps, respectively.
Figured 5.7 an 518 show samples of intra-probe gaps on fBE B02.11b and 802.11g
links measured by the X40 and A105 laptops, respectivelye a8t three columns of
Table[5.2 show the errors of WBest, Iperf, and the proposéérse, respectively, in

reference to the values of tHeheoretical column. The error is, therefore, defined as

(Theoretical throughput — Measured throughput) :
| Theoretical Thronghput | x 100%, where Measured throughput is the

throughput of the wireless link measured by WBest, Iperfl e proposed scheme.

2Because throughput is calculated using IP payload, theend@ds at the network and lower
layers are not considered in Equation] 5.1.



Table 5.2 Wireless Throughput Values of Testbed Experiments

dst Path Wireless Intra-probe gapsi(s) Slope Throughput (Mb/s) Error %)
link Proposed Proposed
(hops) | (802.1%) | Gin(5ta) std | Gin(sw), std | Gavg(Sta), std Ci Theoretical| WBest| Iperf | scheme | WBest| Iperf | scheme
X40 | Single b 1427,1.2 1516, 3.9 1430,0.3 | 0.81 8.50 5.98 | 5.96 7.67 29.65|29.88| 9.76
X40 | Multiple b 551, 6.7 628,5.7 556, 0.3 0.77 8.50 496 | 5.65 7.82 41.65 | 33.53 8.00
X40 | Single g 485, 2.7 520, 1.2 495, 8.9 0.35 36.02 14.27 | 14.25| 21.88 60.38 | 60.44| 39.26
X40 | Multiple o] 251,9.2 274,1.3 258, 0.4 0.23 36.02 5.24 | 8.19 22.28 85.45| 77.26| 38.15
A105| Single b 1339, 56.9 1420, 52.7 1419,14.3 | 0.81 8.50 5.63 | 5.95 7.73 33.76 | 30.00 9.06
A105 | Multiple b 519,7.1 598, 6.8 547,144 0.79 8.50 5.02 | 5.59 7.74 40.94 | 34.24 8.94
A105| Single g 443, 30.4 484, 13.7 488, 45.0 0.41 36.02 14.84 | 12.8 21.92 58.80 | 64.46| 39.14
A105 | Multiple g 222,6.5 243,4.8 242,148 | 0.21 36.02 532 | 815 | 23.44 | 85.23|77.37| 34.93
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The error in the throughput values of the proposed schemasumned by both laptops
and on single- and multiple-hop paths are significantly snahan those of WBest and
Iperf. The errors of the proposed scheme’s measuremenbarg 40 and 39% on IEEE
802.11b and 802.11g links, respectively, over the single{bath. In the cases of WBest
and Iperf measurements, the errors on IEEE 802.11b and B#rks are about 34 and
64%, respectively. The lower accuracy of WBest and Iperfsnaeaments over the single-
hop path may be the result of determining the throughpututsie average intra-probe gap
of the probing train, which can be affected by large intrabgr gaps.

While the high accuracy of the proposed scheme remains stensiin each path
scenario, both WBest and Iperf are not designed to measueghput on a multiple-hop
path where the wireless link does not constitute the batlkedink. The degradation of
measurement accuracy of these schemes in multiple-hoarsces more evident on the
IEEE 802.11g link than on the IEEE 802.11b link. For examghe, error in the WBest
measurement increases from 59 to 85% when throughput isumreehby the X40 laptop
over the multiple-hop path, using IEEE 802.11g as the wésekccess link. Overall, the
testbed results show that the proposed scheme outperfoerexisting schemes in both
path scenarios, even when the wireless access link is ttiermtk link of the end-to-end
path. The accuracy of the proposed scheme also remaingobostier heavy cross-traffic

conditions.

5.4 Related Work
Existing schemes for throughput measurement of wireleds (lEEE 802.11) can be

broadly divided into two categories according to their wogqrinciples: a) one-way-delay
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[71] and b) intra-probe gap [74]-[79] based schemes. Fduerses are discussed in detail
below.

Probegap measures the wireless throughput of a hybrid wired-wigejgsth from
the fraction of time a the wireless access link remains idiend) a period of time[[71].
The scheme determines the idle period of the wireless linkdbwtifying the one-way
delay (OWD) trend (e.g., continuing delay increments dyiianperiod of time) between
the source and wireless destination nodes of the end-tgpatid The idle period is
then multiplied with the predefined (i.e., known a priori)peaity of the wireless link
to determine the wireless throughput. Experimental evalosshows that the scheme
overestimates throughput measurement under heavy crad®iothe wireless access link
even when the wireless access link constitutes the bottkelirek of an end-to-end path
[71].

Normalized throughput is a packet-pair based scheme for measuring throughput
in wireless ad-hoc networks [74]. The scheme shows thatniin@-probe gap of a packet
pair on a wireless link varies with the probing-packet sizesthe dispersion gap (i.e., the
first and last bits of heading and trailing packets) remaorstant. This scheme uses the
predefined capacity of the wireless link to deduct the cbation of the transmission time
in the measured intra-probe gap for estimating a normalikealighput of the wireless
link.

WBest is another scheme that measures throughput of wirelesssatio& using
packet-pair structure [73]. The scheme first sends mulppleket pairs to determine the
maximum transmission rate of the wireless access link flmmeasured intra-probe gaps.
It then sends a train of probing packets at the maximum tresssom rate to estimate the

wireless throughput from the receiving rate of the probnagntat the wireless destination
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node. WBest also incorporates packet-loss rate in its gimput calculation and does not
require predefined capacity of the wireless access link.

Netalyzr is a web-based utility tool that is dedicated for profiling thireless access
link of an end-to-end path [79]. It performs a number of measents to deduce various
network properties of the wireless connection, e.g., IResk] firewall, latency, buffer size,
throughput, etc. For throughput measurement, Netalyzogieally sends probing packets
with different intra-probe gaps (i.e., different rates)ngsexponential load and provides
a sustained transmission rate of the wireless access lirgtailBd working principle of
Netalyzr for throughput measurement is unknown.

A common drawback of the existing schemes is that they redhe wireless access
link constitute the bottleneck link of a hybrid wired-wiesls path [71],[73].[74].180]. If this
condition is not satisfied, the accuracy of the schemes menedse because the probing
packets may experience delay or dispersion created by keetk link located on the

wired segment before reaching the AP of the path, as disduss&ection 5.11.

5.5 Conclusions
A scheme has been proposed to measure download throughpiretéss access links in
a hybrid wired-wireless network consisting of IEEE 802.iiikk$. The scheme is based
on sending compound probes with two different trailingimcsizes. The scheme is
simple and it does not require the wireless link to congitiie bottleneck of a hybrid
wired-wireless path for throughput measurement. The seheas experimentally tested
on single-hop and multiple-hop paths, with different katgck-link locations and under
different cross-traffic loads on the wired links. The expemtal results show that the

proposed scheme achieves an accuracy of 90 and 61% on IEEELBGhd 802.119 links,
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respectively, and it is resilient to cross traffic on the witks preceding the wireless

access link.



CHAPTER 6

CONCLUSIONS

This dissertation was focused on the measurement of thffegedit network parameters
to better characterize the Internet. The contribution &f Work spans both in wired and
wireless environments.

In the wired network, a method to measure a new network paearealled packet
processing time (PPT) of end hosts, was introduced aftexeptang the significance of
PPT for characterizing a network path. The proposed metlsed ICMP packets and
specialized packet-capture card to measured PPT in a LAbpselThe scheme was
evaluated on three different workstations consisting @edent specifications under 10-,
100-, and 1000-Mb/s transmission speeds on a controlldaesThe experimental values
show that the proposed scheme has a high measurementgtinilidoes not require clock
synchronization between the end host and the packet-eapdnd.

Another scheme to measure the PPT of an end host over a ratlitgp path in the
Internet was proposed based on the capacity measuremdre bhk directly connected
to the end host under interest using the intra-probe gap eickgt-pair structure, called
compound probe. An analytical model for sizing the packéta compound probe was
also derived to avoid cross-traffic interference in the PR3asarement. The accuracy
of the proposed scheme was verified through testbed anchéttereasurements under
two different (i.e., 10- and 100-Mb/s) transmission speedssidering different path
configurations and cross-traffic loads. The consistentracgwof proposed scheme proves

the applicability of the scheme in the Internet.
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A solution for measuring relative clock-skew between twd Bosts connected over
an end-to-end path in wired network was explored. The pregpasheme estimates the
capacities of the end links of the hosts using compound grabeletermine the relative
clock skew. Unlike existing clock-skew measurement sclserttee proposed scheme is
simple and does not require complex statistical processitige sampled data sets since the
probing structure can detect intra-probe gaps affectedhéygtoss traffic of the path. The
scheme was evaluated through simulation under high craffszioads over an multiple-
hop path. The simulation results validate the high measen¢m@ccuracy of the proposed
scheme.

Finally, a scheme to measure the download throughput of IBEE11 standard
based wireless access links in a hybrid wired-wireless paiing compound probes was
proposed. This scheme showed that when a compound prolesaimithe access point
of a hybrid wired-wireless path with a zero-dispersion gdge intra-probe gap of the
compound probe is determined by the throughput of the vasetecess link regardless of
the cross-traffic load on the wired links and bottleneck timceof the path. Measurement
accuracy of the proposed scheme was evaluated throughimgmeation in a testbed
environment under different cross-traffic loads and boétk locations. The proposed

scheme outperforms the state-of-art scheme in all testithsos.
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