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ABSTRACT

END-TO-END NETWORK MEASUREMENT
FOR WIRED AND WIRELESS NETWORKS

by
Khondaker Musfakus Salehin

A number of Internet applications require accurate characterization of different network

parameters. There is, therefore, a need to determine whether the networks that carry packets

for those applications comply with the requirements. Network measurement provides the

means to perform this determination. This work focuses on schemes for measuring several

parameters both in wired and wireless environments.

The need of measuring packet processing time (PPT) of the endhosts (i.e.,

workstations) in a wired network is unveiled. PPT is defined as the time elapsed between

the arrival of a packet at the data-link layer and the time when the packet is time stamped at

the application layer of the TCP/IP protocol stack of an end host, as defined by RFCs 2679

and 2681. The role of PPT becomes important to increase accuracy in the measurement of

different network parameters (e.g., one way delay) as data rates increase.

Two schemes to measure the PPT of an end host have been proposed. The first

scheme is designed to measure PPT of an end host using Internet Control Message Protocol

(ICMP) packets and a specialized packet-capture card, given that the node is physically

accessible. The second proposed scheme measures the PPT of aremote end host connected

over a multiple-hop path based on the estimation of the capacity of the link connected to the

end host using a packet-pair structure, called compound probe. Experimental evaluations

in both testbed and Internet environments of the proposed schemes are presented.



A solution for measuring clock skew between two end hosts connected over a wired

end-to-end path through the estimation of link capacity is proposed. Unlike existing

schemes, the proposed solution is simple and does not require complex processing of the

sampled data because the compound probe can also be used to detect data samples affected

by noise (i.e., cross traffic) over the path. Simulation results of the proposed scheme are

presented.

A scheme to measure the throughput of an IEEE 802.11 wirelessaccess link in a

hybrid wired-wireless path is introduced. Throughput estimation of a wireless access link

is challenging and it can be affected by the cross traffic on the wired links and bottleneck-

link location of the path. The proposed scheme measures the throughput of the download

wireless link with high accuracy and without being affectedby the cross traffic on the

wired links and bottleneck-link location of a hybrid wired-wireless path. Experimental

evaluations of the proposed scheme in a testbed environmentare presented.
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CHAPTER 1

INTRODUCTION

Internet is the primary domain of communication in today’s world. Wide Internet

infrastructure and prevalent use of different digital devices prompted the development

of various applications since the last decade. Popularity of the Internet is still on the

rise with the recent advent of social networks, where users spend a large amount of

their time for personal and commercial interactions. To keep up with the increasing

popularity and demands, information-carrying capacity ofthe Internet is expanding in both

wired and wireless environments. Characterization of the Internet is also gaining more

importance to efficiently utilize network resources, deploy new services, and ensure better

user experience.

The functioning of the Internet can be described by various network parameters.

Measurement of these parameters is required to characterize the Internet to define its

qualitative performance and user experience. Measurementof any network parameter in

the Internet, both in wired and wireless environments, is complex due to its large and

distributed infrastructure, and dynamic nature. Yet, highaccuracy and precision in the

measurement of different network parameters (e.g., delay,link capacity, throughput, clock

skew) are necessary for optimal use of the Internet.

Existing methods available to measure different network parameters are broadly

categorized into two broad spectrums: passive measurementand active measurement

[1]. Passive measurement involves estimating network parameters using the data packets

of existing traffic flow(s) in a network path. This approach requires capturing of the

1
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data packets from the traffic flow(s) and it is accomplished byinstrumenting the point

of measurement interest (e.g., an intermediate node) in a network path with specialized

hardware [2, 3]. Even though passive measurement is an attractive approach because it

does not perturb the user traffic by injecting additional probing packets into the network,

its applicability is limited due to lack of universal administrative access to the Internet.

Active measurement has attracted significant interest to alleviate this problem. In active

measurement, network parameters are measured by actively sending probing packets

from a source node to a destination node of a network path without requiring additional

administration access along the path. This approach, however, is susceptible to noise (i.e.,

the user traffic or cross traffic) in the path under interest, and that has the potential to negate

the quality (accuracy and precision) of measurement.

This dissertation focuses on active measurement for estimating three different

network parameters in wired and wireless networks. Both high quality and wide

applicability of measurement were considered as the motivating factor behind this work.

Packet processing time (PPT) is defined as the time elapsed between the arrival of a

packet at the data-link layer and the time when the packet is time stamped at the application

layer of the TCP/IP protocol stack of an end host (i.e., workstation), as defined by FRCS

2679 and 2681. It is shown that measurement of PPT is important as the transmission speed

of Internet is increasing. The knowledge of PPT can improve the measurement accuracy of

different other network parameters (e.g., one way delay, OWD, of an end-to-end path)

and related applications (e.g., IP geolocation) in the Internet. Considering the above

stated significance, an active scheme using Internet Control Protocol (ICMP) packet and

a specialized packet-capture hardware is introduced to measure PPT in the local areal

network (LAN). This scheme does not require synchronization between the end host and
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the packet-capture card for estimating PPT. Three workstations with different specifications

have been used to experimentally evaluate the scheme under three different (i.e., 10, 100,

and 1000 Mb/s) transmission speeds. The stability of the scheme is demonstrated in the

experimental evaluation.

To measure PPT in the wide area network (WAN) or in the Internet, another active

scheme is proposed based on the estimation of the capacity (i.e., the transmission speed) of

the link directly connected to the host under measurement, or end link, in a multiple-hop

path. Estimation of end-link capacity is performed using a packet pair-structure, called

compound probe. An analytical model for sizing the packets of the compound probe for

ensuring robustness against the cross traffic of an end-to-end path is derived and then it is

verified through numerical evaluations. This scheme is tested on a controlled testbed and

in the Internet using different path configurations with 10-Mb/s and 100-Mb/s end links.

The accuracy of the scheme is compared with that of the above scheme proposed for LAN

environment, as mentioned above.

A discussion on the effect of clock resolution (i.e., the smallest instance of time that

can be realized by a timing device) and link heterogeneity inthe Internet for measuring

PPT using existing clocks in the commodity workstations is also presented. The consistent

accuracy of the proposed scheme confirms its applicability in the Internet.

Various clock issues (e.g., clock offset and clock skew) between a pair of end

hosts involved in OWD estimation in wired network can degrade the accuracy of the

measurement. A solution for measuring relative clock skew between two end hosts

connected over a multiple-hop path in a wired environment isexplored. Existing schemes

for measuring clock skew are complex and their accuracy is prone to cross traffic of the

measurement path [4]. The proposed scheme uses compound probes to accurately the
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measure relative clock skew between two end hosts using a simple statistical processing

of the data samples collected from capacity measurements ofthe links directly connected

to the end hosts. The accuracy of the scheme is tested under high cross-traffic loads on

an end-to-end path in simulation environment. The simulation results validates the high

accuracy of the scheme.

Throughput of wireless access link (i.e., end link) is an important qualitative

parameter in a hybrid wired-wireless path, an end-to-end path consisting of multiple wired

links and a wireless end link. Access methodology of the wireless link based on the IEEE

802.11 protocol standard [5] is not the same as the access methodology used in the IEEE

802.2 protocol standard [6], defined for wired network. A novel throughput-measurement

scheme is proposed to accurately characterize an IEEE 802.11 based wireless access link

in a hybrid wired-wireless path. The proposed scheme uses compound probe to measure

throughput of wireless access link without requiring the bottleneck link of the hybrid path

on the wireless access link unlike existing schemes [7]. Thescheme is evaluated in a

controlled testbed environment using IEEE 802.11b/g linksunder high cross-traffic loads

on the wired links to show its robustness against the cross-traffic loads on the wired link

of the hybrid wired-wireless path. The accuracy of the experimental results shows that the

proposed scheme outperforms the scheme considered as the state-of-art.



CHAPTER 2

PACKET PROCESSING TIME: SINGLE-HOP CASE

2.1 Introduction

Packet processing time (PPT) of a host (i.e., workstation) is the time elapsed between the

arrival of a packet in the host’s input queue of the Network Interface Card, NIC, (i.e., the

data-link layer of the TCP/IP protocol stack) and the time the packet is processed at the

application layer [8, 9]. As link rates increase faster thanprocessing speeds [10, 11, 12,

13], the role of PPT becomes more important in the measurement of different network

parameters.

One-way delay (OWD) in a LAN is an example of a parameter that PPT can

significantly impact [14]. Figure 2.1 illustrates the OWD ofa packetP over an end-to-end

path, between two end hosts, the source (src) and the destination (dst) hosts. The figure

shows the different layers of the TCP/IP protocol stack thatP traverses at both end hosts,

as defined in RFC 2679 [8]. The transmission time (tt) and propagation time (tp) of P take

place at the physical layer, the queuing delay (tq) takes place at the network layer, and the

time stamping of the packet creation atsrc (PPTsrc) and packet receiving atdst (PPTdst)

take place at the application layer of the end hosts. The actual OWD experienced byP

from src to dst is:

OWD = PPTsrc + tt + tq + tp + PPTdst

5
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Layer 3

Layer 2

Layer 4

Layer 3

Layer 2

Physical Link (Layer 1)

src dst
P

PPT PPTP

P

Transmission time + Queuing delay + Propagation time

Figure 2.1 End-to-end one-way delay (OWD) of packetP between two directly connected
hosts.

However, because of the low transmission rates of legacy systems, PPT has been

considered so far negligible (i.e.,PPTsrc = PPTdst ≃ 0). As data rates increase, the

contribution of PPT increases.

The error in the measurement of OWD in high speed LANs can be large if PPTs are

neglected. For example, the measurement of OWD of 1500- and 40-byte packets between

the end hosts withPPTsrc = PPTdst = 2 µs and an average level of queuing delay,

tq = 40 µs [15], on a 100-Mb/s link would have an error of 2.5 and 8.5%, respectively. In

these calculations, error =| (OWD−OWD′)
OWD

| × 100 %,OWD = OWD′+PPTsrc+PPTdst,

OWD′ = tt + tq + tp, andtp = 0.5 µs, considering the maximum transmission length

(100 m) of a Fast-Ethernet cable [16]. This error increases up to 52% when queuing delay

is relieved (tq ≃ 0 µs [15], [17],[18]) for a 40-byte packet, which constitutes 50% or more

of the IP traffic [19, 20]. In a similar scenario, the error of OWD on a 1-Gb/s link can be up

to 14% (astp = 25 µs for a 5-km optical cable in Gigabit Ethernet [16]). Therefore, PPT

must be considered for an accurate measurement of OWD in LAN.
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Similarly, knowledge of the PPT of servers used in financial-trading datacenters can

increase customer confidence as OWD is estimated with high accuracy [21, 22].

In WAN, high-resolution OWD measurement can be used to increase accuracy in

IP geolocation [23, 24, 25, 26]. In IP geolocation, each microsecond of propagation time

varies the estimated geographic distance by 200 m between two end hosts connected over

optical links. PPT is also an important parameter in the measurement of link capacity and

available bandwidth on high speed networks [27], [28]. For example, in the measurement

schemes based on packet-pair structure [29, 30, 31, 32, 7, 33], 1 µs of PPT can incur 8%

error on a 1-Gb/s link if 1500-byte packets are used. This error increases as the packet

length decreases. The effect of PPT on accuracy of the network measurement tools is an

open problem [34, 35].

The measurement of the PPT of a host can be complex because thehost must record

the time a packet arrives at the data-link layer and the time the application layer processes

the packet (here, the time stamping performed at the application layer is considered to be

the packet-processing event). However, time stamping at the data-link layer is not readily

available in popular and deployed NICs [3]. PPT measurementcan be performed by placing

a specialized packet-capture card in the same subnet where the host under test is located.

Existing packet-capture cards have a time stamping resolution in the nanosecond range

[36], [2], and their use require time synchronization [37] with the host’s clock. This is

difficult to accomplish since operating systems of a host canprovide up to microsecond

resolution [38]. In this chapter, a scheme to measure the PPTof a host using a specialized

packet-capture card in the same subnet is proposed with requiring clock synchronization

between the host under test and the packet-capture card. An experimental evaluation of the

scheme is presented and the outcomes show consistent and measurable results.
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The remainder of the chapter is organized as follows: Section 2.2 discusses the basic

architecture of a host and its NIC operations. Section 2.3 introduces the proposed scheme to

measure PPT in LAN setup. Section 2.4 shows the experimentalresults of PPTs measured

on three different hosts. Section 2.5 presents the existingschemes for PPT measurement.

Section 2.6 concludes the discussion.

2.2 Determining Factors of PPT in Hosts

The packet-processing event is considered to be the time stamping of a packet transmission

at an end host. This latency is determined by the properties of the central processing unit

(CPU), bus speeds, NIC driver, and system-call latencies ofthe operating system of the

host [11, 39, 40]. Therefore, the architecture of a host and its NIC operations for sending

and receiving a packet have a major impact towards PPT. In thefollowing discussion, the

basic architecture of a host and the operations of a NIC is presented.

2.2.1 Host Architecture

A host architecture has basically one or more CPUs, where each can have one or multiple

processing cores, a chipset to operate in conjunction with the CPUs, main memory (blocks),

and NICs. These different subsystems are interconnected bymeans of buses, a front-shared

bus to connect the CPU and the chipset, a memory bus to connectthe main memory and

the chipset, and a Peripheral Component Interconnect (PCI)bus to interconnect the chipset

with the NICs. Figure 2.2 shows this simplified architecture.
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Figure 2.2 Top-level architecture of a general-purpose host.

2.2.2 NIC Operations

Figure 2.3 illustrates the two basic operations of the NIC: packet transmission and packet

receiving processes [39, 40]. Figure 2.3(a) shows that for transmitting a packet, the host

initially creates buffer descriptors in the main memory containing the location, both address

and length, of the packet (Step 1) and informs about this event to the NIC (Step 2). The

NIC then copies the packet to its local buffer through two Direct Memory Access (DMA)

transfers, one for the packet descriptors and the other for the packet itself (Steps 3 and 4).

The NIC sends the packet out to the network (Step 5) and finishes the transmission process

by interrupting the CPU (Step 6). According to Figure 2.3(b), when a packet arrives in the

NIC buffer from the network (Step 1), the NIC initiates the receiving process by copying the

packet into a pre-allocated buffer at the main memory along with the packet’s descriptors

through two DMA transfers (Steps 2 and 3). The NIC finishes thereceiving process by

sending an interrupt to the CPU (Step 4).
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Figure 2.3 Basic NIC operations: (a) transmission process and (b) receiving process.
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2.3 Proposed PPT Measurement Method

Figure 2.4 shows the proposed scheme and measurement setup to measure PPT ofdst. The

setup consists of a source host (src) directly connected to a destination host (dst) through

an Ethernet link. A sniffer (hsf), a workstation equipped with a two-port packet-capture

card (Endace DAG 7.5G2 card [36]), captures the packets transmitted betweensrc and

dst by connecting its two ports to the Ethernet link using a custom-built wire tap. In this

experimental setup, the propagation times of the sniffed packets are considered negligible

because the distance betweensrc anddst is 2 m.

Txsrc

QR

hsf

Sniffer

dstsrc

R

Q

Wire tap

R

Rxsrc

Rxdst

Txdst

Q

RxDAG(2)RxDAG(1)

PPTup

+
ICMP echo reply 

generation

+
PPTdown

Txn =  Tx wire of the Ethernet link connected to node n

Rxn =  Rx wire of the Ethernet link connected to node n

PPTup =  Incoming PPT at dst

PPTdown =  Outgoing PPT at dst

Travelling path of Q

Travelling path of R

Q =  ICMP echo request packet

R =  ICMP echo reply packet

RxDAG(i)  =  Rx wire of DAG interface i at hsf

Host under testSource of 

ICMP probes

Figure 2.4 Experimental setup to measure PPT ofdst.

To measure the PPT,src sends an ICMP echo request packet (Q) to trigger an ICMP

echo reply packet (R) at dst. hsf captures the exchanged ICMP echo packets and time
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stamps them at the data-link layer.dst also time stamps the exchanged packets, however,

at the application layer.

Figure 2.5 presents the time line of the events that take place between the exchange

of ICMP echo packetsQ andR atdst. Here, the gap measured byhsf , t7− t1, includes the

receiving time ofQ, t2 − t1, the PPT experienced byQ on its travel up through the TCP/IP

protocol stack,t3 − t2 orPPTup, the time taken bydst to generateR, t5 − t3, and the PPT

experienced byR on its travel down through the TCP/IP protocol stack,t7−t5 orPPTdown,

at dst. The gap measured bydst at the application layer,t5 − t3, includes the actual time

needed to generateR, t4 − t3, plus the system-call latency of the operating system for time

stampingR, t5 − t4. The gapst2 − t1 andt5 − t3 are subtracted fromt7 − t1, which is

equal to2PPT at dst if PPTup = PPTdown. The assumption of equal PPTs for both the

incomingQ and outgoingR at dst may not always be the case, but Figure 2.5 considers a

scenario where there is no other traffic passing through the host. Moreover, the travel path

of a packet between the data-link and application layers is the same, as discussed in Section

2.2.2.

2.4 Experimental Results

PPT of three different hosts, a Dell Dimension 3000 (D3000),a Dell Inspiron I531S

(I531S), and a Dell Optiplex 790 (DO790) workstations, weremeasured to evaluate the

proposed scheme. The specifications of the workstations areshown in Table 2.1. PPT

measurements on these three workstations was performed with their NICs running at

10, 100, and 100 Mb/s to investigate the effect of interface speed on PPT besides the

workstations’ specifications.
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Figure 2.5 Timeline of ICMP echo request and echo reply packets atdst.

Table 2.1 Workstation Specifications

Dell Dimension 3000 Dell Inspiron I531S Dell Optiplex 790

Name D3000 I531S DO790

CPU (speed) Intel Pentium 4 (3 GHz) AMD Athlon 64 X2 (1 GHz) Intel Core i3 (3.3 GHz)

RAM 512 MB 1024 MB 8148 MB

RAM speed (data width) 400 MHz (64 bits) 667 MHz (64 bits) 1333 MHz (64 bits)

PCI bus speed 266 MB/s 133 MB/s 4 GB/s

NIC speed 10/100 Mb/s 10/100/1000 Mb/s 10/100/1000 Mb/s

Linux kernel version 2.6.18 2.6.18 2.6.35
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2.4.1 Measured PPTs

PPT measurements on the D3000 and I531S workstations were performed using their

integrated Fast-Ethernet NICs: Intel Corp. 82562EZ and nVidia Corp. MCP61. PPTs

of the above mentioned workstations under 10- and 100-Mb/s transmission speeds were

measured 10 times, using 500 ICMP echo packets each time. Each ICMP echo packet

consists of a frame length of 110 bytes.

Table 2.2 shows the summary of the measured PPTs (thePPT column) and the

standard deviations (thestd column) of the D3000 and I531S workstations. Table 2.2

shows that the PPTs of the D3000 workstation are 21 and 14µs under 10- and 100-Mb/s

transmission speeds, respectively. For the I531S workstation, these values are 16 and

7 µs, respectively. The standard deviations of the measured PPTs on both workstations

are smaller than 1µs.

Table 2.2 Measured PPTs using Integrated NICs

dst Link capacity t7 − t1 t2 − t1 t5 − t3 2× PPT PPT std

(Mb/s) (µs) (µs) (µs) (µs) (µs) (µs)

D3000 10 151 88 22 41 21 0.31

D3000 100 57 9 22 27 14 0.42

I531S 10 161 88 41 32 16 0.31

I531S 100 63 9 41 13 7 0.42

Another set of measurement on the I531S and DO790 workstations were performed

under 10-, 100-, and 1000-Mb/s transmission speeds using anextended Gigabit-Ethernet

NIC, Marvell Tech. 88E8053 PCI-E, and the same number of ICMPecho packets, as
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used in the previous set of experiments. Table 2.3 shows the summary of the measured

PPTs (thePPT column) and the standard deviations (thestd column) of the tested

workstations. The PPTs of the I531S workstation with the extended NIC are 71µs under

10-Mb/s transmission speed, and 63µs under 100- and 1000-Mb/s transmission speeds.

The measured PPTs on the DO790 workstation are 99, 91, and 90µs under 10-, 100-,

and 1000-Mb/s transmission speeds, respectively. The standard deviations of the measured

PPTs on both workstations, under each transmission speed, are smaller than 1µs.

Table 2.3 Measured PPTs using Extended NICs

dst Link capacity t7 − t1 t2 − t1 t5 − t3 2× PPT PPT std

(Mb/s) (µs) (µs) (µs) (µs) (µs) (µs)

I531S 10 265 88 35 142 71 0.42

I531S 100 170 9 35 126 63 0.48

I531S 1000 162 1 35 126 63 0.70

DO790 10 301 88 17 197 99 0.52

DO790 100 208 9 17 182 91 0.16

DO790 1000 198 1 16 180 90 0.72

Tables 2.2 and 2.3 show that the PPTs measured on each workstation using the

integrated and extended NICs under 10-Mb/s transmission speed is about 8µs larger than

that under 100-Mb/s transmission speed. This variation in the measured PPTs for these two

speeds is due to the minimum idle time period required after receiving a packet at the NIC,

called Interframe Gap (IFG), as defined by the Ethernet standard [41]. For example, IFG

under 10- and 100-Mb/s transmission speeds are 9.6 and 0.96µs, respectively; therefore,
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there is a difference of 8.64µs in IFG, which is close to the above stated variation in the

PPTs measured under these two speeds. The measured PPTs on the I531S and DO790

workstations under 100- and 1000-Mb/s transmission speedsare similar because the IFG

under the latter speed is 0.096µs.

The PPTs measured on the I531S workstation using the integrated and extended NICs

show that the type of NIC of a workstation plays a major role indetermining the PPT of a

host, in addition to the transmission speed, which is discussed in [39]. As Tables 2.2 and

2.3 show, the PPTs measured on the I531S workstation using the extended NIC is around

50µs larger than that using the integrated NIC.

2.4.2 Quality of Intermediate Variables

1) ICMP Packet Generation Time:Figure 2.6 shows the sampled distributions of the ICMP

packet generation times (t5− t3) of each workstation under 10- and 100-Mb/s transmission

speeds for 500 ICMP packets using the integrated NIC. Figures 2.6(a) and 2.6(b) show

that the mean packet generation time measured on the D3000 workstation under 10- and

100-Mb/s transmission speeds are 22 and 23µs, respectively. According to Figures 2.6(c)

and 2.6(d), the mean packet generation times measured on theI531S workstation for those

transmission speeds are 40 and 41µs, respectively.

Figures 2.7 and 2.8 present the sampled distributions oft5 − t3 measured on the

I531S and DO790 workstations using the extended NIC. According to Figures 2.7(a) -

2.7(c), the mean packet generation time on the I531S workstation are 35, 35, and 34µs

under 10-, 100-, and 1000-Mb/s of transmission speeds, respectively. In case of the D0790

workstation, these values are 17, 17, and 16µs for 10-, 100-, and 1000-Mb/s transmission

speeds, as shown in Figures 2.8(a) - 2.8(c).
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Figure 2.6 ICMP packet generation time (t5 − t3) on the workstations with an integrated NIC: D3000 under (a)10 Mb/s and (b)
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Figure 2.8 ICMP packet generation time (t5 − t3) on the DO790 workstation with an extended NIC: under (a) 10 Mb/s, (b) 100 Mb/s,
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The packet generation times in Tables 2.2 and 2.3 and Figures2.6 - 2.8 show

that the DO790 workstation has the smallest packet generation time (i.e., 17µs) among

all workstations irrespective of the transmission speed because this workstation has the

highest CPU, RAM, and bus speeds, as shown in Table 2.1. On theother hand, the

I531S workstation has different packet generation times (22 and 35µs) when the PPT is

measured using integrated and extended NICs. These values infer that the packet generation

time dependents both on the host’s specifications and the type of NIC rather than the

transmission speed.

2) DAG Time Stamping:Figure 2.9 shows the sampled distributions of the time

stamping intervals betweenQ andR (t7−t1), measured byhsf in the integrated NIC based

experiments. Figures 2.9(a) and 2.9(b) show that the mean oft7−t1 measured on the D3000

workstation under 10- and 100-Mb/s transmission speeds are150 and 59µs, respectively.

The mean value measured on 10 Mb/s is larger than that on 100 Mb/s becauset7 − t1

includes the receiving time ofQ, as shown in Figure 2.5, which is inversely proportional

to the transmission speed ofdst. Figures 2.9(c) and 2.9(d) show that the mean oft7 − t1

measured on the I531S workstation are 160 and 63µs under 10- and 100-Mb/s transmission

speeds, respectively.

Figures 2.10 and 2.11 present the sampled distributions measured on the I531S and

DO790 workstations using extended NIC. According to Figures 2.10(a) - 2.10(c), the mean

of t7 − t1 on the I531S workstation under 10-, 100-, and 1000-Mb/s transmission speeds

are 266, 170, and 164µs, respectively. The respective values on the DO790 workstation

are 302, 207, and 195µs, as shown in Figures 2.11(a) - 2.11(c).
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Figure 2.11 Time stamping interval betweenQ andR (t7 − t1) recorded byhst using DAG card on the DO790 workstation with an
extended NIC under (a) 10 Mb/s, (b) 100 Mb/s, and (c) 1000 Mb/s.
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2.5 Related Work

There is no existing scheme to measure the PPT of an end host tothe best of the knowledge,

but the measurement of PPT of a router has been considered of interest. A previous work

measured PPT of hardware routers in an end-to-end path by instrumenting their input and

output links with packet-capture card given that the methodhas physical access to the

routers under test [15]. Here, the PPT of a router is defined asthe time interval between the

departure of a packet from the ingress queue of the input linkand the arrival of the same at

the egress queue of the output link of the router; therefore,the actual value is equivalent to

two times PPT plus the packet-switching latency through therouter’s switching fabric.

Another study extended the above mentioned method to measure PPT of software

routers by instrumenting the routers with dedicated software processes (i.e., kernel

functions) that capture the ongoing traffic between the input and output links, both at the

data and application layers [42].

A scheme, called fast-path/slow-path discriminator (fsd), was proposed to measure

packet generation time of routers using ICMP packets [43]. In fsd, the source host sends

two different types of probing packets, a direct probe and a hop-limited probe, toward

the destination host of a multiple-hop path, consisting ofn nodes, for estimating OWD

between the end hosts to measure the packet generation time of routers, e.g., nodei, where

2 ≤ i ≤ n− 1, in the path. The direct probe is a specially-crafted ICMP echo reply packet

with a Time-to-live (TTL) large enough to enable reaching the destination host through

nodei, which is the router under test. The hop-limited probe is a specially-crafted ICMP

echo reply packet spoofed with the destination’s IP addressas its source address and a

TTL value that expires at nodei. The hop-limited probe forces nodei to generate an ICMP

Time Exceeded (TE) packet, which is sent to the destination (because of the spoofed source
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address) so that the OWD of the end-to-end path can be measured. Because the OWD

measured by the hop-limited packet is overestimated by the packet generation time of TE

at nodei, the packet generation time of nodei is estimated from the difference between

the OWDs of the direct and hop-limited probes over the path. Unlike the above mentioned

methods for measuring PPT of routers,fsd does not require instrumentation and physical

access to the routers for measuring their packet processingtimes.

2.6 Conclusions

A scheme to measure the PPT of a host (i.e., workstation) using a specialized packet-

capture card in a LAN setup was proposed. To measure PPT, the proposed scheme sends an

ICMP echo request packet to trigger an ICMP echo reply packetat the host under test, and

collect the time stamps at the data-link and application layers using the clocks of the packet-

capture card and the host, respectively. The scheme does notrequire clock synchronization

between the host and the packet-capture card. The scheme wasexperimentally tested on

two different hosts connected to the network with an interface running at 10, 100, and

1000 Mb/s. The experimental results show that the proposed methodology can measure

PPT of the hosts consistently, and without requiring clock synchronization.



CHAPTER 3

PACKET PROCESSING TIME: MULTIPLE-HOP CASE

3.1 Introduction

An end host under test for PPT measurement may be remotely located and access to the

host is only allowed through the Internet over a multiple-hop path. This issue raises the

following question: is it possible to measure the PPT of remote end hosts through intranet

of large LANs or Internet? As a response to this question, an active scheme to measure

the PPT of remote end hosts is proposed. The proposed approach consists of the following

three components: 1) An active probing scheme to measure thetime an end host takes

to time stamp a packet. The scheme is based on the estimation of the capacity of the

link directly connected to the receiving end host, called the end link, by usingcompound

probes(see Figure 3.1(a)), each comprising a heading packet (Ph) and a trailing packet

(Pt) [44, 45, 7, 33], sent from the source to the receiving end host, which is the host

under test. This compound probe is used to measure the intra-probe gap of each compound

probe (i.e., the gap between the last bit ofPh and the last bit ofPt) without deploying any

specialized hardware. 2) A methodology to remove the sampled intra-probe gaps affected

by the network traffic and other network phenomena. 3) A methodology to obtain the PPT

of the host under test from the gaps measured from the compound probes.

The remainder of the chapter is organized as follows: Section 3.2 introduces

the proposed scheme to measure PPT of a remote end host. Section 3.3, presents

the experimental results and accuracy of the proposed scheme obtained from a testbed

and the Internet measurements. Section 3.4 discussed aboutthe quality and values of

26
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Intra-probe gap 

Dispersion gap 

Ph Pt
time

Intra-probe gap

Ph Pt
time

(b)(a)

Transmission 
time 

Figure 3.1 Compound-probe structure comprising of a heading (Ph) and a trailing (Pt)
packets a) without and b) with a dispersion gap.

the intermediate variables obtained in the PPT experiments. Section 3.7 discusses the

parameters that limit the accuracy of the proposed scheme. Section 3.5 introduces an

analytical model for the sizing of the compound probe. Section 3.6 presents the existing

schemes for link-capacity measurement. Section 3.8 concludes the discussion.

3.2 Scheme for PPT Measurement

In this section, a scheme to measure the PPT of a remote end host connected over a

multiple-hop path. The proposed scheme is based on the measurement of intra-probe gaps

of two compound probes where thePts have different sizes,st = {s1, s2} to estimate the

capacity of the remote-end link,cn, as illustrated in Figure 3.2. The estimated link capacity

is used to determine the transmission times of eachPt, which is considered as the expected

transmission time. The expected transmission time is compared to the transmission time

obtained by time stamping packets at the application layer (through Wireshark [46], for

example), and the discrepancy,∆PPT , is then used to determine PPT at the remote end

host.
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Figure 3.2 Linear relationship between intra-probe gap and trailing-packet size in the
estimation of end-link capacity.

As Figure 3.2 shows, the offset∆PPT provides information about how much delay

(which is determined by the CPU and bus speeds, the NIC driver, and the system-call

latency [40, 11, 39]) a packet experiences before being time-stamped by the receiving

end host. Here, the intra-probe gaps,G(s1) andG(s2), are in (linear) function of the

transmission times, including the difference of the PPTs ofPh andPt (i.e., PPTh and

PPTt, respectively) or

G(st) =
st

cn
+∆PPT (3.1)

where∆PPT = PPTh−PPTt. ∆PPT is defined by the intersection of the straight line,

which has a slope of1
cn

, and they axis (i.e.,st = 0).
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For generality,PPTh is considered equal to or different fromPPTt. Figure 3.3

shows the case wherePPTh andPPTt are different, whereTSh andTSt are the time

stamps forPh andPt, respectively, assigned at the application layer.

PhPt

Intra-probe gap

TShTSt Time stamping
delay for Ph

Time stamping
delay for Pt

t

Transmission time of Pt

Figure 3.3 Variation in time stamping ofPh andPt by the application layer.

3.2.1 Measurement Scheme

The proposed methodology to measure PPT is divided into two phases: 1) Estimation of the

average∆PPT ,∆PPTavg, from the measuredG(st)s for each compound probe, shown in

Figure 3.5, and 2) Estimation ofPPTh andPPTt using the packet receiving model, which

is shown in Figure 3.6. Considering the multiple-hop path betweensrc anddst in Figure

3.4, the detailed steps of the two phases are presented below.

n

dst

0

src

1 i

L1 LnL2 Li Li+1

Figure 3.4 An n-hop end-to-end path.
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Phase 1: Estimation of∆PPTavg.

1. Send a train of compound probes fromsrc to dst using aPh with sh = smax, where

smax is equal to the Maximum Transmission Unit (MTU) of the path, and aPt with

s1 < smax such that the largest possible packet-size ratio,α = sh
st

, in the compound

probe is obtained. As an alternative,s1 can be estimated if information about the

capacity of each link along the path is known, or else, it can be determined by

exploration of the path (as discussed in Section 3.5).

2. Send a train of compound probes withsh = smax andst = s2, wheres1 < s2 < smax

and s2 is slightly larger thans1. The minimum difference betweens1 and s2 is

determined by the resolution of the clock used in the measurement, or in incremental

steps of2Rcn bits (or bytes), whereR is the clock resolution (e.g., ifR = 1 µs and

cn=100 Mb/s, the step is 25 bytes).

3. Filter out the affected intra-probe gaps and identify theupper and lower bounds, and

the average of intra-probe gaps,Glow(st), Ghigh(st), andGavg(st), respectively, for

s1 ands2.

4. Calculate the lower and upper bounds of the reciprocal of the end-link capacity (i.e.,

slope, see Figure 3.5) using the upper and lower bounds of themeasured intra-probe

gaps:

mlow =
Ghigh(s2)−Glow(s1)

s2 − s1
(3.2)

and

mhigh =
Glow(s2)−Ghigh(s1)

s2 − s1
. (3.3)
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Figure 3.5 Estimation of∆PPTavg using the lower and upper bounds of intra-probe gaps.

5. Determine the average of the reciprocal of the end-link capacity (mavg):

mavg =
mlow +mhigh

2
. (3.4)

6. Calculate the expected intra-probe gaps(t̂t) of the probing train(s) usingmavg:

t̂t(s1) = mavgs1 + γ (3.5)

and

t̂t(s2) = mavgs2 + γ. (3.6)
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whereγ is the IFG on the end link, if an Ethernet link is connected to the receiving

end host.

7. Estimate∆PPTavg atdst using the difference betweenGavg(st) andt̂t(st) obtained

from Steps 3 and 6, respectively:

∆PPTavg = Gavg(s1)− t̂t(s1) (3.7)

Phase 2: Estimation of PPTs.The relationships among the transmission times, intra-

probe gaps, and PPTs ofPh andPt are shown in the timing diagram of Figure 3.6 where

the receiving buffer atdst uses a first-in-first-out (FIFO) queuing model. The figure shows

the timing of the two compound probes with respect toPh andPt. Pt(s1) andPt(s2) denote

the trailing packets of sizess1 ands2, respectively. BecausePhs in each compound probe

have the same length and arrive beforePt, the timing ofPh of both compound probes is

overlapped in the figure.

From this model,PPTts are determined as:

PPTt(s1) = PPTh +Gavg(s1)− tt(s1) (3.8)

and

PPTt(s2) = Gavg(s2)−Gavg(s1)− ǫ, (3.9)

whereǫ is the interval between the time stamping of thePt(s1) and the arrival time of the

Pt(s2) at the data-link layer.
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Figure 3.6 Packet-receiving model of heading and trailing packets atdst.

On the other hand, if the intra-probe gaps have zero dispersion gaps and the time-

stamping latency at the application layer is smaller than the time to transfer a minimum

packet size (e.g., 64 bytes for Ethernet), Equation 3.4 complies with:

mavg =
∆Gavg(st)

s2 − s1
=

∆tt(st)

s2 − s1
(3.10)

or

∆Gavg(st) = ∆tt(st)

which shows that PPT is independent ofst and the difference of the expected transmission

times, ∆tt(st), or the difference of the intra-probe gaps,∆Gavg(st), does not affect

Equation 3.4.



34

According to Figure 3.6, the magnitude ofPPTts atdst is defined byǫ, ∆tt(st), and

∆Gavg(st):

∆tt(st) = PPTt(s1) + ǫ (3.11)

and

∆Gavg(st) = PPTt(s2) + ǫ (3.12)

which lead to equalPPTs for both trailing packets, or

PPTt(s1) = PPTt(s2) = PPTt (3.13)

Equation 3.13 indicates that the magnitude of the twoPPTts, depends onǫ, and that the

largestPPTt is found whenǫ = 0, or

PPTt = Gavg(s2)−Gavg(s1) = ∆Gavg(st) (3.14)

andPPTh is:

PPTh = PPTt(st)−∆PPT. (3.15)

3.2.2 Keeping a Zero-Dispersion Gap in a Compound Probe

In the compound probe,Ph andPt are used to identify the beginning and the end ofPt as

time-stamping process records the transmission time ofPt. To determine the transmission

time ofPt on the end link, the dispersion gap betweenPh andPt is required to be zero at

the time of arrival in the end host. Figure 3.1 shows a compound probe a) without and b)

with a dispersion gap. The dispersion gap is defined by the separation between the last bit

of Ph and the first bit ofPt.
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Gap dispersion (i.e., the increment of the dispersion gap) in a compound probe can

occur because of the following two events: 1) one or more cross-traffic packets are inserted

betweenPh andPt, or 2) if the packet-size ratio (α) is smaller than the link-capacity ratio

of a network nodei, cri =
ci+1

ci
, whereci andci+1 are the capacities of the input link,Li,

and output link,Li+1, respectively, of nodei. Because event 1 can occur in a network node

where cross traffic flows and it is out of an end-user’s reach, the main focus is on on event

2. In a network node, if the transmission time ofPh on the output link is smaller than

the transmission time ofPt on the input link, the compound probe experiences dispersion

[44],[47, 48]. Therefore, the packet-size ratio betweenPh andPt to keep a zero-dispersion

gap or to avoid dispersion in nodei must follow:

α ≥
ci+1

ci
. (3.16)

Note that the zero-dispersion gap requirement might be achieved even if the

dispersion gap becomes not zero along the path but it is reduced to zero before reaching

the end link (e.g., due to a link-capacity ratio smaller than1). But the aim is keeping a

zero-dispersion gap along the path, using a suitableα if link capacities are known. The

condition in Equation 3.16 is extended for ann-hop path in Section 3.5.

3.2.3 Filtering of Affected Gaps

The intra-probe gap of a compound probe can be affected by cross-traffic. This affected

(i.e., dispersed) intra-probe gap adds errors to the measurement of the end-link capacity.

Therefore, a filtering scheme to detect and remove the affected gaps from the collected

samples is introduced. In addition to the effect of cross traffic, packet-processing jitter
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(i.e., the variations in the receiving-packet process at the end host [12]) may also add errors

to the measured intra-probe gaps. To remove those errors, the scheme first identifies the

smallest and the most frequent intra-probe gaps in a sampledset to determine the level of

packet-processing jitter, and it then calculates the standard deviation of the sampled set

to find a range of acceptable (i.e., unaffected by cross traffic) intra-probe gaps. The use

of the most-frequent data element has been considered in link-capacity measurement [7],

[48, 29]. The following steps filter the affected intra-probe gaps in a sampled set:

1. Identify the smallest intra-probe gap,Gsmall(st), of the sampled set.

2. Determine the frequencies of intra-probe gaps (i.e., histogram) in the sampled set.

3. Select the smallest intra-probe gap with the highest frequencyGpeak(st).

4. Estimate the intra-probe gap variations, or packet-processing jitter, asJ =

Gpeak(st) − Gsmall(st), and discard all data elements in the sampled set that are

greater thanGpeak + J .

5. CalculateGavg(st) and standard deviationσ of the new sampled set.

6. Determine the lower and the upper bounds of the intra-probe gaps as

Glow(st) = Gavg(st)− σ (3.17)

and

Ghigh(st) = Gavg(st) + σ, (3.18)

respectively.
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The range of the intra-probe gaps[Glow(st), Ghigh(st)] depends on the packet-

processing jitter (i.e., variation of PPT).

3.3 Experimental Results

The proposed scheme is tested on a controlled testbed, underdifferent network conditions,

and in the Internet using the D3000 and I531S workstations. The specifications of these

two workstations were presented in Chapter 2. In these experiments, integrated NICs of

the above stated workstations have been used to verify the proposed scheme.

3.3.1 Experimental Measurement on a Controlled Testbed

The testbed (Figure 3.7) was implemented using four different configurations, listed in

Table 3.1. The testbed configurations, each denoted as Cx-r, wherex is the index of each

of the four considered configurations andr is the capacity of the end link of configuration

x, are C1-10, C2-100, C3-100, and C4-100. These configurations provide variation of the

end-link capacities, link-capacity ratios, and location of the narrow link (i.e., the smallest

link capacity of the path).

Spirent Traffic Generator 

100Mb/s 100Mb/s 

1
0

0
M

b
/s

 

L1 L2 L3 L4Cisco router Cisco router Cisco routersrc dst

Figure 3.7 Testbed setup.
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Table 3.1 Path Configurations on the Testbed

Path Link capacity (ci) Link-capacity ratio Packet-size ratio (α = sh
st

)

(Mb/s) (cri =
ci+1

ci
) Calculated Evaluated

c1 c2 c3 c4 cr1 cr2 cr3 value value

C1-10 100 155 100 10 1.55 0.645 0.1 1 1

C2-100 10 155 10 100 15.5 0.064 10 10 10

C3-100 100 10 155 100 0.1 15.5 0.645 6.49 6.67

C4-100 10 10 155 100 1 15.5 0.645 6.49 6.67

The testbed consists of one Cisco 3600 router, two Cisco 7200routers, a Spirent

Smartbits 6000C traffic generator [49], a sender workstationsrc, and a receiver workstation

dst. The D3000 and I531S workstations were used asdst or systems under test. The

proposed scheme was implemented as an application on a Linuxsystem, which provides a

clock with 1-µs resolution [50] for time stamping (using the pcap library [51]).

On the testbed, symmetrical cross-traffic loads between 0 and 90 Mb/s, with steps

of 10 Mb/s, were generated on the second (L2) and third (L3) links of the testbed path

(indicated by the dotted-line arrows in Figure 3.7). No cross-traffic load was applied to

the end links (L1 andL4) to avoid having extra CPU load ondst that could bias the PPT

measurement. The packet size of each Constant-Bit-Rate (CBR) [52] cross-traffic flow was

set between 64 and 128 bytes. The packet sizes are used to generate different levels of

traffic loads. It is considered that traffic models with different distributions (e.g., Pareto

and Exponential [53]) might not differ significantly from CBR traffic at these high loads.



39

For the compound probes,sh was determined by the testbed path’s MTU of

1448 bytes of User Datagram Protocol (UDP) payload plus 54 bytes of encapsulation

over the Ethernet links (the Ethernet encapsulation includes a 12-byte of preamble, start

of frame delimiter, SFD, and frame check sequence, FCS) or a total frame length of 1502

bytes. Two values forst, s1 = 87 bytes ands2 = 112 bytes so that thesests set large

packet-size ratios,α1 = 1502 bytes
87 bytes = 17.26 andα2 = 1502 bytes

112 bytes = 13.41, which are within

the lower bounds of the required packet-size ratios on each testbed path configurations, as

mentioned inCalculated value column of Table 3.1. Further details on the lower bound

value of the packet-size ratio are discussed in Section 3.5.3). The time stamps of the probe

packets atdst were obtained using Wireshark. Each configuration and workstation was

tested using 500 compound probes. Each test was repeated 10 times.

Table 3.2 showsPPTh and PPTt of each workstation measured in the testbed

experiments (Section 3.4.1 shows the values of all intermediate variables that were used

to calculate the PPTs on the testbed). Table 3.2 also shows the average PPT of the

measuredPPTh andPPTt (PPTh+PPTt

2
). According to the table,PPTavgs of the D3000

and I531S workstations with 10-Mb/s end link (on C1-10) are 20 and 21µs, respectively.

The PPTavgs of the D3000 workstation with 100-Mb/s end link are 2, 4, and3 µs on

C2-100, C3-100, and C4-100, respectively. Here, the variation in thePPTavg is attributed

to the 1-µs clock resolution of the Linux system. For the I531S workstations with 100-Mb/s

end link,PPTavg is 3µs.

The last column of Table 3.2 shows the errors of the average PPTs measured on

the testbed paths in reference to the actual PPTs (PPTactual) of each workstation, where

error = | (PPTactual−PPTavg)

PPTactual
| × 100%. The actual PPT of each workstation is measured

using a specialized packet-capture hardware, Endace DAG 7.5G2 card [36], as discussed in
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Table 3.2 Summary of PPTs of Testbed Experiments

Packet processing time

dst Path Actual value Measured values Error

PPTactual PPTh PPTt PPTavg

(µs) (µs) (µs) (µs) (%)

D3000 C1-10 21 21 19 20 5

D3000 C2-100 14 3 1 2 86

D3000 C3-100 14 6 2 4 71

D3000 C4-100 14 5 1 3 79

I531S C1-10 16 21 20 21 31

I531S C2-100 7 3 2 3 57

I531S C3-100 7 3 2 3 57

I531S C4-100 7 3 2 3 57

Chapter 2. The PPTs of the D3000 and I531S workstations measured using specialized

packet-capture card (see Table 2.2) are considered as the ground-truth values for error

calculation. On average, the errors of the PPTs measured with the proposed scheme are

5% on a 10-Mb/s link and 79% on a 100-Mb/s link for the D3000 workstation. These

values are 31 and 57%, respectively, for the I531S workstation. The results show that the

errors for 10-Mb/s links are small. The errors on the 100-Mb/s links are large because of

the 1-µs clock resolution of the Linux system.

Besides the above error calculation for the measured PPT, the zero-dispersion gaps in

the compound probes has been tested successfully on the testbed configurations. For this,
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an Endace DAG 7.5G2 card was used atdst to time stampPh andPt at the data-link layer,

and verified the arrival times at the data-link layer (the DAGcard time stamps the packet

capture locally and without recurring to host processing).This specialized card has a clock

resolution of 7.5 ns.

3.3.2 Experimental Measurements over the Internet

The proposed scheme was tested on two Internet paths, an inter-state path in the U.S. and

an international path between Taiwan and the U.S., between December 2010 and January

2011. The inter-state path was set from New York Institute ofTechnology (NYIT), New

York, New York, to New Jersey Institute of Technology (NJIT), Newark, New Jersey, and

the path is labeled as NYNJ. This path comprises 19 hops. The international path was set

between Chaoyang University of Technology (CYUT), Taichung, Taiwan, and NJIT, and it

is labeled as TWNJ. This path comprises 21 hops. The workstations at NYIT and CYUT

were configured assrc nodes, and the nodes at NJIT, the same workstations used in the

testbed experiments, asdst nodes. As for the compound probes,st kept the same values

of 87 and 112 bytes, as in the testbed experiments; however,sh = 1512 bytes was used

because this is a common and a large packet length in the Internet [19]. As in the testbed

experiment, trains of 500 compound-probes were also used ineach of the 10 measurements.

The workstations at both ends were connected to either 10-Mb/s or 100-Mb/s links, and the

capacities of the intermediate links along the Internet paths were unknown.

Table 3.3 showsPPTh, PPTt, andPPTavg measured in the Internet experiments

(Section 3.4.2 discusses the measured intra-probe gaps). The measuredPPTavgs of the

D3000 and I531S workstations on both the NYNJ and TWNJ paths,with 10-Mb/s end

links, are 24 and 21µs, respectively. The measuredPPTavgs of the D3000 workstation on
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the NJNY and TWNJ paths with the 100-Mb/s end link are 3 and 4µs, respectively. The

PPTavgs of the I531S workstation on these two Internet paths with the100-Mb/s end link

is 3 µs. The errors of the PPTs measured on the Internet paths in reference to the actual

PPTs of the workstations are presented in the last column of Table 3.3. These errors are

the same as those obtained on the testbed, except for the D3000 workstation on NYNJ-10

and TWNJ-10 where the error is 9% larger than that on C1-10. This difference between the

measurement error on the Internet and testbed paths for the D3000 workstation is produced

by the 1-µs clock resolution.

Table 3.3 Summary of PPTs of the Internet Experiments

Packet processing time

dst Path Actual value Measured values Error

PPTactual PPTh PPTt PPTavg

(µs) (µs) (µs) (µs) (%)

D3000 NYNJ-10 21 27 21 24 14

D3000 TWNJ-10 21 27 21 24 14

D3000 NYNJ-100 14 5 1 3 79

D3000 TWNJ-100 14 6 2 4 71

I531S NYNJ-10 16 21 20 21 31

I531S TWNJ-10 16 21 20 21 31

I531S NYNJ-100 7 3 2 3 57

I531S TWNJ-100 7 3 2 3 57
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3.4 Quality of the Measured Variables

In this section, data samples of the measured intra-probe gaps and the summary of

intermediates variables in testbed and Internet experiments, respectively, are presented to

discuss the quality of the PPT measurements.

3.4.1 Testbed Experiments

1) Quality of Measured Intra-Probe Gaps atdst. Figure 3.8 shows samples of the

distributions of the intra-probe gaps measured on C1-10 andC2-100 bydst without

cross-traffic load. The theoretical intra-probe gaps (i.e., st
c4

+ γ) for the 87- and 112-byte

packets on C1-10 are 80 and 100µs, respectively, and on C2-100 are 8 and 10µs,

respectively. The theoretical intra-probe gaps on each path are indicated by the solid and

dashed vertical-lines in each graph of Figure 3.8. Each graph also shows the smallest

intra-probe gaps with the highest frequency (Gpeak) for both trailing-packet sizes measured

by the D3000 and I531S workstations. Even though theGpeaks are smaller than the

theoretical values in each graph, the distributions of the measured gaps show that the

workstations are not affected by interrupt coalescence [12]. Otherwise, the measured

intra-probe gaps for both trailing-packet sizes would havesimilar distributions, with a

singleGpeak.

2) Quality of Intra-probe Gap Measurements atdst under Cross-traffic Effect. Figure

3.9 shows the measured intra-probe gaps (without filtering the affected gaps) on C1-10 and

C2-100 with 60% cross-traffic load. In this figure, the distributions of the intra-probe gaps

are similar to those in Figure 3.8. However, Figures 3.9(b) and 3.9(d) show some outliers

(i.e., large intra-probe gaps at the right-hand side of eachgraph) for the 87- and 112-byte
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Figure 3.8 Distributions of intra-probe gaps, with no cross-traffic load in the network, measured by the D3000 workstation on: (a)
C1-10 and (b) C2-100, and by the I531S workstation on: (c) C1-10 and (d) C2-100.
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trailing packets as compared to those of Figures 3.8(b) and 3.8(d). These are gaps affected

by cross traffic.

Figure 3.10 shows the distributions of the filtered intra-probe gaps of the

measurement samples of Figure 3.9. This figure also showsGpeak, and the average

intra-probe gap,Gavg , for both trailing-packet sizes. In each graph, the filteredgaps

are clustered aroundGavg with one standard deviation, according to Section 3.2.3. The

distribution of the filtered gaps show that the proposed filtering scheme eliminates the

outliers caused by the cross traffic.

4) Summary of Intra-probe Gap Measurements atdst. Table 3.4 shows the measured

values of the intermediate variables,G(st)avg , mavg , t̂t, and∆PPTavg, which are used

to calculate the PPTs of the D3000 and I531S workstations in the testbed experiments.

According to the table, the measured∆PPTavg of the D3000 and I531S workstations on

C1-10 are -2 and -1µs (the negative sign means thatPPTh > PPTt), respectively. The

measured∆PPTavg of these workstations on C2-100, C3-100, and C4-100 are -2, -4, and

-3 µs, respectively, for the D3000 workstation, and -1µs for the I531S workstation.

The average slopes (mavg) measured by the D3000 and I531S workstations on C1-10

are 0.78 and 0.8, respectively, and the actual slope (i.e., the expected slope) is 0.8, sincec4

= 10 Mb/s. In the cases of C2-100, C4-100, and C4-100, the actual slope is 0.08 (sincec4

= 100 Mb/s) and the values measured by the D3000 workstation are 0.06 on C2-100, and

0.08 on both C3-100 and C4-100. The slope measured by the I531S workstation is 0.08 for

all path configurations. Table 3.4 shows that the proposed scheme measures the end-link

capacity of each path with high accuracy.
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Figure 3.9 Distributions of intra-probe gaps under 60% cross-traffic load measured by the D3000 workstation on: (a) C1-10 and (b)
C2-100, and by the I531S workstation on: (c) C1-10 and (d) C2-100.
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Figure 3.10 Distributions of filtered intra-probe gaps under 60% cross-traffic load measured by the D3000 workstation on: (a) C1-10
and (b) C2-100, and by the I531S workstation on: (c) C1-10 and(d) C2-100.
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Table 3.4 Summary of Intra-probe Gaps of Testbed Experiments

Expected Processing

dst Path Packet Intra-probe gap Slope value transmission time

size G(st) m time ∆PPT

st [low, high] avg ∆ [low, high] avg t̂t avg std

D3000 C1-10 87 [77, 80] 79 19 [0.92, 0.64] 0.78 77.46 -2 1.5

112 [96, 100] 98 96.96

D3000 C2-100 87 [4, 5] 5 1 [0.12, 0] 0.06 6.18 -2 0.7

112 [5, 7] 6 7.68

D3000 C3-100 87 [3, 5] 4 2 [0.16, 0] 0.08 7.92 -4 0.5

112 [5, 7] 6 9.92

D3000 C4-100 87 [4, 6] 5 1 [0.12, -0.04] 0.08 7.92 -3 1.7

112 [5, 7] 6 9.92

I531S C1-10 87 [78, 80] 79 20 [0.88, 0.72] 0.8 79.2 -1 0.9

112 [98, 100] 99 99.2

I531S C2-100 87 [6, 8] 7 2 [0.16, 0] 0.08 7.92 -1 1.0

112 [8, 10] 9 9.92

I531S C3-100 87 [6, 8] 7 2 [0.16, 0] 0.08 7.92 -1 1.0

112 [8, 10] 9 9.92

I531S C4-100 87 [6, 8] 7 2 [0.16, 0] 0.08 7.92 -1 1.0

112 [8, 10] 9 9.92

3.4.2 Internet Experiments

1) Quality of Intra-Probe Gap Measurements atdst. Figures 3.11 and 3.12 show samples

of the intra-probe gaps, measured by thedst nodes (D3000 and I531S workstations) on

the Internet paths with 10- and 100-Mb/s end links. The graphs in Figure 3.11 show the

distributions of intra-probe gaps on the NYNJ path and the graphs in Figure 3.12 show the

intra-probe gap distributions on the TWNJ path. The distributions of the intra-probe gaps
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measured by both workstations on the Internet paths are similar to those measured on the

testbed.

2) Summary of Intra-probe Gap Measurements atdst. The intermediate variables

measured on the Internet paths are shown in Table 3.5.∆PPTavg of the D3000 workstation

on the 10- and 100-Mb/s end links are -6 and -4µs, respectively.∆PPTavg of the I531S

workstation on both the 10- and 100-Mb/s end links are -1µs. As formavg , the values

measured by the D3000 workstation on the Internet paths are 0.84 and 0.08 when the end-

link capacities are 10- and 100-Mb/s, respectively. These values are measured as 0.8 and

0.08 on the respective end-link capacities by the I531S workstation. These values show

that the proposed scheme can also measure the end-link capacity in the Internet with a high

accuracy.

3.5 Packet-Size Ratio for Keeping Zero-Dispersion Gap

In the presented PPT experiments in the Internet, a very large packet-size ratios was adopted

as many of the link capacities along the path were unknown. However, the size of the

packets in the compound probe can be determined, as described in this section, if the link

capacities of the complete path are known.

The sizes ofPh andPt in the compound probe are defined by the capacities of the

links of an end-to-end path such that a zero-dispersion gap is obtained at the end link.

Cross traffic may also affect the dispersion in the compound probe. A pair of packets

is considered to be operating in joint queuing region (JQR) at at a network node (e.g.,

router or workstation) when both the packets are available at the output queue of the node

simultaneously [54]. However, the JQR state for the compound probe is not sufficient to

ensure a zero-dispersion gap sincePh andPt must be available back-to-back at the output
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Figure 3.11 Distributions of intra-probe gaps measured atdst (NJIT) on NYNJ path: by the D3000 workstation with (a) 10-Mb/s end
link and (b) 100-Mb/s end link, and by the I531S workstation with (c) 10-Mb/s end link and (d) 100-Mb/s end link.
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Figure 3.12 Distributions of intra-probe gaps measured atdst (NJIT) on TWNJ path: by the D3000 workstation with (a) 10-Mb/s end
link and (b)100-Mb/s end link, and by the I531S workstation with (c) 10-Mb/s end link and (d) 100-Mb/s end link.
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Table 3.5 Summary of Intra-probe Gaps of the Internet Experiments

Expected Processing

dst Path Packet Intra-probe gap Slope value transmission time

size G(st) m time ∆PPT

st [low, high] avg ∆ [low, high] avg t̂t avg std

D3000 NYNJ-10 87 [75, 79] 77 21 [1, 0.68] 0.84 82.68 -6 1.6

112 [96, 100] 98 103.68

D3000 TWNJ-10 87 [75, 79] 77 21 [1, 0.68] 0.84 82.68 -6 1.6

112 [96, 100] 98 103.68

D3000 NYNJ-100 87 [4, 6] 5 1 [0.12, -0.04] 0.08 7.92 -4 1.5

112 [5, 7] 6 9.92

D3000 TWNJ-100 87 [3, 5] 4 2 [0.16, 0] 0.08 7.92 -4 0.7

112 [5, 7] 6 9.92

I531S NYNJ-10 87 [78, 80] 79 20 [0.72, 0.88] 0.8 79.2 -1 1.3

112 [98, 100] 99 99.2

I531S TWNJ-10 87 [78, 80] 79 20 [0.72, 0.88] 0.8 79.2 -1 0.8

112 [98, 100] 99 99.2

I531S NYNJ-100 87 [6, 8] 7 2 [0, 0.16] 0.08 7.92 -1 0.9

112 [8, 10] 9 9.92

I531S TWNJ-100 87 [6, 8] 7 2 [0, 0.16] 0.08 7.92 -1 0.8

112 [8, 10] 9 9.92

queue without having cross-traffic packets(s) in between them. A suitable packet-size ratio,

α, can be used to make the compound probe immune to the heterogeneous link capacities

and to a level of interference by cross traffic of an end-to-end path [33]. These issues are

analyzed in this section.
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3.5.1 Sizing of Probing Packets and Link Heterogeneity

Consider that the capacities of the linksL1, L2, ..., Ln between node 0 (src) and noden

(dst) along ann-hop path arec1, ..., cn, as shown in Figure 3.4. To keep a zero-dispersion

gap betweenPh andPt at dst when the compound probe is sent fromsrc of the above

stated end-to-end path, the following equation applies:

(
sh

cn
−

sh

αln−1
) + (

sh

cn−1
−

sh

αcn−2
) + ... + (

sh

cz+1
−

sh

αcz
) = 0 (3.19)

wheresh
α
= st, andcz is the capacity of a link connected to a nodez, such thatcrz =

cz+1

cz
is

the largest link-capacity ratio along the path, located after the narrow link (in the direction

from src to dst) and thatcz also is the link closest todst (e.g., if two nodes following the

narrow link closest todst of the path have the largest link-capacity ratio, the node located

the closest todst is selected). Therefore, the indexz is such that1 ≤ z ≤ (n − 1). Here,

Equation 3.19 is valid as long as the narrow link is not the endlink of the path.

The largest size ofPt is calculated from Equation 3.19 as:

st = sh

∑n

j=z+1
1
cj

∑n−1
j=z

1
cj

(3.20)

When the end-link capacitycn is the path’s narrow link, the required condition to

achieve a zero-dispersion gap is:

sh

cn
−

sh

αcn−1

= 0 (3.21)
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and the largest size ofPt is calculated as:

st =
sh

cn
cn−1 (3.22)

The rationale behind Equations 3.19 and 3.21 is that a compound probe may

experience the largest dispersion at a network node over a path where the link-capacity

ratio is the largest and the packet-size ratio is smaller than the largest link-capacity ratio.

Therefore,st is determined with respect tosh by finding a suitable packet-size ratio so that

the dispersion gap reduces to zero upon arriving at noden.

3.5.2 Sizing of Probing Packet and Cross-Traffic Effect

Figure 3.13 shows an example of a compound probe forwarded from the input link to the

output link by nodei when two cross-traffic packets, denoted byDh andDt, intrude the

compound probe. The capacity of the input and output links are ci andci+1, respectively,

whereci < ci+1 in this example. Here,Ph andPt arrive at nodei with a zero-dispersion

gap. However, the compound probe experiences dispersion atthe output link, as shown by

the dispersion gap in the figure.

Dispersion gap 

Zero-dispersion gap 

Input link (Li)
Output link (Li+1)

node iPhPt PhPt

Cross-traffic flow

Dt Dh

Figure 3.13 Forwarding of a compound probe by nodei from its input link to its output
link.
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The intra-probe gap of the compound probe at the output link of nodei is defined as:

G(st)i+1 =
st

ci+1
+ δi+1, (3.23)

where the dispersion gap at the output link,δi+1, is:

δi+1 =











δi −∆tr(h, t)i if δi −∆tr(h, t)i > Qti

Qti else
(3.24)

In the above equation,δi is the dispersion gap at the input link of nodei, ∆tr(h, t)i is

the difference between the transmission time ofPh plus the queuing delay (Qhi) caused by

the cross-traffic packet(s) backlogged ahead ofPh at the output link and the transmission

time ofPt at the input link of nodei. Qti is the increment of the dispersion gap caused by

the cross-traffic packet(s) inserted betweenPh andPt at nodei. These terms are estimated

as:

∆tr(h, t)i =
sh

ci+1

+Qhi −
st

ci
(3.25)

Qhi =
∑

u

ζu(i)

ci+1
; u ≥ 0 (3.26)

Qti =
∑

v

ζv(i)

ci+1
; v ≥ 0 (3.27)

Here,ζu(i) andζv(i) denote the sizes of the cross-traffic packetsu andv ahead ofPh

andPt for Qhi andQti, respectively, at nodei.



56

When noden of Figure 3.4 measures the intra-probe gap of the compound probe

upon receiving it at the application layer, the measured intra-probe gap includes the IFG of

the end link and it follows Equation 3.23:

G(st)n =
st

cn
+ δn + IFG (3.28)

3.5.3 Numerical Evaluations of Packet-size Ratio

The upper bounds ofα (i.e., the largest possible values ofst againstsh) needed to keep

the dispersion gap at zero using either Equation 3.20 or 3.22over a four-hop end-to-end

path, considering different configurations for the link capacities, is shown in Table 3.1.

To verify the calculated values, the values ofα was evaluated using the dispersion-gap

model in Section 3.5.2, consideringQti andQhi equal to zero in Equations 3.24 and 3.25.

To evaluate with differentαs, the initial value ofst is set to 50 bytes and it is gradually

increased by 25 bytes until the length ofsh = 1500 bytes is reached. The last two columns

of Table 3.1 show the lower bounds of both the calculated and evaluated values ofα for

each configuration, where both the calculated and evaluatedvalues were obtained by using

a single compound-probe over each path configuration. As Table 3.1 shows, the evaluated

values are very close to the calculated ones; the calculatedvalues ofα over C1-10 to C4-100

are 1 (st = 1500 bytes), 10 (st = 150 bytes), 6.49 (st = 232 bytes), and 6.49 (st = 232 bytes),

respectively. The evaluated values ofα are 1 (st = 1500 bytes), 10 (st = 150 bytes), 6.67

(st = 225 bytes), and 6.67 (st = 225 bytes) over C1-10, C2-100, C3-100, and C4-100,

respectively. The small over estimation in the evaluated link ratios for C3-100 and C4-100

are produced by the 25-byte step increase ofst, as stated above.



57

Figures 3.14(a)-3.14(d) show detailed information about the estimated end-link

capacities over each path configuration using different values of α, after considering

IFG = 0 in Equation 3.28. The acceptable packet-size ratios are those representing the

actual end-link capacity, as indicated by the arrows in the figures (where the zero-dispersion

gap can be kept).

The impact of cross traffic in the measurement of end-link capacity was evaluated

considering a symmetric cross-traffic load over the second and third links of each path

configurations to emulated the testbed scenario of Figure 3.7. In this evaluation, the same

values ofα, as used in the above evaluation, were used along with three different values

for u and v, i.e., 1, 5, and 10 packets, each packet is 64 bytes, in Equations 3.26 and

3.27. Figures 3.15(a)-3.15(d) show the estimated end-linkcapacities over C1-10 to C4-

100, respectively. The estimated end-link capacities showthat the cross-traffic interference

increases the upper bounds ofα for accurate link-capacity measurement except over C1-10,

where the end link is the narrow link of the path. For example,whenPh andPt of the

compound probe is interfered by a single cross-traffic packet (i.e., whenu = 1 andv = 1),

the upper bound ofα increases from 10 to 20 (i.e.,st decreases to 75 bytes) over C2-100,

and from 6.67 to 8.57 (i.e.,st decreases to 175 bytes) over both C3-100 and C4-100, as

shown in Figures 3.15(b)-3.15(d), respectively. These graphs show that if the narrow link

is other than the end link, cross traffic produces dispersion. Another observation is that a

largeα simplifies the selection of the sizes ofPh andPt. In this case, the largest value ofα

achievable on Ethernet is sufficient to achieve a zero-dispersion gap in the considered path

configurations.
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Figure 3.14 Evaluated packet-size ratios to measure end-link capacity(c4) on four different path configurations: (a) C1-10, (b) C2-100,
(c) C3-100, and (d) C4-100 without cross traffic.
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Figure 3.15 Evaluated packet-size ratios to measure end-link capacity(c4) on four different path configurations: (a) C1-10, (b) C2-100,
(c) C3-100, and (d) C4-100 with cross traffic.
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3.6 Related Work on Measurement of Link Capacity

A plethora of active schemes to measure link capacity has been proposed [55, 29, 30, 56,

31, 57, 58, 59, 60, 61, 44, 48, 32]. In the measurement of PPT, the aim was at measuring

the capacity of the end link, therefore, the following discussion limits the discussion to the

schemes that may be applicable to this case.

The link-capacity measurement schemes can be coarsely classified based on

performing hop-by-hop [58, 60, 59, 44, 32] and specific-link[48] measurement for this

particular case. Pathchar, an early hop-by-hop scheme to measure link capacity, is based

on measuring the round-trip time, RTT (the traveling times of a packet sent from a source to

the destination node plus the traveling time on the oppositedirection) [58]. In this scheme,

the network node (i.e., router) directly connected to the source node is used as the first

destination, and the capacity of the first link is obtained. The same procedure is applied

to the nodes farther away from the source until the remote endhost is reached. However,

the single packet approach and the measurement of RTTs have been reported to produce

large errors [12]. There are other schemes that follow similar approach to Pathchar, with,

however, different statistical analysis, aimed at reducing probing load [60, 59].

A subsequent hop-by-hop scheme, called Nettimer, uses an approach based on the

accumulated delay of an end-to-end path [44]. Nettimer usesa tailgating technique, where

two probing packets are sent back-to-back, with a small packet tailgating a large packet, to

identify the contribution to the accumulated delay from each single link in the path. The

large packet is dropped right before reaching the link of interest and the small packet is

left to continue towards the end node. The scheme is based on measuring the delays of the

small packet. However, the measurement of the path delay using the tailgating technique is

affected by large errors in the estimation of link capacity due to cross traffic [44].
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Another hop-by-hop scheme, which is resilient to cross traffic and that produces a

small probing load, was recently proposed [32]. The scheme is also based on the tailgating

technique but each probing packet consists of two small ICMPpackets behind a large data

packet, and all sent back-to-back. The time stamps of the ICMP packets, provided by

the destination node, are used to measure the gap in each probing packet and the measure

gaps are used to estimate the link capacity. Even though the measurement accuracy of

the scheme is high, the low resolution of ICMP time stamps (i.e., 1 ms [62]) bounds its

applicability to slow link rates.

Different from hop-by-hop measurement, a scheme that measures the link capacity

of a target link in a path was proposed [48]. This scheme sendsa train of probing packets

in pairs, where each pair consists of a large packet tailgated by a small packet, similar to

a single pair in Nettimer. All packets in the probing train are dropped before reaching the

link of interest while the small packets of the first and last packet pairs reach the end node.

This scheme measures the gap between the two small packets atthe end node of a one-way

transmission. The reported accuracy is higher than that of Nettimer when the measurement

path is lightly congested with cross traffic.

3.7 Discussions

3.7.1 Clock Resolution

The main limitation of the workstations for the PPT measurement is the low resolution of

the clock as provided by the operating systems. Higher accuracy in the measurement of

PPT can be achieved by using a nanosecond-resolution clock,but the implementation of

this resolution into the operating systems may degrade the performance of the currently

available workstations [12]. Although the two workstations with 100-Mb/s links were
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tested successfully in the reported experiments, a higher (host) clock resolution than the

one used in the experiments is needed to measure PPTs for thislink capacity and higher

rates. In the experiments with end-link capacities of10 Mb/s, the microsecond-resolution

clock is sufficient for measuringPts as the transmissions times are 10 times larger than the

clock resolution.

3.7.2 Internet Link-Capacity Ratios

The Internet experiments were performed without the knowledge of capacities of the

intermediate links; therefore, two large packet-size ratios were used rather than exploring

the largest link-capacity ratio of the Internet paths. The used packet-size ratios (i.e.,

α1 = 17.37 andα2 = 13.5) for the compound probes and the consistent measurements

show that the Internet may not have link-capacity ratio(s) larger than the used packet-size

ratios. Moreover, the Internet backbone is reported to havelink capacities between 1-

and 10-Gb/s speeds [28], [63]. It is, therefore, very unlikely to have large link-capacity

ratio(s) in an Internet path that could produce dispersion in the intra-probe gap. Even with

very large link-capacity ratio(s) along a path (or when approaching to the network core on

aggregation links), it is possible to keep a zero-dispersion gap as end links are expected to

have small capacities.

3.8 Conclusions

A scheme to measure the PPT of an end host that is connected over a multiple-hop path

was proposed. To do this, two sets of compound probes, each set with a different trailing

packet size and a zero-dispersion gap, is sent from a source host to the remote end host.

The intra-probe gaps of the probing packets were used to estimate the end-link capacity.
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PPT at the remote end host was estimated from the observed deviation of expected end-link

capacity measurement.

In the proposed scheme, the zero-dispersion gaps, providedat the generation of the

compound probes from the source host, were also used to detect the probes affected by

cross traffic along the traveling path. This feature permitsthe filtering of these affected

gaps and provides immunity against cross traffic. To use thisproperty, a model to calculate

the dispersion gap under cross traffic and a filtering scheme to remove intra-probe gaps

affected by cross traffic were introduced.

The proposed scheme is implemented as a Linux application toperform experimental

tests on a controlled testbed and in the Internet. The Internet experiments included two

paths, one between New York and New Jersey, and the other between Taiwan and the U.S.

(New Jersey). Same workstations in both experimental setups using 10- and 100-Mb/s

end links were used and obtained consistent PPTs under different network conditions.

The experimental results suggest that the accuracy of PPT measurement also depends

on the clock resolution of the host capturing packets, and provisioning general-purpose

workstations with a high clock resolution remains an open problem.

The experimental results show that the proposed scheme achieves high accuracy

on 10-Mb/s end links. The accuracy on 100-Mb/s end links decreases as higher clock

resolution is desirable but the PPTs were measurable. Higher clock resolutions may be

needed to apply this method on higher link rates (e.g., 1000 Mb/s) or when there is an

interrupt coalescence in the end host under measurement. Further evaluation of the scheme

using high clock resolution and with interrupt coalescenceis left for future research.

The proposed scheme also proved to be practical for use over the Internet, as the

link-capacity ratios of the Internet appear to be no larger than the packet-size ratio that
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an Ethernet MTU can provide. The consistent accuracy of the proposed scheme on both

testbed and Internet paths proves the applicability of the proposed measurement scheme.



CHAPTER 4

RELATIVE CLOCK SKEW

4.1 Introduction

Clock resolution (i.e., the inverse of the oscillating frequency) is the smallest instance of

time that can be measured by a time-keeping device while recording the duration of an

event. The accuracy of a clock depends on the variability of the clock resolution in a period

of time, named clock skew. Clock skew can add errors in time measurement of an event

between two network nodes if their clocks are not synchronized during the measurement

period. For example, measurement of one way delay (OWD) [8, 38] can be affected by

the relative clock skew between a pair of network nodes in thenetwork [64]. Figure 4.1

shows an illustration of OWD measurement in reference to theclocks running on the source

(src) and destination (dst) nodes of an end-to-end path. Here,P is the probing packet sent

from src to dst for OWD measurement.Csrc andCdst denote the clocks ofsrc anddst,

respectively. In the example shown in the same figure,Cdst runs twice as fast asCsrc.

According to the references ofCsrc andCdst, dst receivesP at 80µs aftersrc transmits it.

Therefore, the measured OWD is 80µs (OWD = receiving time atdst - transmission time

at src). However, the expected OWD is 40µs, according toCsrc. Due to the relative clock

skew between the source and destination nodes,Csrc advances two ticks (each tick atCsrc,

which is the clock resolution, is equivalent to 20µs) whileCdst advances four during the

same period of time. Therefore, it is important to measure clock skew between the clocks

of two network nodes.

65



66

Csrc

Cdst

0 20 40

0 40 8020 60

src transmits P at 0  s

(i.e., Tx = 0  s)

dst receives P at 80  s

(i.e., Rx = 80  s)

Measured OWD = Rx – Tx = 80  s

Figure 4.1 Effect of relative clock skew in OWD measurement betweensrc anddst nodes,
where the expected OWD is 40µs.

In this chapter, a scheme for relative clock-skew measurement based on the intra-

probe gap measurement of compound probes, as discussed in Chapter 3, at the end hosts

(i.e., source and destination nodes) of an end-to-end path is proposed. The approach does

not require complex statistical processing of the measureddata unlike existing schemes

[37, 64, 65, 66] because a) the compound probe is robust against cross traffic of the

measurement path and b) it can detect the intra-probe gaps affected by the cross traffic

so that the interference is statistically eliminated.

The remainder of the chapter is organized as follows: Section 4.4 discusses the

existing clock-skew measurement schemes. Section 4.2 proposes a relative clock-skew

measurement scheme and introduces a statistical method to filter the affected intra-probe

gaps. Section 4.3 shows the performance evaluation of the proposed scheme in simulation

environment. Section 4.5 concludes the discussion.
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4.2 Proposed Scheme for Clock-skew Measurement

A scheme to measure relative clock skew between the end hostsof a path is proposed

using intra-probe gap measurement of the compound probe at the hosts of a path. The

proposed scheme is simple and measures clock skew accurately. The basic principle of the

proposed scheme is that if the estimation of end link capacity, based on the intra-probe gap

measurement of the compound probes, over a path is affected by a non-zero clock skew

of the remote end host, as illustrated in Figure 4.2, the clock skew of the end host can be

estimated by comparing the measured and actual capacity of the end link.
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mn = Expected slope of end-link capacity E[G(s)] = Expected intra-probe gap 

mn = Effected slope of end-link capacity G(s) = Measured intra-probe gap

’

Figure 4.2 Effect of positive clock skew atnoden in the estimation of the end-link capacity
Ln using a pair of compound probes consisting of two differentPt sizes.

Figure 4.3 shows the steps to measure relative clock skew betweensrc anddst of an-

hop end-to-end path based on end-link capacity measurements, as shown in Figure 4.4.src
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1:  Set sh = Path MTU between src and dst

2 : Set st = sb, where sb   st (max) over the forward path (src to dst)

3 : Send compound probes with sh and st from src to dst

4 : Get the smallest intra-probe gap Gmin(sb)

5 : Set st = sa, where sa < sb

6 : Send compound probes with sh and st from src to dst

7 : Get the smallest intra-probe gap Gmin(sa)

8 : Estimate the capacity of the remote end link Ln,

9:   Determine the expected intra-probe gap for sb on Ln, E[G(sb)] =

10 : Estimate the clock skew of dst,  dst =

11 : Repeat Steps 2 to 7 over the reverse path (dst to src), where st = sy and sx, respectively,

       to send compound probes from dst to src for determining Gmin(sy) and Gmin(sx)

12 : Estimate the capacity of the remote end link L1, 

13 : Determine the expected intra-probe gap for sy on L1, E[G(sy)] =

14 : Estimate the clock skew of src,  src =

15 : Calculate the relative clock skew of dst with respect to src,  =  dst !  src

Clock-skew measurement algorithm

sb

Ln

E[G(sb)]

(mn.sb) – E[G(sb)]’

=

sy

L1

E[G(sy)]

(m1.sy) – E[G(sy)]’

1

Ln

’ =
(sb – sa)

mn

Gmin(sb) – Gmin(sa)

or
’

m1

Gmin(sy) – Gmin(sx)
’

(sy – sx)

1

L1’
or

Figure 4.3 Proposed scheme for clock-skew measurement over an end-to-end path.

anddst send compound probes without any dispersion gap over the forward (src todst) and

reverse (dst to src) paths to measure the intra-probe gaps atdst andsrc, respectively. The
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sizes ofsh andst in the compound probes are determined by the Maximum Transmission

Unit (MTU) between the end hosts and thest(max) value over each path direction, e.g.,sb

andsa for the forward path, andsy andsx for the reverse path, respectively. The sizes of

st(max) over forward and reverse path are determined based on the link capacities of the

paths, as discussed in Chapter 3. Upon receiving the compound probes at each end host,

the scheme determines the smallest intra-probe gapsGmin(sb) andGmin(sa) at dst, and

Gmin(sy) andGmin(sx) at src along with the slope values (i.e., the reciprocal of the link

capacities) of the remote end linksLn andL1, respectively. The expected intra-probe gaps

of sb andsy on the remote end links are calculated using the actual link capacities ofLn

andL1, respectively. Clock skews ofdst, βdst, and ofsrc, βsrc, are estimated by comparing

the measured and the expected intra-probe gaps ofsb andsy on the respective end links.

The relative clock skew,β, betweensrc anddst is calculated from the difference between

the estimatedβsrc andβdst values.

1 2 n-2 n-1
L2 Ln-1

n
Ln

0
L1

End link

connected to dst 

src dst
End link

connected to src

Forward-path probing for measuring the link capacity  of Ln

Reverse-path probing for measuring the link capacity of L1

Figure 4.4 Bi-directional probing over ann-hop end-to-end path for measuring relative
clock-skew betweensrc anddst.
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4.2.1 Filtering of Erroneous Intra-probe Gaps

In the proposed scheme, the smallest intra-probe gap atsrc and dst is determined by

using a simple statistical analysis of the measured data sets. The intra-probe gap of a

compound probe can have both decompression (caused by crosstraffic over a path, if any)

and compression (caused by the limited clock resolution in the operating system at the

destination node), the following statistical analysis is performed to accurately determine

the smallest gaps in the set (X) of intra-probe gaps by filtering out the affected gaps:

1. Calculate the mean̄x(j) and the standard deviationσ(j) of X, wherej is the iteration

number such thatj ≥ 1.

2. If one of the following conditions is satisfied, stop. Else, go to Step 3.

a. σ(j) = 0, for j ≥ 1.

b. σ(j) => σ(j − 1), for j ≥ 2.

3. Discard all data elements inX greater than̄x(j) and go back to Step 1.

The mean valuēx(1) or x̄(j−1) is the smallest intra-probe gap inX if the algorithm

terminates after one orj iterations, whenj > 1, respectively.

4.3 Evaluation

The accuracy of the proposed scheme was evaluated in simulation environment using ns-2

[67]. The reasons for evaluating the scheme in simulation environment are: First, it is

difficult to determine the ground-truth value of an end host’s clock skew in real experiment

[18]. Second, the smallest clock resolution of the available operating systems (e.g., 1µs in

Linux environment) running on end hosts is not sufficiently small [65], [4].
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Figure 4.5 shows the simulation topology, an end-to-end path between end hostssrc

anddst, which was used to evaluate the proposed scheme. Relative clock skew between

src anddst was measured under 75 and 80% bidirectional cross-traffic loads on the second

(L2 = 10 Mb/s) and third (L3 = 155 Mb/s) links, respectively, of the end-to-end path

using three different link capacities, e.g., 10, 100, and 1000 Mb/s, for the end linksL1 and

L4. Constant-Bit-Rate (CBR) traffic model with 100-byte packets (a dominant packet size

in the Internet [19], [20]) was used as the cross-traffic packet size to create a demanding

scenario for testing the effect of high traffic load on the proposed scheme. In the compound

probes,sh = 1500 bytes, andst = 75 and 100 bytes (on both forward and reverse paths)

to adopt two large packet-size ratios, i.e.,1500 bytes

75 bytes
= 20 and 1500 bytes

100 bytes
= 15, respectively,

to ensure a zero-dispersion gap in each path direction. 50 compound probes for bothst

sizes at each path direction were used to measure clock skewsatsrc anddst to evaluate the

robustness of the proposed scheme against the network congestion of the end-to-end path.

∆PPT = 1 µs for every compound probe was considered both atsrc anddst.

41 20 3

src dst: Forward path      dst src: Reverse path                     : Bidirectional cross-traffic flow

L1= 100 Mb/s L2= 100 Mb/s L4= 10x Mb/s, 

where x = {1,2,3}

L3= 155 Mb/s

src dst

Figure 4.5 4-hop topology with bidirectional cross-traffic flows on theintermediate links.

The summary of the simulation results of the proposed schemeis presented in Table

4.1. According to the first column,Clock skew, of the table, the proposed scheme has been

tested with four different combinations of clock skews atsrc anddst (i.e., βsrc andβdst,
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respectively) considering three different relative clockskew values, 50, 250, and 500 parts

per million (ppm), between them. Thedst skew andsrc skew columns show the measured

clock skews ofdst and src, respectively, and the last column,Relative clock skew,

contains the relative clock skew calculated from the clock skews measured at the end hosts.

According to the table, the clock skew values ofsrc anddst measured by the proposed

scheme are the same as those of the expected clock skews in theend hosts (see the first

column); therefore, the measurement results validate boththe accuracy and the robustness

of the proposed scheme regardless of the heavy network congestion over the end-to-end

path.

4.4 Related Work

The Network Time Protocol (NTP) [68, 37] is a widely used protocol for time

synchronization between network nodes. It runs on a large distributed network of time

servers consisting of different levels of clock accuracies. The time servers are connected in

a hierarchical manner where the most accurate servers are located at the top tier of the NTP

network. An end host connected to the NTP network synchronizes its clock to that of an

upper-tier time server. NTP uses complex data-filtering andthe so-called peer-selection and

combining algorithms to synchronize the clocks throughoutthe network. NTP, however,

cannot guarantee the accurate synchronization of clocks over the network [64], and the

achieved synchronization resolution is rather coarse [37,38].

A clock-skew measurement scheme based on OWD measurements of both forward

(source to destination) and reverse (destination to source) paths over an end-to-end link was

introduced [64]. The scheme shows that the OWD of a path increases or decreases over

time in the presence of clock skew between a pair of end hosts,as shown in Figure 4.1. The
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Table 4.1 Simulation Results of Clock-Skew Measurement
Packet Forward path (src to dst) measurement Reverse path (dst to src) measurement Relative

Clock processing Smallest gap Expected dst Smallest gap Expected src clock

skew End link time st Gmin(st) Slope gap skew st Gmin(st) Slope gap skew skew

(ppm) (Mb/s) (µs) (bytes) (µs) (µs) (ppm) (bytes) (µs) (µs) (ppm) (ppm)

βsrc, βdst L1 L4 ∆PPT sa sb st = sa st = sb m′

n E[G(sb)] βdst sx sy st = sx st = sy m′

1 E[G(sy)] βsrc β

0, 50 100 10 1 75 100 61.003 81.004 0.80004 80 50 75 100 7 9 0.8 8 0 50

0, 50 100 100 1 75 100 7.0003 9.0004 0.080004 8 50 75 100 7 9 0.08 8 0 50

0, 50 100 1000 1 75 100 1.60003 1.80004 0.0080004 0.8 50 75 100 0.7 0.9 0.08 8 0 50

25, 75 100 10 1 75 100 61.0045 81.006 0.80006 80 75 75 100 7.00015 9.0002 0.080002 8 25 50

25, 75 100 100 1 75 100 7.00045 9.0006 0.080006 8 75 75 100 7.00015 9.0002 0.080002 8 25 50

25, 75 100 1000 1 75 100 1.600045 1.80006 0.0080006 0.8 75 75 100 7.00015 9.0002 0.080002 8 25 50

0, 500 100 10 1 75 100 61.03 81.04 0.8004 80 500 75 100 7 9 0.08 8 0 500

0, 500 100 100 1 75 100 7.003 9.004 0.08004 8 500 75 100 7 9 0.08 8 0 500

0, 500 100 1000 1 75 100 1.6003 1.8004 0.008004 0.8 500 75 100 7 9 0.08 8 0 500

250, 500 100 10 1 75 100 61.03 81.04 0.8004 80 500 75 100 7.0015 9.002 0.08002 8 250 250

250, 500 100 100 1 75 100 7.003 9.004 0.08004 8 500 75 100 7.0015 9.002 0.08002 8 250 250

250, 500 100 1000 1 75 100 1.6003 1.8004 0.008004 0.8 500 75 100 7.0015 9.002 0.08002 8 250 250
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scheme estimates the relative clock skew between two end hosts of a path by determining

the linear trends (i.e., the rate of increment or decrement)of the measured OWDs over

the forward and reverse paths. Because the OWD measurement is affected by the cross

traffic of a path, the detection of a linear trend in OWDs is difficult as it requires large data

samples to eliminate measurement errors and to observe the time offset between the clocks

of the remote hosts. The scheme performs rigorous statistical processing of the OWD data

samples acquired over the measurement paths using complex data analysis.

Clock-skew measurement schemes based on unidirectional (i.e., forward path) OWD

measurement were also proposed [65], [66]. In these schemes, errors in the OWD

measurement are eliminated by using linear programming andconvex hull techniques,

respectively. These schemes also determine the relative clock skew between the

workstations by detecting a linear trend of the measured OWDs. Therefore, these schemes

also require large data samples for an accurate estimation.Although efforts have been made

to reduce the size of the data sample, which is a major concernin active probing based

measurement techniques [69], and to improve the accuracy ofmeasurement [4, 18, 70],

clock-skew estimation based on OWD measurements is still considered vulnerable to cross

traffic over an end-to-end path [4, 65].

4.5 Conclusions

A scheme to measure the relative clock skew was proposed. Thescheme sends compound

probes over an end-to-end path in forward- and reverse-pathdirections and relies on

receiving the compound probes at the end hosts with a zero-dispersion gap to measure

the transmission speeds of the end links through intra-probe gap measurement. The

comparison of the measured and expected transmission speeds is used to estimate the
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clock skew of each host and the relative clock skew between them. The scheme is

designed to measure the relative clock skew accurately because the compound probe and

the data-filtering algorithm are designed to detect the intra-probe gaps affected by cross

traffic on a path. The performance of the scheme was evaluatedthrough simulation and the

obtained value shows that it can estimate the relative clockskew accurately even under a

heavy (e.g., 80%) cross-traffic load.



CHAPTER 5

WIRELESS THROUGHPUT IN HYBRID WIRED-WIRELESS NETWORK

5.1 Introduction

The shared-access mechanism of IEEE 802.11 networks along with collisions and channel

fading make the measurement of the throughput of a wireless access link complex [71],

[72]. Throughput is defined as the rate at which data bits can be successfully transmitted

over a period of time for a given packet. If a packet of the maximum size (as defined by

the MTU of an end-to-end path) is transmitted, the throughput is equivalent to the available

bandwidth. A successful transmission of a packet pair, or a compound probe (see Chapter

3), over a wireless access link depends on the link capacity,unavailability of a wireless

channel due to cross-traffic load, the number of retransmission attempts required to access

a channel in case of collision, the time for receiving acknowledgment (ACK), and the

delays contributed by the distributed coordination function interframe space (DIFS) and

short interframe space (SIFS) [5]. Figure 5.1 shows some of these vulnerable intervals.

For astp-bytePt as Figure5.1 shows, the throughput (T ) of the wireless access link is:

T = stp

(t2−t1)
, wheret1 andt2 are the arrival times of the last bits ofPh andPt, respectively,

of a compound probe at the wireless destination host andt2 − t1 is the intra-probe gap.

The intra-probe gap might be affected by the bottleneck-link (i.e., the link with the smallest

available bandwidth) location, cross traffic, and heterogeneous link capacities of the wired

segment of a hybrid wired-wireless path, which is shown in Figure 5.2 [71, 73, 32]. A

scheme to measure the download throughput of a wireless access link that is resilient to the

above mentioned phenomena is needed.
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Pt  = stp bytesBusy period
DIFSDIFS

time

Access deferral Retransmission 

interval

Contention

window

Intra-probe gap (Gavg(stp))

DIFS DCF interframe space

SIFS  Short interframe space

t2

SIFS
ACKPh

t1

Transmission 

time Dispersion gap

Figure 5.1 Intra-probe gap between the heading packet (Ph) and the trailing packet (Pt)
of a compound probe over an IEEE 802.11 wireless access link.
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Figure 5.2 A hybrid wired-wireless path where a source host (Server 1) is connected to a
wireless destination host (Laptop) through multiple wiredlinks and a wireless access link.

In this chapter, a scheme to measure the download throughputof a wireless access

link in a hybrid wired-wireless network is proposed. The scheme uses two compound

probes with two differentPt sizes,st = {sta, stb}, to determine the smallest and average

intra-probe gaps. The capacity of the wireless access link is then used to calculate the

deviations on the expected intra-probe gaps. The deviationindicates the throughput of the
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wireless access link. The scheme does not require the wireless link to be the bottleneck link

of a path under measurement. Furthermore, the scheme is resilient against the presence of

cross traffic on the wired links of the path.

The remainder of the chapter is organized as follows: Section 5.2 presents the

proposed scheme to measure throughput of wireless access link. It also presents an

analytical model for sizing the compound probes over a hybrid wired-wireless path and

introduces a data-filtering algorithm to eliminate the cross-traffic affected intra-probe gaps

in the compound probes for accurate throughput measurement. Section 5.3 presents the

experimental results of the proposed scheme. Section 5.4 discusses existing schemes.

Section 5.5 concludes the discussion.

5.2 Proposed Scheme for Throughput Measurement

In this section, the scheme to measure the throughput of wireless access link is proposed.

An analysis of the conditions required for sizing of probingpackets of the compound probe

over a hybrid wired-wireless path for wireless throughput measurement also is presented.

A filtering scheme is introduced to detect and remove the intra-probe gaps affected by cross

traffic during measurement.

5.2.1 Measurement Scheme

Figure 5.3 shows the steps of the proposed measurement scheme. Two sets of compound

probes are sent from the source host (src) to the wireless destination host (dst) of an end-

to-end path using a largePh size,sh = Path MTU. Upon receiving the compound probes at

dst, the scheme determines the smallest intra-probe gapGmin(stb) of the compound probes

with st = stb bytes, and the smallest and average intra-probe gapsGmin(sta) andGavg(sta),
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respectively, withst = sta bytes, wheresta < stb. The reciprocal of the wireless-link

capacity 1
cn

is then determined from the smallest intra-probe gaps of thecompound probes.

The throughput is calculated as:

T =
stp

Gavg(stp)
=

stp

Gavg(sta)−
sta
cn

+ stp

cn

(5.1)

wherestp denotes the packet size for which the throughput is calculated. As stated

in Equation 5.1, the throughput is the ratio betweenstp and the intra-probe gapGavg(stp).

The gap includes the normalized dispersion gap betweenPh andPt, defined as the gap

between the last bit ofPh and the first bit ofPt, as shown in Figure 5.1.Gavg(sta) −
sta
cn

is the dispersion gap andstp
cn

is the transmission time of astp-byte packet on the wireless

link. Figure 5.4 presents an illustration of a normalized dispersion gap on the wireless

access link considering∆PPT ofdst in the intra-probe gap and the additional time,∆,

required to receive an ACK after the successful transmission of Ph on the wireless link,

where [E(Gst)] refers to the case when there is no cross traffic on the link. Further details

on Equation 5.1 can be found in [74].

Because the smallest and average intra-probe gaps of a compound probe might be

different on a wireless link, the scheme sends multiple compound probes of eachst size in

a train for probing the wireless access link.

5.2.2 Filtering of Erroneous Intra-probe Gaps

In the proposed scheme, the smallest intra-probe gap of a compound probe is inversely

proportional to the transmission rate of the wireless link when there is no contention for

link access and, therefore, no dispersion in compound probes caused by cross traffic. In
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1:   Set sh = Path MTU between src and dst

2:   Set st = stb, where stb is determined by Equation 5.3 or 5.4

3:   Send compound probes with sh and st from src to dst

4:   Get the smallest intra-probe gap Gmin(stb)

5:   Set st = sta, where sta < stb

6:   Send compound probes with sh and st from src to dst

7:   Get the smallest intra-probe gap Gmin(sta)

8:   Get the average intra-probe gap Gavg(sta)

9:   Calculate the capacity cn,

10: Calculate the throughput T using Equation 5.1

=
Gmin(stb) - Gmin(sta)1

cn (stb – sta)

Throughput measurement algorithm

Figure 5.3 Proposed scheme to measure the download throughput of a wireless access
link in hybrid wired-wireless network.

wireless throughput measurement over an hybrid wired-wireless path, a compound probe

can be affected by both decompression (caused by wireless channel contention by multiple

wireless nodes, if any) and compression, as discussed in Chapter 4. To determine the

smallest gap in the set (X) of measured intra-probe gaps, the same iterative method for

filtering the affected gaps introduced for relative clock-skew measurement (see Section

4.2.1) is used.

On the other hand, the average intra-probe gap ofX, which is proportional to the

throughput of the wireless access link, is identified by determining the average of the most

frequent intra-probe gap in the sample set where the data elements are distributed with a bin

size of 9µs. Here, the adopted 9-µs bin size is the smallest unit of retransmission interval

following a collision on a wireless link as defined in the IEEE802.11 standard [5], [75].
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Figure 5.4 Normalized dispersion gap of a compound probe over wirelessaccess link
considering∆PPT ofdst and the additional time,∆, required to receive an ACK in the
intra-probe gap measurement.

5.2.3 Sizing Probing Packets to Ensure Zero-dispersion Gap

In a hybrid wired-wireless network with an IEEE 802.11 access link, a compound probe

must arrive in the access point (AP) with a zero-dispersion gap so that any dispersion

betweenPh andPt is the product of the access at the wireless link. If a compound probe

experiences dispersion due to cross traffic and heterogeneous link capacities of the wired

links [32], the intra-probe gap might not represent the throughput of the wireless link and

this adds errors in the measurement.

Consider that the link capacities of the end-to-end path between the source host (src)

and the wireless destination host (dst), as shown in Figure 5.5, consisting of multiple wired

links, L1, L2, ...,Ln−1, and a wireless access link,Ln, arec1, c2, ..., cn. To measure the
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throughput of the wireless link of the end-to-end path, the required condition to obtain a

zero-dispersion gap in a compound probe, with a heading-packet sizesh, at noden − 1

(AP) is:

(
sh

cn

+∆−
sh

αcn−1

) + (
sh

cn−1

−
sh

αcn−2

) + ... + (
sh

cz+1

−
sh

αcz

) = 0 (5.2)

Equation 5.2 is motivated from the similar condition required at the destination host for

measuring PPT over a wired end-to-end path, as derived by Equation 3.19.

1 2 n-2 n-1
L2 L

n-1

n
L

n

0
L1

Wireless link

src dstAP

Figure 5.5 A multiple-hop path with wired (solid line) and wireless (dashed line) links.

From Equation 5.2, the maximum size ofPt, i.e.,st(max), over the wireless link is

determined by:

st(max) = sh

∑n

j=z+1
1
cj
+∆

∑n−1
j=z

1
cj

(5.3)

If the wireless access link is the narrow link of the path,st(max) is calculated by:

st(max) =

(

sh

cn
+∆

)

cn−1 (5.4)
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5.3 Experimental Results

Experimental evaluation of the proposed scheme has been performed in a testbed

environment over two end-to-end path scenarios: a) single hop and b) multiple hops, as

shown in Figure 5.6. The wireless links in these two scenarios were tested for IEEE

802.11b (11 Mb/s) and IEEE 802.11g (54 Mb/s) transmission rates. The single-hop path

consists of a wired link and a wireless link without cross-traffic load along the path. The

multiple-hop path has multiple wired links and a wireless access link with 50 and 75%

cross-traffic loads on the second (L2 = 155 Mb/s) and third (L3 = 10 Mb/s) wired links,

respectively. The above mentioned cross-traffic flows, eachconsisting of 128-byte User

Datagram Protocol (UDP) packets, onL2 andL3 are generated by a Spirent Smartbits

6000C traffic generator. On the testbed, the wireless link constitutes the bottleneck link

only in the single-hop scenario; in case of the multiple-hopscenario, the bottleneck link is

located at the third wired link (L3 = 10 Mb/s) of the path. A Belkin Wireless Cable/DSL

Gateway Router (Model F5D7230-4) [76] was used as the AP in the testbed. The proposed

scheme was implemented as a Linux application for the end hosts, src anddst, shown in

Figure 5.6.

0 1 2 3 4 5
L1 = 100 Mb/s L2 = 155 Mb/s L3 = 10 Mb/s L4 = 100 Mb/s L5 = 802.11b/g

0 1 2
L1 = 100 Mb/s L2 = 802.11b/g

(a) Single-hop path

(b) Multiple-hop  path

Wireless link

Wired link

Wireless access pointAP
Probing directionsrc dst

src

src dst

dstAP

AP

Cross-traffic flow

Figure 5.6 Hybrid wired-wireless testbed paths: a) single hop and b) multiple hops.
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The measurement accuracy of the proposed scheme has been compared to WBest

[73] and Iperf [77]. WBest is the only wireless scheme that provides source code in the

public domain and Iperf is a widely used measurement tool [73]. Two sets of measurements

for each scheme were performed using an IBM ThinkPad X40 (X40) and a Toshiba Satellite

A105 (A105) laptops asdst nodes. Specifications of the laptops atdst, are shown in Table

5.1.

Table 5.1 Laptop Specifications atdst

IBM ThinkPad X40 Toshiba Satellite A105

Name X40 A105

Processor (speed) Intel Pentium M (1 GHz) Intel Pentium M (1.73 GHz)

RAM 512 MB 1024 MB

Linux Distribution Fedora Core Ubuntu

Linux kernel 2.6.18 2.6.35

NIC adapter Intel Pro/Wireless 2200BG Intel WM3B2200BG

The summary of the testbed experiments are presented in Table 5.2. In this table, the

values refer to the average of 10 measurements performed by the proposed scheme, WBest,

and Iperf. For throughput measurement, the proposed schemeadopted two different set

values forsta andstb, including 8 bytes of UDP header, 20 bytes of IP header, and 14bytes

of MAC header, to be used asst in the compound probes. Consideringsh = 1500 bytes

and an IEEE 802.11g link in the path configurations of Figure 5.6, sta = 1392 bytes and

stb = 1492 bytes, respectively, were selected for the single-hop scenario, determined by

Equation 5.4, andsta = 288 bytes andstb = 388 bytes, respectively, were selected for

the multiple-hop scenario, determined by Equation 5.31. Each probing train consisted of

1In sta andsta calculations,∆ = 0 is considered in Equations 5.3 and 5.4.
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100 compound probes, which was found to be a suitable number through experimentation,

inter-spaced with a constant interval of 100 ms. The same number of probing packets was

used for WBest measurements. Because the probing-train size is not a tunable parameter

in Iperf, each measurement iteration was run for 5 seconds. In WBest and Iperf, 1492-byte

packets, including 42 bytes of protocol overhead, were usedin the probing train.

In Table 5.2, theTheoreticalcolumn shows the theoretical throughputs of the IEEE

802.11b and 802.11g links for a traffic flow with 1450 bytes of UDP payload when there is

no contention on the links. The theoretical throughputs have been determined by following

the IEEE 802.11 standard [78]. These values are considered as ground truths in the

testbed experiments. The throughput values measured by WBest and Iperf, using 1492-byte

probing packets (IP payload size of the probing packets is also 1450 bytes) are shown in

WBestandIperf columns, respectively.Proposedcolumn shows the throughput values of

IEEE 802.11 links for a packet sizestp, with a 1450-byte IP payload2, which is obtained

from the measured intra-probe gap values in theIntra-probe gapscolumn, wireless-link

capacity values in theSlopecolumn, and Equation 5.1.Intra-probe gapscolumn contains

both the mean and the standard deviation of the measured intra-probe gaps, respectively.

Figures 5.7 and 5.8 show samples of intra-probe gaps on the IEEE 802.11b and 802.11g

links measured by the X40 and A105 laptops, respectively. The last three columns of

Table 5.2 show the errors of WBest, Iperf, and the proposed scheme, respectively, in

reference to the values of theTheoretical column. The error is, therefore, defined as

| (Theoretical throughput − Measured throughput)
Theoretical throughput

| × 100%, whereMeasured throughput is the

throughput of the wireless link measured by WBest, Iperf, and the proposed scheme.

2Because throughput is calculated using IP payload, the header fields at the network and lower
layers are not considered in Equation 5.1.
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Table 5.2 Wireless Throughput Values of Testbed Experiments

dst Path Wireless Intra-probe gaps (µs) Slope Throughput (Mb/s) Error (%)

link Proposed Proposed

(hops) (802.11x) Gmin(sta), std Gmin(stb), std Gavg(sta), std 1
cn

Theoretical WBest Iperf scheme WBest Iperf scheme

X40 Single b 1427, 1.2 1516, 3.9 1430, 0.3 0.81 8.50 5.98 5.96 7.67 29.65 29.88 9.76

X40 Multiple b 551, 6.7 628, 5.7 556, 0.3 0.77 8.50 4.96 5.65 7.82 41.65 33.53 8.00

X40 Single g 485, 2.7 520, 1.2 495, 8.9 0.35 36.02 14.27 14.25 21.88 60.38 60.44 39.26

X40 Multiple g 251, 9.2 274, 1.3 258, 0.4 0.23 36.02 5.24 8.19 22.28 85.45 77.26 38.15

A105 Single b 1339, 56.9 1420, 52.7 1419, 14.3 0.81 8.50 5.63 5.95 7.73 33.76 30.00 9.06

A105 Multiple b 519, 7.1 598, 6.8 547, 14.4 0.79 8.50 5.02 5.59 7.74 40.94 34.24 8.94

A105 Single g 443, 30.4 484, 13.7 488, 45.0 0.41 36.02 14.84 12.8 21.92 58.80 64.46 39.14

A105 Multiple g 222, 6.5 243, 4.8 242, 14.8 0.21 36.02 5.32 8.15 23.44 85.23 77.37 34.93
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Figure 5.7 Samples of intra-probe gaps in the compound probes on IEEE 802.11b link measured by the IBM Thinkpad X40 laptop
over single- and multiple-hop paths.
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Figure 5.8 Samples of intra-probe gaps in the compound probes on IEEE 802.11g link measured by the Toshiba Satellite A105 laptop
over single- and multiple-hop paths.
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The error in the throughput values of the proposed scheme, measured by both laptops

and on single- and multiple-hop paths are significantly smaller than those of WBest and

Iperf. The errors of the proposed scheme’s measurement are about 10 and 39% on IEEE

802.11b and 802.11g links, respectively, over the single-hop path. In the cases of WBest

and Iperf measurements, the errors on IEEE 802.11b and 802.11g links are about 34 and

64%, respectively. The lower accuracy of WBest and Iperf measurements over the single-

hop path may be the result of determining the throughput using the average intra-probe gap

of the probing train, which can be affected by large intra-probe gaps.

While the high accuracy of the proposed scheme remains consistent in each path

scenario, both WBest and Iperf are not designed to measure throughput on a multiple-hop

path where the wireless link does not constitute the bottleneck link. The degradation of

measurement accuracy of these schemes in multiple-hop scenario is more evident on the

IEEE 802.11g link than on the IEEE 802.11b link. For example,the error in the WBest

measurement increases from 59 to 85% when throughput is measured by the X40 laptop

over the multiple-hop path, using IEEE 802.11g as the wireless access link. Overall, the

testbed results show that the proposed scheme outperforms the existing schemes in both

path scenarios, even when the wireless access link is the bottleneck link of the end-to-end

path. The accuracy of the proposed scheme also remains constant under heavy cross-traffic

conditions.

5.4 Related Work

Existing schemes for throughput measurement of wireless link (IEEE 802.11) can be

broadly divided into two categories according to their working principles: a) one-way-delay
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[71] and b) intra-probe gap [74]-[79] based schemes. Four schemes are discussed in detail

below.

Probegap measures the wireless throughput of a hybrid wired-wireless path from

the fraction of time a the wireless access link remains idle during a period of time [71].

The scheme determines the idle period of the wireless link byidentifying the one-way

delay (OWD) trend (e.g., continuing delay increments during a period of time) between

the source and wireless destination nodes of the end-to-endpath. The idle period is

then multiplied with the predefined (i.e., known a priori) capacity of the wireless link

to determine the wireless throughput. Experimental evaluation shows that the scheme

overestimates throughput measurement under heavy cross load on the wireless access link

even when the wireless access link constitutes the bottleneck link of an end-to-end path

[71].

Normalized throughput is a packet-pair based scheme for measuring throughput

in wireless ad-hoc networks [74]. The scheme shows that the intra-probe gap of a packet

pair on a wireless link varies with the probing-packet sizesbut the dispersion gap (i.e., the

first and last bits of heading and trailing packets) remains constant. This scheme uses the

predefined capacity of the wireless link to deduct the contribution of the transmission time

in the measured intra-probe gap for estimating a normalizedthroughput of the wireless

link.

WBest is another scheme that measures throughput of wireless access link using

packet-pair structure [73]. The scheme first sends multiplepacket pairs to determine the

maximum transmission rate of the wireless access link from the measured intra-probe gaps.

It then sends a train of probing packets at the maximum transmission rate to estimate the

wireless throughput from the receiving rate of the probing train at the wireless destination
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node. WBest also incorporates packet-loss rate in its throughput calculation and does not

require predefined capacity of the wireless access link.

Netalyzr is a web-based utility tool that is dedicated for profiling the wireless access

link of an end-to-end path [79]. It performs a number of measurements to deduce various

network properties of the wireless connection, e.g., IP address, firewall, latency, buffer size,

throughput, etc. For throughput measurement, Netalyzr periodically sends probing packets

with different intra-probe gaps (i.e., different rates) using exponential load and provides

a sustained transmission rate of the wireless access link. Detailed working principle of

Netalyzr for throughput measurement is unknown.

A common drawback of the existing schemes is that they require the wireless access

link constitute the bottleneck link of a hybrid wired-wireless path [71],[73],[74],[80]. If this

condition is not satisfied, the accuracy of the schemes may decrease because the probing

packets may experience delay or dispersion created by a bottleneck link located on the

wired segment before reaching the AP of the path, as discussed in Section 5.1.

5.5 Conclusions

A scheme has been proposed to measure download throughput ofwireless access links in

a hybrid wired-wireless network consisting of IEEE 802.11 links. The scheme is based

on sending compound probes with two different trailing-packet sizes. The scheme is

simple and it does not require the wireless link to constitute the bottleneck of a hybrid

wired-wireless path for throughput measurement. The scheme was experimentally tested

on single-hop and multiple-hop paths, with different bottleneck-link locations and under

different cross-traffic loads on the wired links. The experimental results show that the

proposed scheme achieves an accuracy of 90 and 61% on IEEE 802.11b and 802.11g links,
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respectively, and it is resilient to cross traffic on the wired links preceding the wireless

access link.



CHAPTER 6

CONCLUSIONS

This dissertation was focused on the measurement of three different network parameters

to better characterize the Internet. The contribution of this work spans both in wired and

wireless environments.

In the wired network, a method to measure a new network parameter, called packet

processing time (PPT) of end hosts, was introduced after presenting the significance of

PPT for characterizing a network path. The proposed method uses ICMP packets and

specialized packet-capture card to measured PPT in a LAN setup. The scheme was

evaluated on three different workstations consisting of different specifications under 10-,

100-, and 1000-Mb/s transmission speeds on a controlled testbed. The experimental values

show that the proposed scheme has a high measurement stability and does not require clock

synchronization between the end host and the packet-capture card.

Another scheme to measure the PPT of an end host over a multiple-hop path in the

Internet was proposed based on the capacity measurement of the link directly connected

to the end host under interest using the intra-probe gap of a packet-pair structure, called

compound probe. An analytical model for sizing the packets of a compound probe was

also derived to avoid cross-traffic interference in the PPT measurement. The accuracy

of the proposed scheme was verified through testbed and Internet measurements under

two different (i.e., 10- and 100-Mb/s) transmission speedsconsidering different path

configurations and cross-traffic loads. The consistent accuracy of proposed scheme proves

the applicability of the scheme in the Internet.

93
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A solution for measuring relative clock-skew between two end hosts connected over

an end-to-end path in wired network was explored. The proposed scheme estimates the

capacities of the end links of the hosts using compound probes to determine the relative

clock skew. Unlike existing clock-skew measurement schemes, the proposed scheme is

simple and does not require complex statistical processingof the sampled data sets since the

probing structure can detect intra-probe gaps affected by the cross traffic of the path. The

scheme was evaluated through simulation under high cross-traffic loads over an multiple-

hop path. The simulation results validate the high measurement accuracy of the proposed

scheme.

Finally, a scheme to measure the download throughput of IEEE802.11 standard

based wireless access links in a hybrid wired-wireless pathusing compound probes was

proposed. This scheme showed that when a compound probe arrives in the access point

of a hybrid wired-wireless path with a zero-dispersion gap,the intra-probe gap of the

compound probe is determined by the throughput of the wireless access link regardless of

the cross-traffic load on the wired links and bottleneck location of the path. Measurement

accuracy of the proposed scheme was evaluated through experimentation in a testbed

environment under different cross-traffic loads and bottleneck locations. The proposed

scheme outperforms the state-of-art scheme in all testbed scenarios.
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