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ABSTRACT

RADIO-DERIVED THREE-DIMENSIONAL STRUCTURE OF A
SOLAR ACTIVE REGION

by
Samuel D. Tun

Solar active regions are the source of the most violent events observed on the Sun,

some of which have a direct impact to modern civilization. Efforts to understand

and predict such events require determination of the three-dimensional distribu-

tions of density, temperature, and magnetic fields above such active regions. This

thesis presents the structure of the solar atmosphere above active region AR 10923,

observed on 2006 Nov 10, as deduced from multi-wavelength studies including com-

bined microwave observations from the Very Large Array (VLA) and the Owens

Valley Solar Array (OVSA). The VLA observations provide excellent image quality

at a few widely spaced frequencies while the OVSA data provide information at

many intermediate frequencies to fill in the spectral coverage. In order to optimize

the OVSA data for spectroscopic studies, the L1 method of self-calibration was imple-

mented at this observatory, producing the best single frequency maps produced to

date. Images at the 25 distinct, available frequencies are used to provide spatially

resolved spectra along many lines of sight in the active region, from which microwave

spectral diagnostics are obtained for deducing two-dimensional maps of temperature,

magnetic field strength, and column density.

The derived quantities are compared with multi-wavelength observations from

SoHO and Hinode spacecraft, and with a standard potential magnetic field extrap-

olation. It is found that a two component temperature model is required to fit the

data, in which a hot (> 2 MK) lower corona above the strong-field plage and sunspot

regions (emitting via the gyroresonance process) is overlaid with somewhat cooler



(∼ 1 MK) coronal loops that partially absorb the gyroresonance emission through

the free-free (Bremsstrahlung) process. It is also found that the potential magnetic

field extrapolation model can quantitatively account for the observed gyroresonance

emission over most of the active region, but in a few areas a higher field strength is

required. These areas of discrepancy are found to coincide with the foot points of hot

X-ray loops over the sunspot’s penumbra. The results and the extrapolation are used

to explore the coronal configuration needed to explain the observations, from which

it is found that the bulk of radio and X-ray free-free emission emanates from two

loop systems, distinguished by the location of their loop foot points. The proposed

stratification may explain the observed distribution of column emission measure and

the differences in this quantity as obtained from X-rays or radio emission.
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CHAPTER 1

INTRODUCTION

1.1 Motivation and Thesis Structure

A sunspot is the photospheric bisection of strong magnetic fields originating from

plasma currents in the solar interior. A simple sunspot consists of a dark central

region, the umbra, surrounded by a lighter, concentric region called the penumbra.

The umbra is characterized by having the strongest, vertically directed magnetic

fields along with temperature and height depressions from the surrounding photo-

sphere. While the photosphere has a typical temperature of 5780 K, a sunspot

umbra has temperatures ranging from 3, 400-4500 K. Magnetic field lines in the

penumbra are more inclined than in the umbra, and a rise in temperature reduces

their observable contrast to the surrounding photosphere. The photosphere sur-

rounding a sunspot contains a scattered distribution of magnetic flux, and in con-

junction with the sunspot these domains comprise a solar active region (AR). Verti-

cally, the temperature increases with height to the chromosphere, which has a mean

temperature of 10, 000 K. Although the average height of the chromosphere is about

2000 km, the chromosphere is an extremely inhomogeneous region, with mottles and

spicules protruding upwards to heights of 5000 km above the solar surface (Stix

2004). Above the chromosphere is a temperature discontinuity of several millions of

degrees, through what is known as the transition region. This region is also inho-

mogeneous in shape and height, although it is generally considered spatially thin. It

is in this region that the plasma temperature rises abruptly to coronal values. The

corona, the highest and thickest layer of the solar atmosphere, is characterized by a

low plasma density, a high kinetic temperature of several millions of degrees, and is

permeated by magnetic fields.

The magnetic pressure dominates over the plasma pressure in the corona, so

that the magnetic field controls the distribution of the density and temperature.

1
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In addition, the release of magnetic energy is proposed to be the chief mecha-

nism for energy deposition from sub-surface processes into the million-degree corona

(Aschwanden, 2006). Great effort has been expended towards determining the three-

dimensional distribution of the magnetic field, temperature, and density of the corona

above solar active regions in order to understand magnetic energy storage and sub-

sequent release. Radio observations of the Sun provide a powerful diagnostic of the

coronal plasma since they offer a direct measure of the source’s electron temperature

(Te), column emission measure (EM), and, depending on the responsible emission

mechanism, the total magnetic field strength (Btot) or its component (Bl) along the

line of sight (Gary & Hurford, 2004). There are two radiation mechanisms that dom-

inate the radio emission of the corona from 1-20 GHz: free-free (bremsstrahlung) and

gyroresonance emission (White & Kundu, 1997). The two mechanisms exhibit easily

identifiable spectral behavior if sufficient frequency coverage is available, and the

aforementioned physical quantities can be directly obtained from spatially resolved

spectra, as will be discussed in section 3.4.

Zheleznyakov (1962) and Kakinuma & Swarup (1962) independently estab-

lished, on theoretical grounds, that gyroresonance emission must be responsible for

the sunspot-associated emission at centimetric wavelengths. Studies at one or a few

widely-spaced frequencies confirmed this picture (e.g. Lang & Willson, 1980, 1982;

Alissandrakis & Kundu, 1982; Chiuderi-Drago et al., 1982; Shevgaonkar & Kundu,

1985; Gopalswamy et al., 1991; Zlotnik et al., 1996, 1998), while optically thin free-

free emission was found to be responsible for the plage associated component at these

same wavelengths (Felli et al., 1981; Gary & Hurford, 1987). Studies at decimetric

wavelengths verified that optically thick free-free emission is responsible for the radi-

ation at these longer wavelengths (Chiuderi Drago et al., 1977; Dulk & Gary, 1983;

Lang & Willson, 1982; Lang et al., 1983), although gyroemission may still contribute

somewhat in this regime (Lang et al., 1987a,b; White et al., 1992; Vourlidas et al.,
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1996). The transition between the dominance of the two mechanisms occurs around

10 cm (Gary & Hurford, 1987). At very short centimetric wavelengths (≤ 2cm) the

emission is again due to free-free emission, but emanates from the much cooler chro-

mosphere or from the transition region (Shevgaonkar & Kundu, 1985; Hurford, 1986;

Gary & Hurford, 1987). These single-frequency studies determined that, in general,

free-free emission dominates at lower frequencies while gyroresonance emission does

so at higher ones. This has implications for the distribution of plasma in height

above the active region since emission observed at higher frequencies emanates from

deeper in the corona (lower heights above the photosphere) than the radiation at

longer wavelengths.

These two mechanisms exhibit distinct frequency spectra (Gary & Hurford,

2004) and spectroscopic analysis of spatially and spectrally resolved radio data

returns model-independent physical parameters. The difficulty in carrying out such

studies stems from the lack of instruments able to obtain high-fidelity maps at many

closely-spaced frequencies. This issue has been addressed by averaging the observed

radio flux over the entire source, by fitting models to the spectra from widely-spaced

frequencies, modeling of the parameters that reproduce the observations, or by using

lunar limb occultations during an eclipse to decrease the complexity of the radio

sources. Analysis through such a lunar limb rastering by Gary & Hurford (1987) in

conjunction with a potential field extrapolation suggested that the free-free emission

at 1.45 GHz originated from the tops of loops connecting the sunspots in the AR.

Spectral analysis of source-averaged Owens Valley Solar Array (OVSA) data allowed

Lee et al. (1993) to detect a free-free component previously dominated by the gyrores-

onance signature at higher temperature when their target AR crossed over the limb.

Implicit in the geometry of the observations is that the AR had a mega-Kelvin

(MK) free-free component overlying a hotter gyroresonance component, which was

obscured by the limb when the AR crossed beyond. Gary & Hurford (1994) fit OVSA
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data with model spectra representative of free-free or gyroemission. In this manner

they produced two-dimensional maps of the Te, EM , and Btot distributions above

their active region as projected onto the sky plane. While most of their averaged

spectra conformed to a homogeneous corona model, several spectra were found to

have positive slopes in the optically thick part corresponding to low frequencies, and

were ill-fit with the homogeneous temperature models used. In a study using spectra

from the sparse frequencies available from the Very Large Array (VLA), Vourlidas

et al. (1997) showed that these were best fit by a multi-thermal free-free emission

model. However, they too had some spectra that suggested a high positive slope in

the optically thick, low-frequency portion which could not be explained by their free-

free only models. For those spectra, they concluded that gyroresonance emission was

responsible for the radiation at 4.8 GHz and above. They also concluded that the

umbral and penumbral environments are distinct, and that the hot loops anchored in

the penumbra are associated with X-ray emission. In a prior study, Vourlidas et al.

(1996) found that the soft X-ray and 1.5 GHz VLA observations came from similar

structures at the tops of the longest loops connecting the two sunspots in the region,

similar to the findings of Gary & Hurford (1987). In their schematic representation

of the morphology of the atmosphere as suggested by the analysis, the free-free emis-

sion at longer wavelengths comes from greater heights than the sources of the 4.7

and 8.4 GHz emission.

Lower in the solar atmosphere, there is a strong indication of the existence of

cool material directly above sunspot umbrae. The first evidence of this was derived

from extreme ultra-violet (EUV) ( Foukal et al 1974, 1975, 1976) and X-ray (Webb

and Zirin 1981) observations. Radio observations at 6 cm and shorter wavelengths

presented features explainable by the existence of cooler plasma over the penumbra

( Kundu and Velusamy 1980 ; Kundu, Schmahl, and Rao 1981; Alissandrakis and

Kundu, 1982; Alissandrakis et. Al. 1993; Zlotnik et al 1997). Studies combining
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radio observations with X-ray (Siarkowski et al 1989) and EUV (Brosius and White

2004) data have also arrived at this conclusion. However, a few studies conclude

that there was no significant temperature depression above the umbra (Strong et al

1984) or that there was a temperature enhancement above this region in their target

sunspots(Lang and Willson). This issue, then, has not been completely resolved. To

date no radio spectral analysis has been performed towards solving this question.

This thesis presents the results of combining high-fidelity maps at the few,

widely-spaced frequencies observed by the VLA with maps providing the high-

spectral resolution capabilities of OVSA. The VLA’s 27 antennas have a more

complete sky coverage than the OVSA’s 7 elements, while the multitude of closely

spaced frequencies covered by this later instrument more completely reveal the

variations in frequency of the spectra. Stacking the maps in frequency allows us

to explore the spectra at various lines of sight. The advantage of this approach is

that the VLA provides additional spectral points as well as consistency checks for

the OVSA data. The latter allows us to study the variations in frequency in greater

detail.

The thesis is structured in the following manner. In the rest of Chapter 1 the

results of previous radio studies of active region structure and the theory applicable

to the interpretation of radio observations is discussed. The concepts of interfer-

ometry and self-calibration are presented in Chapter 2 in order to discuss critical

improvements made to OVSA mapping algorithms. Chapter 3 describes the target

AR and the observations available for the analysis. This chapter also describes the

spectral analysis and model fitting implemented on the radio data and the physical

maps that result. Next there is a discussion, in Chapter 4, of the implications of

these results as they pertain to the observed emission, resulting in conjectures for

the AR structure. Chapter 5 lays out a method for using the spectral model fits to

determine the three-dimensional spatial distribution of temperatures from the base
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of the corona through the transition region, down to the chromosphere. Finally, in

Chapter 6 the overall results are summarized and frameworks for future studies are

put forward.

1.2 Spectral Analysis Tools for Solar Observations

A review is warranted on how the physical parameters of electron temperature (Te),

column emission measure (EM), and total magnetic field strength (Btot) are obtained

from analysis of radio spectra. The general results relevant to this work are discussed

and the interested reader is referred to the thorough review by Gary & Hurford

(2004) and references therein for greater details. Free-free radio emission arises from

distant Coulomb interactions between free electrons and ions in the coronal plasma.

Gyroresonance emission is a plasma resonance mechanism due to the gyration of

electrons around magnetic fields. Because the mechanisms differ in the manner in

which they emit, their spectra are different and easily identifiable.

Irrespective of emission mechanism, the solution to the radiative transfer equa-

tion for an isolated, homogeneous source (Dulk, 1985) is

Tb ≈ Te(1− e−τ ) (1.1)

Tb is the brightness temperature, essentially the surface brightness of an equivalently

hot black body, in units of temperature. It is the effective temperature of the emitting

body, equal to Te when the source is optically thick. The optical depth τ is a measure

of the opacity, the dimensionless line of sight integral over the absorption coefficient,

and includes most of the physics in the equation. When τ � 1, Tb = Te and the

source is optically thick. When τ � 1 then Tb = τTe and the source is optically

thin. The two regions for a typical spectrum are marked in Figure 1.1a, which is

a modified version of figure 4 from Gary & Hurford (1994). It is clear that Te can

be read directly from the optically thick (flat) portion of the spectrum. The two
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regimes are separated by the condition τ = 1 and it is at this circumstance that the

other physical parameters can be obtained.

Figure 1.1 Expected Tb spectra for a homogeneous corona: (a) free-free spectrum
with the optically thick and thin regimes labeled, and (b) gyroresonance spectrum
with a representative high-frequency slope of ν−5, which may theoretically be as
steep as ν−10 (adapted from Gary & Hurford 1994).

The optical depth for free-free emission from plasma under typical coronal

conditions is given by (Dulk, 1985)

τ ≈ 0.21ν−2T−3/2
e

∫
n2
edl (1.2)

where ne is the electron density, ν is the observing frequency, and the integral is

taken along the line of sight. The optical depth is proportional to ν−2, which makes

the optically thin Tb slope easily identifiable. When τ = 1 the above equation can

be rearranged to give ∫
n2
edl = 4.8ν2

τ=1T
3/2
e cm−5 = EM (1.3)

where EM is the column emission measure. The value of ντ=1 is also read directly

from the spectrum.
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Gyroresonance emission is a resonance phenomenon whose optical depth

depends on ne, Te, ν, the magnetic field strength, gradient, and orientation. While

the optical depth along the line of sight is rather sensitive to the angle between

the magnetic field and the line of sight, the main condition for the resonance is

that ν ≈ sνB , where νB = 2.8 × 106Btot. Here νB is the electron gyrofrequency

and s is the harmonic number, an integer. The variation of Btot and Te along the

line of sight produces a spectrum like the one shown in Fig. 1.1b. At sufficiently

high frequencies, the magnetic fields required to match the resonance condition are

no longer in the corona and the brightness temperature begins to drop rapidly to

chromospheric temperatures. The frequency at which the spectrum begins to fall

comes from the last optically thick harmonic layer still at coronal temperatures. The

frequency just above the break in the spectrum, then, provides information about

the highest coronal magnetic field strength along the line of sight. Because of the

similarity in shape of the spectra in Figs. 1.1a, b, the spectrum can be described by

equation (1.1). In this case, τ should be understood as merely a model parameter

and should not be interpreted as optical depth. For mathematical definiteness, the

point where equation (1.1) becomes Tb = Te(1− e−1) is chosen to define the turnover

frequency ντ=1, just above the break, where τmodel = 1. Now the magnetic field at

the base of the corona can be defined through a variant of the resonance condition

equation

Btot =
ντ=1

2.8× 106s
(1.4)

As with the free-free spectrum, this ντ=1 can be read directly from the spectrum.

In magnetized plasma, the emission is broken down into two plasma wave modes,

which can be observed as opposite circular polarizations. A discussion of the modes

and the expected harmonics will be presented in section 2.3, but in general s = 2 for

ordinary (o) mode and s = 2 or 3 for extraordinary (x) mode. The high frequency
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slope has a dependence of ν−5 to ν−10, but variations in temperature and density

will keep the slope shallower than the maximum (Gary & Hurford, 1994).

The results of previous studies relevant to spectral analysis of radio obser-

vations of the Sun are 1) low frequency sources emit via the free-free mechanism

and coincide with the tops of long active region loops, 2) mid to high frequency

sources emit via the gyroresonance mechanism, which is closely associated with high

magnetic field strengths which in turn implies that they occupy low heights in the

solar atmosphere, 3) there is evidence that free-free sources lie above gyroresonance

layers in some active regions, 4)some microwave spectra are not fit well with homoge-

neous temperature models, with evidence that gyroresonance emission may explain

the spectral shape from mid to high frequencies, and 5) the umbral and penumbral

regions, along with their corresponding magnetic field lines, are distinct environ-

ments differing in temperature and associated emissions. With the spectral analysis

tools presented in section 1.2, this evidence will afford the framework on which to

spatially separate the various layers of the solar atmosphere. Before such a study is

undertaken, however, the radio data must be optimized to ensure that the results

reflect reality as faithfully as possible.



CHAPTER 2

INTERFEROMETRY AND SELF-CALIBRATION AT OVSA

The science results presented later in this thesis were possible in great part because

of improvements to the imaging algorithms used on OVSA data. Although mod-

ifications were made to the existing CLEAN deconvolution algorithm, it was the

implementation of a self-calibration method that made possible the type of spectral

analysis applied. In order to discuss these improvements it is necessary to review

the basics of interferometry and self-calibration and their implementation at OVSA.

The following summaries of the mature theories of radio interferometry, imaging,

deconvolution, and self-calibration draw heavily from the comprehensive descrip-

tions in Pearson & Readhead (1984), Thompson (1999), Briggs (1999), Cornwell et

al. (1999), and Cornwell & Fomalont (1999). The reader is referred to these papers

for complete details about these theories.

2.1 Interferometry and Image Reconstruction at OVSA

An interferometer correlates the signals received from two antennas observing the

same portion of the sky. This measurement, known as the complex visibility, is a

Fourier component of the sky brightness distribution. By taking the sum of the

complex visibilities from the various baselines available from an array of antennas,

an estimate of the sky brightness is made by use of the inverse Fourier transform.

This inversion produces what is called the dirty map, which is the true sky bright-

ness convolved with the interferometer’s point-spread-function, also known as the

dirty beam. The point spread function is the Fourier transform of the interferom-

eter’s normalized complex visibility pattern and therefore contains Fourier sidelobes.

Because it is a Fourier sum, the sidelobe levels are greater for arrays with a reduced

number of elements, such as the OVSA with 7 elements. An observatory with many

elements, such as the VLA with 27 antennas, has a more complete sky coverage,

10
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sampling most interesting solar sources adequately, and is therefore less affected by

this type of sidelobe. The VLA mapping routines, in addition, use a well-tested data

weighting scheme that can minimize its sidelobes or increase the dynamic range as

desired. Images from the VLA can therefore also serve as fidelity tests of OVSA

maps.

For any interferometer array, it is desirable to remove the effects of the dirty

beam as much as possible. This process is known as deconvolution, the result of

which is an improved estimate of the true sky brightness. At the OVSA, the Högbom

method of deconvolution, CLEAN, is used to produce a map of the sky intensity. This

is then converted to a Tb map to aid in the physical interpretation of the data and

facilitate comparison with data from other instruments. The existing CLEAN algo-

rithm was modified to properly take into account the area of the synthesized beam,

a correction amounting to a factor of 4 × ln(2) (Bastian 2008, private communica-

tion). The effect of this change is that the brightness temperatures reported in the

self-calibrated OVSA maps is raised, bringing it closer to the values reported in the

VLA maps. In order to make use of the Fast Fourier Transform algorithms available

the visibility data must be interpolated onto a rectangular grid. The normalization

scheme for the gridding interpolation scheme at OVSA was also modified to complete

the steps towards approximating a non-discrete integral convolution (Briggs et al,

1999). The convolving gaussian is now normalized by its integral and the effect of

the convolution is taken into account by dividing the maps by the Fourier Transform

of this normalized gaussian. This modification addresses the tapering in the image

introduced by using such a convolution in the Fourier plane.

It is common practice to use a CLEAN box to select and restrict the region

over which the CLEAN loop acts on the dirty map. This reduces the number of

degrees of freedom when performing a deconvolution. The CLEAN box, usually a

rectangle of variable size, must include the entire source. In order to maximize the
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number of independent constraints to the number of degrees of freedom available to

the deconvolution process, the CLEAN boxes should be placed as tightly around the

source as possible (Pearson & Readhead 1984). Towards this goal, the ROI (region

of interest) routine in the Interactive Data Language (IDL) was used to allow the

user to trace out any shape for use as a CLEAN box. The benefit of using such

a CLEAN box is that, after some tests to infer the position, shape, and extent of

the source within the dirty map, the CLEAN algorithm can be made to act only

on the source. This is particularly important for the formation of the CLEAN map

without residuals for use as a model in self-calibration. The tests to determine source

size and shape include frequency synthesis mapping where the number of frequencies

bracketing the target one is iteratively reduced, combined with a minimization of

side-lobe response through a variation in the size and shape of the CLEAN ROI.

Experimentally it was found that the modified CLEAN routines exhibit a reduced

rms noise, the square-root of the variance in a patch of the image away from the

source, relative to maps produced with the unmodified programs.

2.2 Implementation of L1 Self-Calibration at OVSA

The correlated signal output of a real interferometer is the complex visibility

degraded by a complex gain factor arising from amplitude and phase errors from

the instrument and signal variations in transit through Earth’s upper and lower

atmosphere (Pearson & Readhead 1984; Cornwell and Fomalont 1999):

Ṽmn = gme
iθmgne

−iθn V̂mn + εmn (2.1)

where Ṽmn and V̂mn are the observed and true sky visibilities from the m-n baseline,

respectively, εmn is a zero-mean, thermal noise term, and the multiplication of the

antenna gains gme
iθm and the complex conjugate of gne

iθn is the complex gain factor.

Here θm and θn are the phase errors from antennas m and n, respectively. If a strong
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calibration source is located near the observation target throughout the observing

day, observations of it can be used to deduce the element gains as a function of time

and these corrections then aid in bringing Ṽmn and V̂mn into agreement. However, this

calibration is incomplete in that it is difficult to always have a strong, point-source

calibrator near the target and the interpolation into phase corrections appropriate

to the time and position of the target may not be appropriate. Most importantly,

rapid variations such as those imposed by the propagation of the sky signal through

the Earth’s troposphere and ionosphere cannot be accounted for by such methods

and some errors remain. These remaining errors can be addressed through self-

calibration.

The basic principle of self-calibration is that an interferometer array provides

more independent measurements than there are errors and this allows the treatment

of element gains as free parameters. If all elements are correlated, an array of N ele-

ments has 1
2
N(N − 1) independent baselines, meaning it obtains that many complex

visibility measurements. Taking into account that all phases are referenced to one of

the elements, if every antenna has a complex gain error, there are 1
2
N(N−1)−(N−1)

”good” phase measurements and 1
2
N(N − 1) − N ”good” amplitude measurements

(Cornwell & Fomalont 1999). One way to exploit the abundance of information is

to solve for the antenna gains directly by minimizing the difference between the left

and right hand sides of equation 2.1, each time producing a better model of the sky

intensity distribution from which a new V̂mn is formed. Two methods have been well

developed: minimizing the sum of the absolute values of the difference between the

measured and true visibilities, the L1 norm, or the sum of their squares, the L2 norm.

Treating each time interval idependently, the L1 norm minimizes (Schwab 1982)

Sε(θ) =
∑
m<n

ωmn[|Ṽmn − ei(θm−θn)V̂mn|2 + ε]1/2. (2.2)

where ωmn are weights, whose proportions are determined from the inverse of the

noise on the m-n baseline, εmn. The model sky visibilities V̂mn are provided by
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a CLEAN map, the gains are adjusted to minimize Sε(θ), and the resulting gains

are used to correct the observed visibilities in order to produce a new, improved

model. The process is repeated with the improved models from every iteration until

the phase solution converges. Solutions are then calculated for a range of ε and

extrapolated to ε = 0 to arrive at the final solution for the gains. Schwab (1982)

showed that, while both methods perform nearly equally well, the L1 norm is less

sensitive to outliers in the data. Outliers are points quite offset from their true

visibilities due to temporary errors in the electronics or from changes to the signal

phase incurred in transit. Although the most obvious errors may be flagged out

of the data, some may remain, specially when the deviation from the norm may

not be much larger, visually, than the average random errors in the data, making

this method seem more appropriate to an interferometer with a relatively high noise

level, such as the OVSA. The method is well developed by Schwab (1982) and the

full set of equations will not be re-written here. It was verified, as Schwab (1982)

found, that the algorithm converges rather quickly for a given ε. Tests on OVSA

data showed that these solutions did not change significantly with changing ε within

the range used by Schwab (1982), making an interpolation to ε = 0 unnecessary. In

addition, an amplitude and phase self-calibration run was found to actually degrade

the map from the improvements made by phase only self-calibration runs. Hence

the final programs include solutions for one low value of ε (0.5) and perform two

consecutive phase only self-calibration runs. The programs and techniques developed

to implement this method on OVSA data are now part of the OVSA software tree

of the Solar SoftWare (SSW) package, written in IDL and in common use by the

Solar Physics community. There are a few caveats to be discussed pertaining to

self-calibration with an array such as the OVSA.

The issue of possible non-unique solutions from self-calibration for arrays with

a low number of elements (Cornwell & Fomalont 1999) was found not to be a problem
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at all. That is, for a given set of complex visibilities, application of the self-calibration

algorithms created for this work return maps with consistent source structure and

amplitude even with some variation of initial conditions, such as CLEAN box shape

and size, and number of CLEAN components used to create the input model map.

In the CLEAN algorithm, the source is decomposed according to the interferometer’s

response function and then restored into a number of CLEAN, gaussian components.

The consistency of solutions can be seen in Figure 2.1, which displays the source

centered one-dimensional profiles from self-calibrated maps made with a data set

purposefully containing known bad data. Panel a shows the effects of changing

the number of CLEAN components, or number of CLEAN iterations, used to make

the initial model to begin the self-calibration. Only the lowest number of clean

components shows a slight increase in one of the side lobes. Panel b shows the effect of

changing the size and shape of the CLEAN ROI, previously a CLEAN box. The solid

line is from an ROI tightly drawn around the brightest source, possibly excluding

some more diffuse emission, the dotted line is from an ROI covering the source as well

as an obvious, strong side lobe, and the dashed line is from an ROI covering a large

area around the bright source, excluding the strong side lobe. Clearly, only minor

changes in structure and amplitude occur, the worst side lobe response coming from

the ROI encompassing the strong artifact in the data. This demonstrates the benefit

of using the ROI function to select a CLEAN box, insted of a rigid square, since

spurious sources might be difficult to exclude if one was restricted to a rectangle.

This also shows that the programs are somewhat more user friendly, since precise

knowledge of the source shape within the dirty map are not needed to produce good

maps. The best maps are produced with a moderate number of CLEAN components

and ROI for the initial model. In general, however, self-calibration does improve with

an increasing number of antennas, since the ratio of visibility constraints to unknown

complex gains is N−2
2

for phases and N(N−3)
2(N−1)

for amplitudes (Cornwell & Fomalont
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1999). Because of persistent problems with one of OVSA’s antennas, only 6 antennas

were available, rendering these quantities in ratio of 2:1 and 9:5, respectively . Not

only is this a smaller ratio of information to unknowns than from, say, the VLA’s 27

antennas, but the poor sky coverage from so few elements presents a greater chance

of producing model errors that can be frozen into the data and propagated through

the self-calibration process (Cornwell & Fomalont 1999). The constraint of positivity

on the Tb map was imposed to address this issue, but some defects in the maps may

persist.

Figure 2.1 Tests of convergence and non-uniqueness of solution from self-calibration
(a) varying the number of CLEAN components used to create the initial model: 1000
(solid), 200 (dotted), 3000 (dashed), and (b) varying the size and shape and size of
the CLEAN ROI, tightly surrounding the brightest source (solid), encompassing the
source and an obviously strong sidelobe (dotted), and an arbitrarily large CLEAN
ROI excluding the strong sidelobe (dashed).

Despite having so few elements, the self-calibration of OVSA data results in

either slightly modified or visibly smoothed temporal phase variations and, most

importantly, a consistent improvement in the fidelity of the resulting Tb maps. The

resulting self-calibrated, monochromatic maps not only exhibit lower noise than with
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a CLEAN-only approach but also produce smoother spectra when stacked in fre-

quency, as seen in Figure 2.2. In the plot in this figure, the near-match of the self-

calibrated Stokes I OVSA (+) to VLA (X) brightness temperatures is obvious. The

improved continuity across maps made at individual frequencies further attests that

the algorithms correctly implement the self-calibration method and lend a critical

level of confidence to the spectral analysis described in Chapter 3. All the resulting

OVSA Stokes I maps yield good agreement in brightness temperature and general

structure with their corresponding VLA maps, as will be shown later in this section

and in Chapter 3. While the strong source at the center of the 4.8 GHz map is little

affected by the self-calibration, the sidelobe level elsewhere in the map is reduced.

This enables spectral analysis over a region wider than the strong, sunspot-associated

source. The importance of this should not be minimized: accurate mapping of the

entire active region’s corona is crucial to arriving at the conclusions presented later

in this thesis. The greatest rms noise in the self-calibrated maps is 4-5% of the peak

values, as compared to 9-10% in the best new CLEAN maps and 14-15% from the

unmodified CLEAN routines.

Figures 2.3 to 2.6 show the calibrated and self-calibrated baseline phases vs

time at 1.4 and 4.8 GHz. Two frequencies are shown to demonstrate consistency in

the method, despite the algorithm operating on data from a single frequency per run.

When looking at these plots, it must be kept in mind that phases wrap around the

range of −π to π, causing some of the phase behavior to appear convoluted. The self-

calibration algorithm also operates on the visibilities across the baselines for a single

time value, meaning that no information is passed along in time. Some baselines

exhibit an obviously improved smoothness of phase vs time, such as baselines 1-5, and

1-7. These baselines are the shortest in the array, and may not show much structure

because they sample the sky with a low angular resolution. The more complex phase

structure preserved in much longer baselines, such as 1-2, 1-6, and 2-6 presumably
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Figure 2.2 (a) OVSA 4.8 GHz map CLEANed with the revised algorithms. At this
stage the Tb levels already match those of the VLA C-band map, (b) Same image after
self-calibration. The noise in the maps is reduced while maintaining the structure
of the strongest source. (c) Improved spectra from (−760′′, −110′′), near the Tb
peak. The dots represent values from CLEAN maps using the previous versions of
the programs, the pluses are the corresponding data points from the self-calibrated
maps, and the thick Xs are the VLA data points. Note the amplitude match between
both instruments and the improvement in spectral continuity between 5-10 GHz.

represent real variations in phase due to changing source structure resolved by these

baselines. In no case does the phase self-calibration further degrade the baseline

phases from the input values. The self-calibration algorithm has one limitation: a

single baseline’s visibilities cannot be eliminated from the data set. If any antenna’s

data shows a baseline that is corrupt, the entire data from that antenna must be

removed before proceeding. This does not present a severe limitation, as will now be

shown.

The inclusion of baseline 4-5, in particular, caused severe banding in the

CLEAN map (Figure 2.7a) which was remedied by its exclusion from the data set

(Figure 2.7b). As a test of the self-calibration algorithm, this baseline was included to

see if sufficient phase corrections could be attained. The calibrated and self-calibrated

phases for this baseline are shown in Figure 2.8. The resulting self-calibrated map

shows that some banding remains (Figure 2.7c). Tb plots across the source and

across the banding, away from the source, show that the map produced through self-
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Figure 2.3 Baseline phases vs time during November 10, 2006 observed with OVSA
at 1.4 GHz. Shown are the calibrated visibilities (solid), first (dotted) and second
(dashed) phase self-calibration runs for (a)the 1-2 baseline, (b) 1-4, (c) 1-5, (d) 1-6,
and (e) 1-7.
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Figure 2.4 Continued display of baseline phases vs time during November 10, 2006
observed with OVSA at 1.4 GHz. Shown are the calibrated visibilities (solid), first
(dotted) and second (dashed) phase self-calibration runs for (a)the 2-4 baseline, (b)
2-5, (c) 2-6, (d) 2-7, and (e) 4-6.
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Figure 2.5 Baseline phases vs time during November 10, 2006 observed with OVSA
at 4.8 GHz. Shown are the calibrated visibilities (solid), first (dotted) and second
(dashed) phase self-calibration runs for (a)the 1-2 baseline, (b) 1-4, (c) 1-5, (d) 1-6,
and (e) 1-7.
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Figure 2.6 Continued display of baseline phases vs time during November 10, 2006
observed with OVSA at 4.8 GHz. Shown are the calibrated visibilities (solid), first
(dotted) and second (dashed) phase self-calibration runs for (a)the 2-4 baseline, (b)
2-5, (c) 2-6, (d) 2-7, and (e) 4-6.
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calibration with baseline 4-5 matches the CLEAN map made without it very well

across the source, and that their noise level across the bands nearly matches, although

the periodicity of the banding remains (Figure 2.9). Ultimately, the banding effect is

removed and the noise level is reduced further by the removal of visibility data from

the 4-5 baseline after the self-calibration runs.

Figure 2.7 Tb maps made (a) with baseline 4-5, using the CLEAN method, (b)
without baseline 4-5, using the CLEAN method, and (c) with baseline 4-5 using
self-calibration. The high contrast and grey scale have been chosen to accentuate
the banding, resulting in saturation of the main source.

As previously mentioned, VLA maps can serve as tests for OVSA maps at

nearby frequencies. In this data set, these frequencies are 1.4, 4.8, and 8.2 GHz from

the OVSA to 1.41, 4.84, and 8.48 from the VLA. Figure 2.10 shows the CLEAN and

self-calibrated Tb profiles compared to the VLA’s. The pixel resolutions at 1.4, 4.8,

and 8.2 GHz are 16.4, 4.8, and 2.8′′per pixel, so the source at low frequencies is

much more spatially extended, relative to the higher ones, than is apparent when

plotted agains pixel number. At 1.4 GHz, the improvement is striking. While the

CLEAN method severely overestimates the brightness temperature in the right-most

peak and underestimates that in the left one, the self-calibrated map matches these

features well. At 4.8 GHz the CLEAN method underestimates the brightness tem-

peratures, notably in the right-most peak, but self-calibration yields values ∼ 0.4

MK closer to the VLA’s, although the mark is missed. The missing flux here is
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Figure 2.8 Calibrated visibilities (solid), first (dotted) and second (dashed) phase-
only self-calibration phase vs time behavior for baseline 4-5 at (a) 1.4 GHz, (b) 4.8
GHz, and (c) 8.2 GHz.
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Figure 2.9 1-dimensional Tb profiles from the CLEAN map made with baseline 4-5
(dotted), CLEAN map made without this baseline (dashed), and self-calibrated map
made with baseline 4-5 across (a) the two lobes of the main source, and (b) across
the banding, away from the source.
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probably a result of the complexity of the source and incomplete uv coverage of the

OVSA instrument. At 8.2 GHz, the self-calibration peak brightness temperature

is ∼ 0.8 MK closer to the VLA’s than that from the CLEAN map, a substantial

improvement. The side lobes close to the source in the self-calibration map at this

frequency are more severe than in the CLEAN map. However, the improved source

amplitude is worth such increased Fourier ”ringing”. Maps from the current OVSA

cannot be expected to completely match the VLA’s because of the low number

of baselines available. Despite the reduced sky coverage, the correct execution of

the self-calibration method results in an improved amplitude and spatial structure

match to the VLA, improved continuity in frequency, and overall reduction in rms

noise level away from the sources. These improvements make these images the best

single-frequency OVSA maps ever produced.

2.3 Inversion of Total Intensity Spectra

Radio emission from both the free-free and gyroresonance mechanisms leaves the

corona in one of two magnetoionic modes, the ordinary mode (o-mode) and the

extraordinary mode (x-mode). They are completely circularly polarized when they

leave the source, and they correspond generally to either the right (R) and left

(L) circular polarizations, depending on the orientation of the magnetic field at the

layer height (Gelfreikh, 2004). Polarization observations of free-free emission may be

used to determine the longitudinal component of the magnetic field but the degree

of polarization from free-free emission is low (≤ 15%). The sidelobe confusion in

OVSA images bring the uncertainties up to or above the polarization signal and

such a study cannot be carried out with these data. While the VLA samples the

sky much more accurately, the reduced number of frequency points limits its use for

spectral studies. Furthermore, analysis of the joint polarization spectra reveals that

even at higher frequencies, where gyroemission dominates, the frequency separations
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Figure 2.10 1-dimensional Tb profiles across the sources at (a) 1.4, (b) 4.8, and (c)
8.2 GHz. Pixel resolutions at these frequencies are 16.4, 4.8, 2.8 ′′/pixel, respectively.
The VLA data (solid) has been convolved to the OVSA resolution and compared to
the CLEAN (dotted) and self-calibrated (dash-dot-dot) results.
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between the turnovers from both polarizations yield results that, while consistent

with respect to the expected outcome, do not usefully constrain it. The analysis is

therefore carried out with total intensity (Stokes I) spectra, where I = (R + L)/2.

Since the harmonic information is embedded in the polarized signal and is lost in the

construction of I, such an approach must first be validated.

As was mentioned earlier, the different modes may become optically thin at

different harmonics. This means that spectra in individual polarizations may turn

over at different frequencies. Zheleznyakov (1970) found that the opacity of x-mode

harmonic is an order of unity higher than that for the o-mode except when the

angle between the magnetic field and the line of sight is close to 0 or 90 degrees.

Figure 2.11 shows such spectra from simulations of observations of a coronal model

presented by Mok et al. (2005). The simulation is from a study (Gary & Hurford,

2004) for the proposed Frequency-Agile Solar Radiotelescope (FASR) which would

have many elements sampling the sky with a high spectral resolution. For this reason

the sample spectra in the figure reflect the direct model’s spectra quite well and small

details are visible. Here it is sufficient to note the difference in turnover frequencies

between the R and L spectra such that their ratio would allow the harmonic number

to be determined.

A number of studies have shown that only the lowest harmonics can play a

role in the solar corona (Alissandrakis et al., 1980; Felli et al., 1981; Alissandrakis

& Kundu, 1982; Zlotnik et al., 1996; White & Kundu, 1997; Vourlidas et al., 1997).

In general, s = 2 for o-mode and s = 2 or 3 for x-mode. Only under very special

circumstances the s = 4, x-mode layer may become optically thick (Holt & Ramaty,

1969; Zheleznyakov, 1970; Takakura, 1972; Ramaty & Petrosian, 1972; Vourlidas

et al., 1997). The s = 1 x-mode emission does not propagate out into the corona

because that gyroresonance layer lies beneath its own reflecting point (Zlotnik et al.,

1996). The o-mode from this harmonic may propagate but opacity calculations made
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Figure 2.11 Tb spectra for R (solid) and L (dashed) circular polarizations along
two different lines of sight in an active region coronal model (Mok et al. 2005).
The model was sampled with a FASR-like instrument with excellent sky sampling at
100 frequencies from 1-24 GHz, resulting in exceptional detail. The spectra become
optically thin at different harmonics, and the ratios between the drops are used to
identify the harmonic number. Source: Gary & Hurford 2004)
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with a model sunspot find that even when the s = 2 layer above it is optically thin

and would allow the emission to go through, the s = 1 o-mode is optically thin as

well (White, 2004).

Since the turnover frequency is used to determine Btot at the base of the corona,

the same model from Mok et al. (2005) is now used to determine the error in magnetic

field strength as derived from total I spectra instead of R and L. The ideal model R

and L spectra are sampled only at the frequencies available in the joint VLA-OVSA

data. Noise is added at a level that mimics the errors introduced by the incomplete

sky sampling, here 10% of the value at each frequency. The I spectrum is formed

and fitted with a representative spectrum that has a slope of ν−5. The value of

Btot is calculated from ντ=1, obtained directly from the model fit, considering s = 2

and 3. The actual value of Btot and the correct harmonic are obtained from the

uncorrupted spectra and the values are compared. Figure 2.12 shows an example

spectrum illustrating the steps in this process. It is found that for differences between

the 2nd and 3rd or between the 3rd and 4th harmonics, the errors for Btot from the

noisy I spectra and the actual value for the polarization spectrum that corresponds

to the lower harmonic are 5-15%. The I spectrum follows the fall in Tb at the lower

harmonic and becomes steeper once the higher harmonic turns over. The conclusion

is that the analysis on I spectra will give Btot values that match those from the lower

harmonic within 15%. The problem of determining the proper harmonic from the

actual data will be addressed via optical depth calculations using the magnetic field

extrapolation.

In conclusion, in this chapter the optimization of the OVSA imaging algorithms

has been described, along with the implementation of self-calibration, which produces

improved-quality maps that are consistent with the corresponding ones from the

VLA. The same level of improvement is expected for intermediate frequencies not

measured with the VLA, thus increasing the fidelity of the resulting spectra. The
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Figure 2.12 Sample steps in the determination of errors in Btot from the use of I
spectra: (a) ideal R and L spectra from the model, sampled at the same frequencies
of the VLA-OVSA observations and the I spectrum (dotted), (b) same spectra after
10% noise has been added and the new I (dotted), and (c) the noisy R and L spectra
with the fit to the I spectrum (dashed). This last panel shows how closely the fit
to the I spectrum follows the spectrum from the lower harmonic, in this case s=2.
For this spectra Btot from the fit for s=2 is 1445 G while the value from the model
is 1378 G, off by ≈ 5%.

use of total intensity data has been justified, and the errors in the values of Btot

derived from its use are estimated to be within 5-15%. The next chapter provides

a description of the entire data set available for this study, an explanation of the

models and methods used, and the physical results thus obtained.



CHAPTER 3

ANALYSIS OF THE MULTI-WAVELENGTH DATA SET FOR AR
10923

3.1 Observations and Auxiliary Data

3.1.1 Active Region NOAA 10923

The observations of NOAA active region (AR) 10923 were carried out on 2006

November 10. On this day it was a mature, stable region of alpha configuration

located at about S11, E49. The MDI magnetogram shows that at this time the AR

consisted of a single large, fairly undisturbed negative-polarity sunspot surrounded

by a scattered plage of opposite polarity fields, some of them extending to distances

∼ 100 Mm East of the sunspot (Figure 3.1). A minor B1 flare event occurred on

this day starting at 22:40 UT, but it did not appear to change the loop structure

as determined from X-ray and EUV observations or photospheric magnetic fields as

seen in the magnetogram data. The region was stable until a C3 event at 21:55

on November 12 and developed a light bridge on November 13 (Katsukawa et al.,

2007). For this observation day, then, the AR is considered stable enough to perform

full-day Earth-rotation synthesis with the radio data.

3.1.2 Very Large Array Observations

The VLA is a 27 element astronomical interferometer which provides excellent uv

coverage at a few frequencies. On this date the VLA observations of AR 10923 were

taken by the author from 15:18–22:46 UT. The data were obtained in left- and right-

circular polarizations (LCP, RCP) at 1.41, 4.84, 8.48, and 14.96 GHz (L, C, X, and U

bands) while the instrument was in ”C” configuration (Thompson et al., 1980). The

angular resolution was ∼23′′, 6.6′′, 3.7′′, and 2.2′′at these bands, which along with the

instrument’s available 351 baselines render it capable of adequately mapping complex

structure at each frequency. The data were calibrated using 3C286 and 1543-079 as

32
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Figure 3.1 AR 10923 at the photospheric level on Nov. 10 2006: (a) MDI continuum
map, (b) MDI magnetogram with the SOT-SP field of view outlined in black.

the amplitude and phase calibrators, respectively. Calibration for the attenuators,

necessary for solar observations with the VLA, was carried out by T. Bastian using

the latest SOLCAL data. The maps were CLEANed and self-calibrated using the

standard AIPS software. After self-calibration, the rms noise in the maps was ∼1-

3% of the peaks. For this study the maps were combined to form the Stokes I total

intensity maps in order to make use of OVSA data, as discussed in the next section.

3.1.3 Owens Valley Solar Array Observations

OVSA is a 7-element solar-dedicated interferometer, operated by NJIT, which on

this date observed the Sun at 39 frequencies from 1.2-18 GHz, providing high spec-

tral resolution.After flagging data affected by radio frequency interference, hardware

errors, and calibration problems, a total of 21 frequencies remain, ranging from 1.4

to 10 GHz. Twenty minutes of data from around the time of the small B1 flare was

excluded, leaving 7 h 25 m of data. The uv sky coverage was enhanced by the use of

Earth-rotation synthesis from an integration of the entire day’s data. As described in
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Chapter 2, new IDL-based code was developed to implement the L1 self-calibration

algorithm (Schwab, F. R., 1982; Cornwell & Fomalont, 1999) in order to address cal-

ibration problems due to atmospheric as well as instrumental effects. As mentioned,

these are the best monochromatic maps ever produced from OVSA data. However,

the low number of antennas gives limited uv coverage, which in turn results in high

side-lobe levels in the synthesized maps. These artifacts are not addressed by self-

calibration and persist in the data. This degrades the fidelity of the maps to the

level where polarization spectra yield ambiguous results. For this reason a polariza-

tion study is not supported by these data. The uncertainties introduced due of the

use of the total intensity I instead of the R and L circular polarizations have been

addressed in Section 2.3.

3.1.4 Hinode SOT Observations

The target AR was observed by the suite of instruments aboard the Hinode satel-

lite. Level 2 Solar Optical Telescope (SOT) Spectro-Polarimeter (SP; Lites et al.

2001) vector magnetogram data were obtained which had a field of view (FOV) of

102′′ × 162′′ at 0.148′′ × 0.158′′ pixel resolution (Figure 3.1b). These data report a

maximum field strength of about −3300 G near the sunspot center. Since the abso-

lute pointing of the SOT observations is not well determined (HSO, 2009), data from

the corresponding MDI magnetogram, whose pointing is well known, was used to co-

align the data. Figure 3.2a shows the corresponding Bz contours from the co-aligned

data. The outer contours match up well and were used to achieve a co-alignement

better than 2′′. The inner contours of the MDI data show a level of saturation to be

discussed in the following sections. The purpose of the photospheric magnetic field

data in this study was to provide the boundary conditions for a non-linear force-free

field (NLFFF) extrapolation of the magnetic field which could then be used to com-

pare to the results from the radio data, aiding in the interpretation of the physical
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results as well as providing an independent test for the extrapolation. However, after

obtaining the extrapolation it was found to be inconsistent with expectations based

on EUV data and the radio results. It was determined that the small FOV of the

instrument did not encompass enough of the positive flux surrounding the sunspot,

in particular to the East, and therefore provided inaccurate boundary conditions

for a proper extrapolation. (De Rosa et al., 2009) arrived at the same conclusion

from extrapolations from SOT-SP data for several active regions. Therefore, the

use of SOT-SP data is limited to using the Bz component to complement MDI data

(described next) as a boundary condition for a potential field extrapolation, the

details of which will be described in Section 3.1.6.

Figure 3.2 Bz contours levels 2500, 2000, 1500, and 1000 G from the co-aligned (a)
SOT-SP (blue) and MDI magnetogram (dark grey), and (b) MDI contours on the
continuous SOT-SP Bz map.

3.1.5 SoHO MDI/EIT Observations

EUV data were available from the EIT (Delaboudinière et al., 1995) while magne-

togram data were available from the MDI (Scherrer et al., 1995) instruments aboard

the SoHO satellite. In this study, the full-disk Fe IX/X 171Å, Fe XII 195Å, and Fe
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XV 284Å EUV maps are used qualitatively to check the validity of the extrapola-

tion by loop comparison. The full-disk MDI magnetogram has 1.98′′ × 1.98′′ reso-

lution and provides the Bz component of the photospheric magnetic field. In view

of the aforementioned shortcomings of the NLFFF extrapolation, it was decided to

perform a potential field extrapolation, with the MDI magnetogram providing the

surface boundary condition. However, it was found that the MDI magnetogram was

saturated near the peak of the field which requires correction as discussed next.

3.1.6 Potential Field Extrapolation

The study of coronal magnetic fields is enhanced by the analysis of microwave mea-

surements combined with magnetic field extrapolations. One manner in which the

results of radio studies can be used is as tests of the extrapolations (White, 2004).

In this sense, the magnetic field strength in the corona, obtained from radio obser-

vations, is compared to the extrapolated field strength. Field extrapolation models

can also be used to validate the physical results of the radio analysis. In particular,

extrapolations can provide the magnetic field strength B(h) as a function of height

h above the photosphere while radio observations provide the electron temperature

Te(B) as a function of magnetic field strength. As a result, combined analysis can

potentially provide information on Te(h). This will be explored in further detail in

Chapter 5.

The choice of appropriate extrapolation technique to use is open to debate.

A general, fairly realistic, but non-unique choice may be the nonlinear force-free

field (NLFFF) extrapolation method that (i) provides an equilibrium solution while

relaxing the unrealistic uniform-twist requirement of a linear force-free field (LFFF)

extrapolation and (ii) does not preclude very weak electric currents, in the sense that

it can asymptotically converge to a current-free, potential solution. NLFFF extrap-

olations, however, are still an open research topic with different methods applied
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to the same boundary giving notably different results (Schrijver et al., 2006, 2008;

Metcalf et al., 2008). De Rosa et al. (2009), in particular, showed that NLFFF

extrapolations applied to data from the SP instrument alone may provide unreliable

estimates of the coronal magnetic field as they are based on incomplete boundary

conditions. One of the proposed treatments in this case was to use vector magne-

togram data with a much larger field of view to account for more of the electric

currents associated with a given AR. Unfortunately high-resolution vector magne-

tograms over wide fields of view were not available for the time of these observations.

Because of the relative simplicity of AR 10923 it is reasonable to assume that the

field is approximately potential. For the above reasons there was a deliberate choice

made to use a current-free extrapolation applied to the normal photospheric field

component over a wide field of view as the preferred extrapolation method for this

study. It is expected that the comparison of the Btot values inferred by radio obser-

vations to the well-known, unique potential-field solution will reveal the areas where

strong electric currents persist, thus forcing the observational and extrapolated Btot

to disagree, while also showing the areas where weak or absent electric currents allow

observed and extrapolated magnetic field values to reasonably agree with each other.

3.1.6.1 Boundary Conditions. The potential-field extrapolation requires

a sizable patch of the solar photospheric line-of-sight magnetic field from the

SoHO/MDI magnetogram enclosing AR 10923. The steps taken to derive the

extrapolation were to (i) calculate the heliographic plane corresponding to the

chosen field of view (Gary & Hagyard, 1990) and (ii) interpolate the cosine-corrected

normal magnetic field component on this plane. Before performing the above calcu-

lations, however, an effort is made to improve the realism of the boundary condition

by treating the saturation present in the SoHO/MDI data. Saturation in the MDI

magnetogram can be seen as an island of less negative flux within the umbra in
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the MDI contours overlaid on the SOT-SP Bz map in Figure 3.2. The SP mag-

netogram, derived from spectral polarimetry, is not saturated but, as mentioned

above, its field of view only covers the central region of the AR. After verifying

that the data from both instruments reported equivalent levels in areas away from

the saturation (Figures 3.2 and 3.3b), which justifies combining the data sets, a

composite MDI-SP magnetogram is constructed by embedding the appropriately

spatially rescaled SP Bz map into the MDI magnetogram. A section of the combined

magnetogram large enough to encompass all of the prominent magnetic flux of the

active region (Figure 3.3a) is used. De Rosa et al. (2009) used a similar approach to

improve the boundary conditions for their extrapolations.

Figure 3.3 Composite magnetogram of AR 10923:a) field of view of the composite
MDI/SOT-SP magnetogram used for the extrapolation. (b) Comparison of SP (solid)
and MDI (light dots) Bz levels along the dashed line in b, depicting the matching
and saturation areas.

3.1.6.2 Extrapolation Method. To implement the potential extrapola-

tion the Green’s functions method as implemented by Schmidt (1964) on Cartesian

geometry (see also Georgoulis & LaBonte 2007) is used. Schmidt’s (1964) method

gives an exact solution, providing potential fields and subsequent zero electric cur-
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rents up to machine accuracy. The method is much more accurate than the potential

(or LFFF) extrapolation techniques relying on fast Fourier transforms (Alissandrakis,

1981) but, in return, it is much more computationally intensive. This expense was

taken, nevertheless, as increased accuracy is preferred in order to precisely pinpoint

possible discrepancies between the function B(h) as estimated by radio observa-

tions and the extrapolated B(h), without concern for numerical uncertainties in the

extrapolation. This extrapolation explicitly ignores electric currents, so observed dis-

crepancies should indicate either uncertainties in the observationally inferred B(h)

or areas where the potential approximation breaks down, meaning that magnetic

field lines are notably distorted by the existence and action of local electric currents.

Figure 3.4 displays sample field lines from the resulting extrapolation overlaid on

the EIT 171Å and XRT Al-med maps to demonstrate general agreement between

the model and the location of sources from observations.

Figure 3.4 Selected field lines from the potential field extrapolation overlaid on
(a) EIT 171Å and (b) XRT Al-med maps. The location of the field lines generally
agrees with the location and shape of the EUV and soft X-ray sources observed. The
umbral and penumbral boundaries are outlines in black.
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3.2 Joining VLA-OVSA Data and Spectral Analysis

3.2.1 VLA-OVSA Correlation and Co-alignment

The joint VLA-OVSA data samples AR 10923 at 25 frequencies from 1.4-14.96 GHz.

All maps were resampled to the resolution of the 10 GHz map of 2.3′′ × 2.3′′ pixels

for co-alignment and selection of the field of view within which to carry out the

analysis. This pixel resolution only under-samples the VLA’s U -band map, which

has a pixel resolution of 0.5′′, and over-samples all the other maps. It was shown in

Chapter 2 that the self-calibrated OVSA maps nearly match the VLA’s in amplitude

and structure. Because the VLA maps were convolved to the OVSA resolution

using the beam parameters at the OVSA near-frequencies, similar Tb contours are

then expected to overlay to some extent. A comparison with VLA maps at similar

frequencies showed that the OVSA phase center was off by about 94′′. Since the

VLA’s phase center is well known, the appropriate shift was found by co-aligning

OVSA’s 4.8 GHz map to the closest-frequency map from VLA at 4.82 GHz. Since

the Tb and structure matches are not exact (Figure 3.5a), a compromise in the

overlay was reached between the outer contours and the positions of the peaks. The

alignment is estimated to be good within ∼ 3′′, on the order of the pixel resolution

of the averaged maps. Applying this fixed shift to all the OVSA maps yielded good

spatial agreement at other nearly-shared frequencies. This is particularly evident in

the 8.2 GHz display (Figure 3.5c) because the source is small and the peaks coincide

within a small area. The co-location of the peaks in the 1.4 GHz display (Figure

3.5b) is also clear. Once co-aligned, the maps were averaged over 4×4 pixel areas to

further reduce noise in the derived spectra. The final maps in the data cube consisted

of 64× 64 pixel arrays where each pixel covers a 9.2′′ × 9.2′′ area.
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Figure 3.5 Contour overlays demonstrating the OVSA (red) and VLA (blue) align-
ment. (a) contour alignment at 4.8 GHz of levels=[0.7, 0.8, 1.1, 1.4, 1.8] is used
to align the rest of the OVSA data, resulting in verified peak location matches at
(b) 1.4 GHz and (c) 8.2 GHz. The low resolution of the VLA’s 1.4 GHz map is a
consequence of the convolution to the OVSA resolution, which is not as evident at
the other frequencies.

3.2.2 Frequency dependent behavior of Tb maps

Brightness temperature maps convey information about the source temperature at

a given frequency, where Tb=Te when the source is optically thick and Te when it

is optically thin, as discussed in section 1.2. A selection of Tb maps from the joint

OVSA-VLA data set is displayed in figure 3.6, with contour levels 0.3, 0.4, 0.6, 0.8,

0.9 times the maximum Tb in each map. The -1000 and 500 G contours from the

composite magnetogram are underlaid in grey for reference, the negative polarity

contour appearing circular while the positive contour to the SE has a triangular

shape. The behavior in frequency of the Tb maps is typical of that seen in previous

radio studies. That is, at low frequencies the source is large and covers the entire

active region but shifted to the limbward side, decreasing in size with rising frequency.

At 1.4 GHz (panel a), the OVSA and VLA maps show an extended source with a

peak 130′′ SE of the sunspot center. The maximum Tb is of 1.72 MK, so that the

contours overlying the sunspot are ≤ 1 MK. At 1.8 GHz (panel b), the maximum

Tb is 1.4 MK and the source still covers a large area. At 3.2 GHz (panel c) the
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maximum Tb has risen to 1.98 MK. The source is smaller and the location of the

peak has shifted to regions overlying the strong magnetic fields of and around the

sunspot. Panel (d) shows that the source at 4.4 GHz has become localized above

the sunspot region, with its two Tb peaks overlying the neutral line to the SE and

the NW edge of the negative polarity sunspot. The maximum Tb at this frequency

is 2.1 MK. Previous studies have shown that the hot, sunspot-associated sources

at 4.8 GHz and above are emitted via the gyroresonance emission mechanism (e.g.

Lang & Willson, 1980, 1982; Alissandrakis & Kundu, 1982; Chiuderi-Drago et al.,

1982; Shevgaonkar & Kundu, 1985; Gopalswamy et al., 1991; Zlotnik et al., 1996,

1998), while away from these sources, at the same frequency, the radiation is from

optically thin free-free emission (Felli et al., 1981; Gary & Hurford, 1987). As will be

shown through the maps of physical parameters presented later in this chapter, the

spectra away from the main source at 4.4 GHz show optically thin free-free emission

while the source itself is hot and quite optically thick. Therefore, at 4.4 GHz, the

brightness temperature maps are already dominated by gyroresonance emission. This

conclusion might also apply at lower frequencies, as inferred by the rising temperature

and position shift at 3.2 GHz. Panel (e) displays the OVSA and VLA contours at

4.8 GHz, with a maximum Tb of 2.23 MK. The source is now completely confined

to the regions of strong photospheric field. The source now gradually decreases in

size and temperature with rising frequency. The drop in Tb has an exception at 8.48

GHz (panel g), the VLA’s X-band, where the maximum is about 0.3 MK higher

than expected from the OVSA data’s dropping Tb trend. The 8.2 GHz map shown

in the same panel displays a similarity in size and shape not greatly affected by this

discrepancy. Unresolved structure at higher temperatures, as observed by the OVSA,

could account for a discrepancy in reported temperatures. At the highest frequency

available, 14.95 GHz from the U-band, the source is considerably confined, centered

above the neutral line, and has dropped in temperature to a maximum of 0.8 MK.
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Because emission at higher frequencies arise from deeper in the corona, the study of

the frequency behavior of the single-frequency Tb maps provides clues to the behavior

of the microwave emission with height. In order to better quantify this behavior, a

spectral study of the data is necessary, and described now.

3.2.3 Spectral Analysis and Two-component Model

With the OVSA data set improved by the VLA’s additional points, and the fre-

quency range extended two-fold, the spectral-fitting method employed by Gary &

Hurford (2004) was automated, fitting individual spectra with isothermal brightness

temperature spectral models representing either free-free or gyroresonance emission.

The free-free models had a frequency dependence of ν−2 in the log-log scale, and

the gyroresonance models were allowed a variable frequency dependence from ν−5

to ν−10. This large interval was chosen in order to encompass the theoretical range

of possible slopes for gyroresonance emission (Dulk, 1985), although actual observa-

tions should have slopes on the shallower end of that range (Gary & Hurford, 1994).

While several spectra were fit well with such models (Figure 3.7a, b), most of the

spectra near the sunspot were not since they have a positive slope in the optically

thick, low frequency portion. This slope presents a wider range of temperatures than

in flat spectra, and so is not fit well by a single temperature model. Figure 3.7c

shows a gyroresonance type model fit that appears ok at the lower and at the higher

frequencies, but completely misses the data points at middle frequencies. Figure

3.7d shows a spectral fit that misses several data points in every one of these ranges.

These positive slopes are of the same type as Gary & Hurford (2004) found in some

of their spectra. For these spectra it is obvious that the homogeneous corona model

does not fit the data well.

Gary & Hurford (2004) proposed three possible explanations for their observed

positive-slope spectra: 1) a non-thermal electron population, 2) low resolution at
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Figure 3.6 OVSA (black) and VLA (grey) brightness temperature contours at var-
ious frequencies, over the -1000 and 500 G Bz contours from the SOT-SP. Tb levels of
0.3,0.4,0.6,0.8,0.9 times the maximum temperature in each map are displayed. The
OVSA and VLA near-frequencies are plotted on the same map. (a) 1.4 and 1.41
GHz, Tb,max=1.72 MK, (b) 1.8 GHz, Tb,max=1.41 MK, (c) 3.2 GHz, Tb,max=1.98 MK,
(d) 4.4 GHz, Tb,max=2.11 MK, (e) 4.8 and 4.84 GHz, Tb,max=2.23 MK, (f) 6.2 GHz,
Tb,max=1.91 MK, (g) 8.2 and 8.48 GHz, Tb,max=2.09 MK, (h) 10 GHz, Tb,max=1.35
MK, (i) 14.95 GHz, Tb,max=0.8 MK.
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Figure 3.7 Sample Tb spectra fit with single-temperature, single-emission mecha-
nism models (solid lines). The OVSA (+) and VLA (X) are plotted with their cor-
responding error bars. These are log-log plots, and so the errors appear ”stretched”
towards the bottom. (a) a spectrum well fit with a free-free emission model, (b) a
good gyroresonance fit, (c) the spectral fit lies between most error bars (although
the VLA data point at 1.4 GHz is missed) but all of the points at the top of the
mid-frequency temperature rise are missed, (d) the best fit to this spectrum repre-
sents an average of values, which is sufficiently bad as to miss data points at every
frequency, even the more heavily weighted VLA data points.
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low frequencies not being able to resolve all the structure, or 3) a cooler (1 MK)

medium overlying a hotter (3 MK) source. On the first point consideration must

be given to the fact that the radio maps are produced from all day integration of

the radio data. In order for the signature of a non-thermal population to appear in

such maps, the brightness temperatures reached should be quite high, such as with

flares or peculiar, neutral-line sources (Alissandrakis et al., 1993), or the population

should be sustained for a large portion of the observation time. As mentioned before,

the data around the single, small flare have been excluded from the Earth-rotation

synthesis maps and no other significant brightness fluctuations appear in the data.

That all the spectra over the strongest photospheric fields, covering an area slightly

larger than the sunspot, exhibit the positive-slope feature at varying levels further

brings into question the sustainability of such a spatially wide-spread population over

a large portion of time. The second possibility also seems unlikely to apply to this

data set, since the target active region is spatially much simpler than the one studied

by Gary & Hurford (2004). The Tb maps show that at low frequencies the peak occurs

well to the east of the region of positive-slope spectra. The original VLA map, before

convolution to the OVSA 1.4 GHz resolution is able to easily resolve the structure

of the source. As noted in the previous section, the location of the peak shifts to

the sunspot region and the temperature rises at slightly higher frequencies. If the

high coronal temperature observed over the sunspot at high frequencies extended

to greater heights, it should be reflected in a separate, if reduced, free-free (low-

frequency) temperature peak at that location. Such a feature is not seen in any

form. While these arguments are qualitative, they cast doubt on the viability of the

first two solutions for explaining the distribution of positive-slope spectra.

The third possibility, a cooler component overlying a hotter one, seems to be

supported by the results of previous spectral studies mentioned in the Chapter 1.

In accordance with the results of the single or sparse frequency studies discussed
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there, free-free emission must dominate at low frequencies while gyroemission takes

over at higher ones. To explore this configuration, the algorithm was modified to

fit the spectra with a two component model where a hot gyroresonance component

underlies a cooler, but still of MK order, free-free component. This radiative transfer

model is of the form

Tb = Te,gyro(1− e−τgyro)e−τff + Te,ff(1− e−τff ) (3.1)

where τff = α/ν2 and τgyro = β/ν5, giving the model’s free-free component’s optically

thin portion a frequency dependence of ν−2 and the gyroresonance factor one of ν−5.

The observing frequencies when the τ parameters become unity are obtained directly

from the model fit since then νff,τ=1 = α1/2, and νgyro,τ=1 = β1/5. The values of Te,ff

and Te,gyro are also obtained directly from the fits. This frequency dependence for the

gyroresonance component is chosen because, as mentioned in §3.1, actual observed

spectra will have a frequency slope at the shallower end of the expected range. This

is because of temperature and density inhomogeneities within the resolution element

or along the line of sight (Gary & Hurford, 1994). The slope is further reduced by

combining the polarization information into the Stokes I parameter. In any case,

it was found that every gyroresonance slope in our data can be adequately fit with

such a model.

An example of how well these spectra are fit with the two component model

is shown in Figure 3.8. In order to easily assess the effect of the two-component

model, the spectra displayed are for the same lines of sight as in Figure 3.7. Panels

a and b of Figure 3.8 show the flexibility of the method. These spectra were well fit

with a single component model in the previous method and remain so after the new

model is used. The improvement can be easily verified in panels c and d of the same

figure, where the previously ill-fit spectra are now represented by a model that passes

through the majority of the error bars at each data point. Panel d of this figure also

shows the behavior of the individual components if the other was not present. The
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combined behavior, through the radiative transfer model in Equation 3.1, produces

the matching spectra. The free-free component is optically thick at low frequen-

cies, dominating the Tb spectrum. As the frequency increases the free-free spectrum

becomes optically thin (τff < 1) and the gyroresonance component begins to domi-

nate, raising Tb since Te,gyro > Te,ff . This configuration indicates that the actual peak

temperature of the gyroresonance component is hotter than the observed brightness

temperature for some lines of sight. There is a possibility that the Tb spectra repre-

sent a change in temperature amongst the various gyroresonance layers, so that the

spectrum is simply reflecting these changes. This view, however, is hard to reconcile

with the requirement for optically thick free-free emission at the lowest frequencies.

This is because the free-free absorption coefficient has a fixed ν−2 dependence on

frequency and, for high optically thick temperatures the absorption has an influence

that extends to the higher frequencies. Small variations are possible, such as reducing

the gyroresonance temperature at the lowest frequencies, but the data are not of suf-

ficient quality to explore more subtle variations than those represented by the two

component model. As will be seen in the analysis, when the two-component model

fits are applied to the entire field of view, this algorithm reproduces the known results

where free-free emission dominates over the plage areas of the AR and gyroemission

is the chief mechanism over the sunspot area. However, there is an area where the

two regimes overlap to produce spectra like that in Figure 3.8, thus yielding a strat-

ified coronal model. Although the radio data alone do not provide an estimate of the

spatial separation between the two layers, the vertical separation is a step towards a

three-dimensional mapping based purely on observations.

3.2.4 Maps of Physical Parameters

The temperature distributions of the two components plotted over the SP-MDI mag-

netogram are displayed in Figure 3.9a, with the gyroresonance Te contours in red
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Figure 3.8 Sample Tb spectra corresponding to the same lines of sight represented in
Figure 3.7, now fit with a two-emission models where each component has an inde-
pendent temperature (dash-dot-dot lines). The OVSA (+) and VLA (X) are plotted
with their corresponding error bars. (a) the free-free fit remains the best fit for this
spectrum, (b) as does the gyroresonance only model for this spectrum, (c) improved
fit to the spectrum in Figure 3.7c, (d) improved fit to the spectrum in Figure 3.7d.
The individual free-free (dotted) and gyroresonance (dashed) components are also
plotted.
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and the free-free ones in yellow. The gyroresonance component reaches a peak tem-

perature of 2.5 MK while the maximum in the free-free distribution is 1.6 MK. The

gyroresonance electron temperatures exhibit a two-peak structure with one peak

directly over the Bz peak and the other, higher Te peak aligned N-S over the region

of scattered positive photospheric magnetic flux directly adjacent to the SE of the

sunspot. The free-free Te distribution has its single peak over a region about 130′′SE

of the sunspot while the entire distribution covers a large area encompassing the pho-

tospheric plage region. The spatial arrangement of the two components is in agree-

ment with the well-established influence of free-free emission over the plage areas and

of the dominance of gyroresonance emission near the sunspot. Notably, that these

distributions exhibit smooth spatial continuity and reproduce results obtained from

single-frequency studies is important since they were obtained through model fits to

spectra corresponding to individual pixels, each fit independent from all others.

Figure 3.9b displays the same elements as in 3.9a, now overlaid with a sample

of field lines from the potential field extrapolation. In this view, the peak of the

free-free temperature distribution is co-located with the tops of loops connecting

the central portion of the extended plage to the sunspot. Long field lines reconnect

to the negative-polarity sunspot and the legs of these loops are co-located with

the distribution of gyroresonance temperatures. These inferences agree with the

conclusions of previous studies where the free-free dominated emission from VLA’s

L-band maps comes from loop tops reconnecting sunspots within ARs (Gary &

Hurford, 1987; Vourlidas et al., 1996) and that gyroresonance dominates when the

magnetic field is strongest, near the base of the corona over sunspots. The tops of

the loops extending to the N of the sunspot do not have a significant radio-derived

temperature co-located with them. Knowledge of the temperature at the loop tops

and foot points also places additional constraints on the transport of heat along the

loop itself.



51

Figure 3.9 Temperature distributions on the combined SOT-SP/MDI magne-
togram: (a) Te,gyro (red) and Te,ff (yellow) with levels=[0.3, 0.5, 0.7, 0.8, 0.9]×Tmax,
where Tmax=1.6 MK for free-free and Tmax=2.5 MK for gyroemission, and (b) the
same contours with representative field lines from the extrapolation.

The values for the column emission measure (EM) were obtained only for

the pixels containing a free-free component, since the equation is valid only for this

mechanism. Further constraints were imposed on the pixel selection for this quantity,

since the resulting turnover frequency from the model fit is used. The contours for

levels 12, 19, 70, and 130×1027 cm−5 are shown on the EIT 195Å and XRT’s C-poly

maps in Figure 3.10. These values are within an order of magnitude with those found

by Gary & Hurford (2004). The peak of the EM is outlined in black and overlies

what appear to be loop foot points in EUV and the bottom edge of the brightest

emission in X-rays. A Te,ff contour (white) outlining the peak of that distribution

is included in the EIT map to show that the greatest EM values occur away from

the Te,ff peak. The shape and location of these higher EM values do not appear to

correspond to the overall features in the displayed maps, which sample the corona

above the AR. A plausible explanation for this distribution will be presented in §4.2.
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Figure 3.10 Emission measure levels 20,60, and 120× 1027 cm−5 (gray to black) on
(a) EIT’s 195Å map with the Te,ff=1.4 MK contour in white for reference, and (b)
XRT’s C-poly filter map.

Finally, the contours for Btot of the last optically thick layer along each line

of sight for a single harmonic, in this case s=3, are overlaid on the combined SOT-

SP/MDI magnetogram in Figure 3.11a. The gyroresonance spectra turn over due

to the rapid drop in temperature from coronal to chromospheric values, so these

contours delineate the total magnetic field at the base of the corona. Since the

base of the corona is only about 2000 km above the photosphere some correlation

is expected between these contours and the photospheric field. Indeed, the radio-

derived contours cover the region of strongest photospheric flux of both polarities.

The locations of the peaks of the photospheric Bz (white plus sign) and the coronal-

base Btot are displaced by ∼28′′. The Btot peak lies over the neutral line. Such

displacements of coronal to photospheric magnetic field peaks has been encountered

in previous studies (Gary & Hurford, 1994; Nindos et al., 2000), but the reason for

the displacement has not been determined. A natural and compelling explanation

for this will be explored in Chapter 5. Figure 3.11b shows the same contours over
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the MDI continuum map. This overlay shows that the location of the coronal-base

Btot peak is directly over the umbra/penumbra border.

Figure 3.11 Btot(s=3) levels 0.3, 0.6, 0.8, 1., 1.3, 1.5 kG on (a) SP/MDI magne-
togram with the peak in Bz denoted by the white +, and (b) on the MDI continuum
map. The Btot peak lies over the neutral line, directly over the umbra-penumbra
border.

Since the temperature of the last optically thick layer can be read directly

from the spectral fit, the derived temperature and magnetic field distribution at the

base of the corona are explored concurrently. Figure 3.12a outlines Btot(s = 3) in

white contours over the Te distribution, shown in grey-scale. The pixelization of the

Te distribution reflects the 9.2′′ × 9.2′′ pixel size of the averaged data, as discussed

in section 3.2.1, viewed in this 180′′ × 180′′ field of view. The negative sunspot is

outlined by the contours in black while the positive 500 G contour is outlined in

light gray. There is a temperature peak over the contours of positive photospheric

field, while both hot and cooler temperatures are found within the negative, umbral

region. As noted earlier, the peak of the Btot contours lies between the region of

strong negative-polarity and the weaker positive-polarity flux. The letter labels in

the map denote regions whose spectra are displayed in Figure 3.12b, c, and d.
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Figure 3.12 Radio-derived Te,gyro and Btot distribution and sample spectra: (a) Btot

0.7, 0.8, 0.9, 1.0, 1.4, 1.6 kG contours (white) over Te (grey scale in color bar), with
MDI Bz contours for reference, (b) radio spectrum from the location labeled ”(b)”
in panel a, corresponding to the Te,gyro peak, (c) spectrum corresponding to the Btot

peak at location ”(c)”, and (d) spectrum corresponding to location ”(d)”, at the
photospheric Bz peak.
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Figure 3.12b shows the spectrum corresponding to the location directly above

the absolute Te peak (location ”b”). The high temperature is a consequence of the

homogeneous Te assumption for each component forced to fit to the low-frequency

temperatures. However, the value of ντ=1, and therefore of Btot, is not affected by

this assumption and it is clear that there is a MK signature at the turnover fre-

quency. Figure 3.12c corresponds to location ”c”, which lies over the neutral line

and corresponds to the peak of the radio-derived Btot distribution. The turnover fre-

quency read from the gyroresonance component corresponds to Btot = 2.43, 1.62 kG

for s = 2, 3. Both the s = 2 and 3 values are quoted since the appropriate harmonic

is not yet known at this stage. Figure 3.12d shows the spectrum over the peak of

the photospheric Bz (location ”d”). The optically thick temperature of the gyrores-

onance component is higher than that at location ”c”, yet the turnover occurs at a

lower frequency, resulting in Btot = 1.33, 0.89 kG for s = 2, 3. The two component

model reliably fits these spectra, and demonstrates how the displayed distributions

are derived.

3.3 Determination of Harmonic Number

As was just mentioned, the harmonic number for the last optically thick layers is not

determined from these radio spectra. Only high-quality polarization observations,

such as those simulated using the Mok et al. (2005) model and shown in Figure 2.11,

would exhibit sufficient precision to determine the responsible harmonics directly

from the radio spectra by taking the ratio of turnover frequency from each polar-

ization spectrum as described in Section 2.3. The available data do not permit this

level of separation along any line of sight. This is one of the ambiguities that led to

use of I instead of R and L spectra for this analysis. As was described in Section

2.3, the Stokes I spectrum turns over at the same frequency as that of the polar-

ization with the lowest optically thick harmonic, with a small margin of error. The
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fitting algorithm returns a turnover frequency ντ=1 for each line of sight that is ade-

quately fit with a gyroresonance component, from which Btot can be calculated if s

is known. The possible values of Btot are limited to harmonics s of the fundamental

gyrofrequency, i.e., s = 2, 3, and possibly 4 under coronal conditions. Thus, for a

given line of sight, there are only three possible values of Btot corresponding to the

three possible harmonic numbers. Since the polarization signature in the data is of

insufficient quality to obtain the correct harmonic independently, the potential field

extrapolation is used to calculate which of these harmonics are optically thick. The

extrapolation provides only θ, the angle between the magnetic field vector and the

line of sight. The rest of the parameters are obtained from observations.

The current-free extrapolation was de-rotated from the heliographic plane back

into the image plane corresponding to the day’s observations. The rotated extrapo-

lation is resampled to the resolution of the radio observations so that there is a direct

pixel-to-pixel correspondence in x, y, where each pixel represents a line of sight along

z. At each pixel with a gyroresonance component and therefore with three possible

values of Btot , the extrapolation is searched for the location in z where the values are

matched, and the optical depth is calculated at these locations. Since these values

correspond to a single turnover frequency, the optically thick layer closest to the

observer is the one responsible for the observed emission. By resolving the issue of

appropriate harmonic, the magnetic field strength of the last gyroresonance layer in

the corona for each line of sight is determined. The method is then applied to all

lines of sight independently.

For the calculations of optical depth the exact equations are required, since

the various approximations often used have been shown to have various problems

(Vourlidas et al., 1997). The full equations for optical depth of the two wave modes

are obtained from Vourlidas (1996) as derived from the corrected formulae of Melrose

& McPhedran (1991). The value of Te and B are observables obtained directly from
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the spectrum. The value of θ, the angle between the magnetic field and the line

of sight, is obtained from the extrapolation at the matching location for each of

the possible values of B. For the electron density ne an array of values of [8.5, 9,

9.5, 10]×109 cm−3, which covers the range of values found from previous studies (i.e

Shevgaonkar & Kundu 1985; Gary & Hurford 1987; Lee et al. 1993), was employed.

The studies quoted obtained the higher values for high frequency observations, up to

15 GHz, while the lowest value is from a turnover frequency of 4 GHz. In addition,

several workers report that τgyro is not as greatly affected by the choice of ne as by

the choice of θ (Vourlidas et al., 1997). Then, by using a range of values derived from

previous studies, realistic results should be obtained. In the ensuing analysis, the

differences from using the various densities are minimal, confirming that the results

are not very dependent on density. A pixel is set to be optically thick if τ > 0.9 in

the calculations.

The results of the optical depth calculations in terms of area coverage are now

explored. Figure 3.13 displays the optically thick pixels (grey) for both o and x

modes for s = 2 and 3. The s = 4 layer is nowhere optically thick so it is not

displayed. The 400 G contour from the radio derived s = 3 map is displayed as it

outlines the edge of the gyroresonance source. Some MDI contours are also included

as a reference. The calculations show the expected structure (White, 2004) as follows:

there is a window above the sunspot center where only the s = 2 x-mode layer is

optically thick, the s = 3 layer covers a larger area than the s = 2 layer because it

comes from lower magnetic fields at higher altitude, and the s = 3 o-mode layer is

optically thick only at particularly inclined angles and so it has a wider window of

optically thin pixels over the sunspot center.

Figure 3.14a shows the total area covered by optically thick pixels with the

same reference contours. The areas where the radio spectral fitting returns a gyrores-

onance signature, but the calculations do not yield optically thick pixels, are labeled
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Figure 3.13 Optically thick lines of sight (grey) for the various gyroresonance layers,
as determined from calculations with radio data. The 400 G contour from the radio-
derived s = 3 Btot (black) and the (−600, 500) Bz contours are included for reference
(gray): (a) s = 2, o-mode, (b) s = 2, x-mode, (c) s = 3, o-mode, and (d) s = 3,
x-mode.
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A-D, and can be considered regions where the extrapolation is not consistent with

the radio observations. It is interesting that these regions are also the locations of

temperature peaks in the gyroresonance Te distribution, as seen in Figure 3.14b.

Figure 3.15 displays spectra from each of the labeled locations A-D. These spectra

display a clear gyroresonance signature, ensuring that the derived Btot values are

real. Further inspection reveals that the discrepancy occurs because the extrapola-

tion does not contain high enough magnetic field strengths along these lines of sight

to match those derived from the radio spectra. While the method shows that the

extrapolation is able to match observations along many lines of sight, the derived Te

distribution is now used to further explore the areas where there is a discrepancy.

Figure 3.14 (a) Total area covered by optically thick lines of sight –a combination of
pixels in Figure 3.13, (grey), with other contours as in that figure. The areas labeled
A-D are regions where the extrapolated B field is too low to match that derived
from the radio spectra. (b) Gyroresonance-derived Te distribution in the same field
of view. The locations of the Te peaks coincide with (A,C,D) or straddle (B) the
regions of discrepancy.

3.4 Location of Inferred Coronal Currents

A comparison of the gyroresonance component’s Te distribution with X-ray data

from XRT shows that the peaks in temperature correspond to the foot points of
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Figure 3.15 OVSA (+) and VLA (bold +) spectra corresponding to the labeled
points in Figure 3.14a along with the fit’s two-component model (dashed) and cor-
responding rms error bars: (a) spectra for location A, (b) location B, (c) location C,
and (d) location D.
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X-ray loops. In turn, these X-ray loop footpoints lie directly over the penumbra

(Figure 3.16a). When considering the map overlays in these figures it is important

to keep in mind that the AR is at ∼ 49E longitude and projection effects will make

the forward loop component appear to overlie the leading part of the umbra. Other

workers have reported this effect (i.e. Vourlidas et al. 1997 and references therein).

The existence of very hot, X-ray emitting plasma, coinciding with the peaks of the

gyroresonance temperature at the base of the corona, in regions where the observed

magnetic field strength is higher than that in the extrapolation, imply that these are

regions with an increased heating function where coronal currents raise the magnetic

field above potential-state values.

Figure 3.16 XRT’s Al-med filter data overlaid with (a) the white-light umbral and
penumbral boundaries (gray) and the gyroresonance Te (white) and (b) the same
Te (now grey) with field lines (white) corresponding to X-ray emission. Field line
matching is discussed in section 4.1.

The finding that a two-component free-free and gyroresonance model best fits

the radio spectra returns a stratified view of the corona above AR 10923. Specifically,

the free-free emission is associated with the tops of long loops, while the gyroreso-

nance emission comes from the legs or foot point of loops converging onto the sunspot

region. In addition, maps of the emission measure for the free-free emission and the
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total magnetic field at the base of the corona are derived. The boundary condition

for a current-free extrapolation was optimized through a combination of data from

the MDI and SOT instruments. This resulted in a magnetic field model that agrees

with the loop configuration observed in EUV and X-ray data. Analysis with this

extrapolation shows that the derived physical parameters yield the expected results

from optical depth calculations. These calculations, in turn, point to the co-location

of areas where the model and observations differ with the foot points of hot X-ray

loops. Since gyroemission is observed over the entire sunspot region, the differences

between the areas of congruence and of discrepancy warrant further exploration.

This analysis is undertaken in the following chapter.



CHAPTER 4

IMPLICATIONS FOR THE ATMOSPHERIC STRUCTURE ABOVE
AR 10923

There are two main results from the model fitting: (1) that the corona, as seen

through radio observations, can be modeled as two stratified layers, the lower one

of which is dominated by gyroresonance emission while the higher one emits via

free-free emission, and (2) that the base of the corona is not uniform in temperature

nor magnetic field strength, with the hottest areas also exhibiting magnetic field

strengths above those expected from a current-free state. These results can be used

in conjunction with other data to explore the three-dimensional configuration of the

corona. In the following discussion, these results are used to obtain such information.

4.1 Thermal Free-free Emission in the Corona

While it is not expected that the transition from the gyroresonance to free-free dom-

inated regime is abrupt or co-planar, the changeover provides restrictions on the

temperature and density distributions along coronal loops. As can be seen in Figure

3.9b, the free-free emission dominates at the tops of certain loops, and gyroemission

corresponds to the legs or foot points. During an effort to understand the condi-

tions in this configuration, it was found that the free-free emitting loops do not

appear different in length or shape from some non-emitting loops in the extrapola-

tion. Hence, they must differ from the non-emitting loops due to some other factor,

such as the location of their foot points. This might come about due to the variations

in the heating function at the base of the corona over the entire AR. It also implies

that different loop systems can be associated with different combinations of emission

mechanisms.

Rosner et al. (1978) found that, for loops in hydrostatic equilibrium, the tem-

perature maximum is near the loop apex. Because of the stability of the region’s pho-

tospheric magnetic field and coronal EUV and X-ray loop configuration throughout
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the observation day, this condition may be considered a valid approximation for AR

10923. Based on this assumption the observed radio and X-ray free-free emission

are identified as emanating from two distinct loop systems. To identify the radio

free-free loop system, an arbitrary but reasonable minimum temperature of Te > 0.9

MK is chosen to denote peak coronal temperatures and only those loops whose mid-

points lie within this temperature contour are selected and plotted (Figure 4.1a). A

comparison of these radio loops on the XRT map (Figure 4.1b) shows that, while

some of these loops coincide with diffuse X-ray emission, particularly obvious in the

Southern-most loops, the brightest X-ray signatures lie below these loops. Simi-

larly, X-ray emitting loops are identified as those whose tops are co-aligned with

the brightest X-ray free-free emission from the Al-med XRT filter (Figure 4.1c). A

comparison of these loops to to the radio’s temperature criterion (Figure 4.1d) shows

that the tops of only a few of the longest of these X-ray loops lie within the 0.9 MK

contour. These comparisons demonstrate that while there is some overlap in emission

from both radio and X-rays, as would be expected because both wavelength regimes

are a produced by the same emission mechanism, the bulk of the emission coincides

with the loop tops from two different loop systems. Why, then, should the different

loop systems be dominated by free-free emission at the two different wavelengths?

Having associated radio and X-ray free-free emission with different loop sys-

tems, the extrapolation is used to create a model schematic of the field line con-

figuration. The diagram displayed in Figure 4.2a shows the configuration as seen

from solar North. Here field lines matching the radio source are in blue and the ones

matching the X-ray sources are in red. The X-ray associated field lines have a wide

range of loop lengths and heights, and surround the sunspot. The field lines respon-

sible for the bulk of the radio free-free emission reach greater heights than the X-ray

loops, and all have positive-flux foot points in the farthest portion of the plage East

the sunspot. The distance between foot point locations of the tall radio loop and the
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Figure 4.1 Field line matching to emission source: (a) field lines whose loop tops
coincide with radio free-free emission at Te > 0.9 MK (yellow), (b) the radio source
matching field lines overlaid on X-ray data (Al-med) from XRT, (c) field lines with
loop tops within the brightest X-ray free-free emission from the same filter, and (d)
the X-ray matching field lines overlaid with the same radio Te contour as in (a).
There is some diffuse cross emission between both loop systems.
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shorter X-ray loop foot points in this far plage region was found to be minimal, with

separations of only a few arcseconds at some locations. Negating the possibility that

the height of the loop is a condition for association with radio emission, the diagram

also shows field lines of equal length and height as the radio emitting loops, in black,

that show neither radio nor strong X-ray emission. The difference, then, must lie

in the location of the foot points and associated heating. Figure 4.2b displays the

image-plane view of the two loop systems, showing that the radio loops converge to

a point inside the nest made by the X-ray loop foot points.

Figure 4.2 Schematics of the distribution of the X-ray (red) and radio (blue) emit-
ting groups of loops, and non-emitting field lines in black : (a) as seen looking S
from solar N , and (b) overlaid on the MDI continuum map as observed in the image
plane. Note the differences in height and foot point locations.

As discussed in section 3.4, the available observations show that the X-ray

foot points are anchored in the penumbral region. Therefore the free-free loops fall

within the umbra. This means that the foot points of the X-ray emitting loops are

associated with the outer portions of the radio-derived Te,gyro and Btot distributions

at the base of the corona, discussed in section 3.2.4. Closer to the center of those

distributions are the foot points of the radio associated loops, which are dominated

by the gyroresonance mechanism because of the increase in magnetic field strength.
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Within the extrapolation, field lines emerging directly from the peak of the pho-

tospheric magnetic field reconnect to the plage areas far East and North of the

sunspot and are associated with a dark X-ray corridor extending diagonally to the

North− East from the sunspot (see, for example, Figure 4.1b to see this darkened

region). Many workers have reported the detection of cooler material over sunspot

umbrae than in the surrounding corona (i.e. Foukal et al. 1974; Felli et al. 1981;

Kundu et al. 1981; Alissandrakis & Kundu 1982). Other results have suggested that

umbral loops may extend to higher altitudes and are filled with cooler plasma (Gary

& Hurford, 1987; Vourlidas et al., 1997). Vourlidas et al. (1997) found that observed

polarization in VLA data could be accounted for only if the umbral and penumbral

loops formed two distinct systems with different densities and temperatures, heated

by varying heating rates at their foot points. The implication of these results and

the conclusion from the analysis just described is that the field lines reach a peak

temperature that depends on the foot point location within the sunspot region, with

temperatures varying greatly between very closely spaced foot point locations, even

within the umbra. The X-ray loops may have the density required for free-free radio

emission, but may be too hot for emission to be optically thick at radio wavelengths

because of the dependence of the optical depth on T
−3/2
e (Eq. 1).

4.2 Implications for the Emission Measure Distribution

Radio emission at low frequencies and X-ray emission are produced by the free-free

process. The difference arises from the kinetic temperature of the electron population

producing the emission (high for X-rays, lower for the longer radio waves) and the

consequent difference in impact parameter in the Coulomb interactions. X-ray data

can be inverted to obtain an estimate of the coronal temperature and emission mea-

sure, and these parameters can be directly obtained from the radio observations, as

described in Chapter 1. Based on the assumption that the X-ray and radio emission
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arises from different wings of the same thermal distribution, there have been many

attempts at comparing these quantities as derived from both wavelengths (Webb

et al., 1987; Nitta et al., 1991; Schmelz et al., 1992; Brosius et al., 1992; Lang et al.,

1993; Klimchuk & Gary, 1995). The majority of these studies report that the tem-

perature estimated from X-rays is consistently higher, about twice that obtained

from radio data, and agreement is found by invoking the presence of cool (105 K)

intervening material. One exception the values derived from X-ray and radio data

agree is Gopalswamy et al. (1991). Comparison of the emission measures are found

to be incompatible as well.

The proposed separation of X-ray and radio free-free emission by loop system

presents a plausible explanation for the differences in plasma temperature and emis-

sion measure from the two energy regimes. Namely, a straight-forward comparison is

not always possible because the X-ray and radio wavelengths are emitted from two

different loop systems and do not necessarily represent the same set of temperatures

and emission measures. In addition, the association of the free-free radio emission

with a particular loop system points to an explanation, discussed next, for the derived

two-dimensional emission measure distribution which, as discussed in section 3.2.4,

does not appear to correspond to features observed at any wavelength.

The emission measure, defined in Equation 1.3, is the integral along the line of

sight of the density squared. Thus it is weighted by the density, although the depen-

dence on path length is not easily removed. In the previous section it was determined

that free-free emission dominates at the tops of certain loops while gyroresonance

is responsible for the emission near the foot points. Since plasma transport across

field lines is inhibited in the low-β corona, as these loops converge the density should

increase, increasing the EM if the path length does not vary at a rate faster than the

increase in n2
e. The increase in EM would not be observed beyond the region along

the converging loops where gyroresonance absorption takes over. The peak of the
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derived EM distribution should then overlie the region of increasing density along

the converging radio-emitting field lines at heights where the dominating emission

mechanism is still free-free. That this configuration is reasonable can be seen in the

co-location of the converging radio loops with the EM peak, as shown in Figure 4.3.

Figure 4.3 Field lines correlated with free-free radio emission and the derived emis-
sion measure distribution levels 60 and 120 × 1027 cm−5 on XRT’s Al-med filter
map.

In summary, the assumption of loops in hydrostatic equilibrium lead to the

association of radio and X-ray emission with two distinct loop systems. These loop

systems differ in the location of their foot points and presumably also differ in the

associated heating function. The X-ray loops are anchored in the penumbra, where

radio-derived temperatures show a peak and the observed magnetic field values are

higher than those from a current-free extrapolation. The radio loops have foot points

within the umbra, in regions of slightly cooler temperatures and increased agreement

with the extrapolation. The overall implication of this configuration is that the
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sunspot dominates the temperature and emission behavior of the entire active region,

its reach extending tens of thousands of kilometers above the photosphere and around

the sunspot. The confinement of the bulk of the radio emission to the tops of certain

loops also presents a plausible explanation for the differences in the temperatures

and emission measures derived from X-ray and radio observations. That is, such

comparisons are not straightforward because the two emissions arise from two distinct

loop systems. This view also presents an explanation for the radio-derived emission

measure distribution. Having used the results of the radio analysis, in conjunction

with the extrapolation, to explore their implications for the corona, in the next

chapter attention is turned to an analysis of one of the lowest regions of the solar

atmosphere, the transition region.



CHAPTER 5

ON THE TRANSITION REGION

Radio observations alone, or from any single wavelength regime for that matter, can

not generally provide direct information about their source heights. The possible

exceptions to this are limb observations and stereoscopic studies. In limb obser-

vations, the geometry lends itself to the derivation of the height distribution in

the image plane but not along the line of sight. Stereoscopic studies, in which

the height of radio sources is geometrically determined from changes in the aspect

angle throughout multi-day observations, must assume that the target AR is stable

throughout the entire observation time. Often, a combination of these techniques is

used to determine source height. Concerning gyroresonance dominated frequencies,

Alissandrakis and Kundu (1984) determined a height of 1 × 104 km at 4.87 GHz,

while Lang et al (1982) found twice the height (2× 104 km) for their 5 GHz source,

and Shibasaki et al (1983) obtained a height of 6 × 103 km for a 4.7 GHz source.

At a higher frequency, Lee at al (1993) determined a height of 5.2 × 103 km for a

7.2 GHz gyroresonance layer. At even greater frequencies, Aschwanden et al (1995)

found heights of 3.3 × 103 km to 1.1 × 104 km for 10 to 14 GHz sources. Gyrores-

onance sources, then, occupy the first 5-10 thousand km of the solar atmosphere,

with height generally increasing with decreasing frequency (for a possible exception

see Aschwanden et al 1995). These studies have produced typical height estimates

of the centroids of entire source regions, but none have attempted the mapping of

height of the emission as a function of position over an entire AR. The high-quality

spectra and the type of analysis and model fitting developed in this thesis presents

a unique opportunity to demonstrate an approach by which this can be done. The

purpose of this chapter, then, is to outline the method by which the results of the

spectral analysis of the radio data and the subsequent comparison to the magnetic

71
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field extrapolation can be used to obtain the three-dimensional temperature dis-

tribution in height from the coronal base through the transition region down into

chromospheric temperatures, Te(x, y, h).

5.1 Principles of the Method

Since the high frequency fall-off of brightness temperature in gyroresonance spectra

begins at the frequency emitted by the last optically thick layer at coronal tempera-

tures, the slope conveys information from the base of the corona and the underlying

transition region where the temperature falls to chromospheric values. The result

of the analysis of the gyroresonance component described in section 3.2 returns the

magnetic field at the base of the corona. The gyroresonance emission from the emit-

ting region must be optically thick in order to be observed Tb = Te = Te(Bτ=1),

where Bτ=1, given by equation 1.4, is the magnetic field at the location where the

model parameter τ (which is not the optical depth of the emitting material) is equal

to unity. However, equation 1.4, from which the above relationship was derived,

holds for any frequency where the emission is due to the gyroresonance process, not

only ντ=1. The spectrum, then, represents Te(B(ν)) for all ν where gyroresonance

emission dominates. This condition is guaranteed for all frequencies along the slope

of the gyroresonance spectra, so long as the emission is optically thick. At each fre-

quency along the spectrum the magnetic field matching the resonance condition for

the observed emission occurs at a specific but unknown height h above the photo-

sphere. If the height distribution B(h) were known, the spectra could be inverted to

derive the temperature distribution as a function of height Te(h). Such an analysis

carried out over all lines of sight where there is a gyroresonance component would

yield Te(x, y, h), where x and y are the usual heliocentric coordinates. Knowledge of

this distribution is valuable in the investigation of the transition region, where there

is a known temperature discontinuity of several million degrees (Stix 2004).
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Magnetic field extrapolations provide B(h), although some caveats must be

considered when using this information. If the true Te(x, y, h) is to be derived,

the extrapolation must exactly represent the coronal B(h) for every line of sight.

As was shown in section 3.3 and by other researchers (i.e. DeRosa et al 2009 and

references therein), extrapolations of solar magnetic fields have limitations. However,

the limitations of the extrapolation only limit the scope of the resulting distribution

and not of the demonstration of the method itself. This study has shown that the

potential field extrapolation used matches the expected field values obtained from

the radio observations (Figure 3.14) over the majority of the lines of sight exhibiting

gyroresonance emission. Ideal Tb spectra, such as the model spectra of Figure 2.11,

would be analyzed in each polarization, not in total intensity as done in this study.

As described in section 2.3, this has the effect of reducing the steepness of the high-

frequency slope from that of the polarization spectra. In addition, all Tb spectra from

this data set are well fit by a gyroresonance model with a single, idealized frequency

dependence given by equation 3.1 with τgyro = 1. While the turnover frequency is

different for the various lines of sight, our fits fix the slope as ν−5. Having the same

slope certainly masks more subtle temperature variations in frequency, and therefore

height, that better data might exhibit. Nevertheless, the methodology is applicable

to gyroresonance spectra of any shape, and leads to some interesting result even for

this limited data set.

5.2 Implementation of the Method

The method of obtaining B(ν) and the appropriate harmonic is the one outlined in

Chapter 3 for the frequency ντ=1 where the τ parameter of the gyroresonance model

becomes unity. Because the fitted model is of known form, the temperature at any

frequency can be directly obtained from the model. Equation 1.4 is then used to

calculate the magnetic field strength Btot for the s= 2, 3, and 4th harmonics of that
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frequency. The data cube containing the extrapolation is first rotated and aligned

with the observed image plane, and is then searched along the corresponding line

of sight for the magnetic field value that matches one the three assigned from the

spectral analysis. At the locations matching a harmonic’s field strength, the optical

depth is calculated as described in section 3.3. This is done for all harmonics and the

optically thick harmonic layer closest to the observer is set to be the observed har-

monic, since all are emitting at the same frequency. The height of this gyroresonance

layer is recorded once the Btot match is found. It is therefore at this height that the

temperature obtained from the spectrum for this frequency is appropriate, resulting

in the desired Te(h1), where h1 is the height of this single frequency layer. The same

procedure is repeated at other frequencies along the same spectrum to derive Te(h)

for this line of sight. By carrying out the same analysis for each line of sight with a

gyroresonance component the Te(x, y, h) from the base of the corona down towards

the chromosphere is finally obtained.

Upon performing this procedure on this data set, it was found that the fre-

quency separation of the points to consider is limited by the resolution of the poten-

tial field extrapolation used. Because the pixel resolution of the photospheric Bz

map from which the extrapolation was created is 1.98′′x 1.98′′, the same vertical res-

olution was used. This is a reasonable value since complexity in the resulting model

is limited by the input magnetogram. At the heights at which the extrapolation and

radio-derived magnetic field strengths match, the field strength in the model increases

very quickly towards the photosphere. The gradient is so steep that the heights of

the magnetic field strengths corresponding to different frequencies are often within

the same extrapolation z-layer pixel. This issue is addressed by increasing the line of

sight resolution of the extrapolation with a spline fit with 1/4 the original resolution.

This increase in resolution is sufficient to separate out layers from a modest frequency
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interval, as will be shown later, while increasing it further provides no greater insight

from this particular set of spectra.

Figure 5.1 Example gyroresonance spectrum showing the frequency intervals used in
the calculation of Te(x, y, h). The ν2 frequency marks where the model’s τ parameter
becomes unity, while ν1 = 3

4
ν2 and ν1 = 5

4
ν2. T1, T2, and T3 are the temperatures

corresponding to ν1, ν2, ν3, respectively. These proportions depict the intervals used
in the analysis, as described in the text, while the values for the various spectra vary.

Three equidistant frequency points along each spectra are chosen at which to

carry out these calculations. The frequency proportions used are displayed in Figure

5.1, denoted by the labels ν1, ν2, and ν3. The frequencies are relative to that at

which the model’s τ parameter equals 1. In this figure that frequency is relabeled

as ν2, here at 6 GHz, and at this location the spectrum returns a temperature

Te = T1 ∗ (1 − e−1). T1 is the coronal temperature in this representation, here

chosen to be 2 MK, which is on the high end of the temperature values in the radio

data. At the frequency ν1 = 3
4
ν2 the corresponding temperature is T1. On the
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other side of ν2, the spectrum at the frequency ν3 = 5
4
ν2 has a corresponding

temperature of Te = T1∗ (1−e−
1

1.255 ). Since each spectrum has its own values for T1

and ν1, the actual values of each frequency used are different, but the proportions

are kept the same. Once the calculations of Te(h) have been carried out for the

three designated frequencies over all pixels with gyroresonance spectra, the resulting

three-dimensional maps are de-rotated back to the original sunspot-centered frame

to investigate the results relative to the solar surface.

A top view of the results of these calculations is displayed in Figure 5.2 over

the de-projected Bz map for reference, with all axes in units of arcseconds. The

resulting layers have been minimally smoothed in the visualization volume for aes-

thetic purposes and blue, red, and green color scales have been used to present the

surfaces corresponding to the ν1, ν2, and ν3 steps, respectively. The color scales

also reflect temperature variations on each surface, the hotter regions being lighter

while the cooler ones take on darker shades. A comparison with Figure 3.14 shows

the match expected between both calculations, taking into account the effects from

viewing the AR from a different viewing angle. Figure 5.3 shows rear perspective

views of all three surfaces in panels (a), (b), and (c), while panel (d) shows the layers

superposed on each other, demonstrating the stratification of the transition region.

It is important to restate that the ν2 surface depicts the shape and height of the base

of the corona, as derived from the height values obtained from the extrapolation, and

the ν1 and ν3 surfaces depict the temperature distribution at equidistant frequency

intervals above and below the coronal base, corresponding to coronal and transition

region temperatures, respectively. These are neither isothermal nor isogauss surfaces,

and their importance lies in their location in this very important region of the solar

atmosphere. Keeping in mind the limitations of the potential-field extrapolation, an

analysis of these results is now discussed.
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Figure 5.2 Surfaces depicting the temperature distributions on the layers corre-
sponding to the (a) ν1, (b) ν2, and (c) ν3 frequency intervals. The axes are in units
of arcseconds from the approximate center of the AR with solar North pointing up.

5.3 Results of the Method

In section 3.3 it was shown that the potential-field extrapolation fails to match the

radio derived magnetic field strengths in regions coincident with X-ray loops. Coronal

currents in these regions can raise the actual magnetic field strength in these regions

above potential state values, causing a local change in the magnetic field distribution.

That the extrapolation used is not a bad approximation over much of the region

may be inferred from the well-matched current-free and X-ray loops in Figures 3.3b

and 4.1. In addition, since magnetic-field strength matches were found over large

portions of the coronal base (Figure 3.14), this is an indication that at least in these

regions the potential and true magnetic field distributions are in a reasonable level

of agreement. Hence, while the entire three-dimensional distributions derived here

should not be used for a quantitative analysis of the transition region, there are some

general features that should be pointed out, restricting the discussion to regions of

agreement.

The lowest layers of all three surfaces are within the lowest extrapolation layer,

which corresponds to 1.6′′above the photosphere. The lowest point occurs near the

neutral line, where the radio data report a temperature peak. Over the umbra, the ν3
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Figure 5.3 Temperature distributions of the same layers as in Figure 5.2, at an
angled view from the North −West corner. The blue, red, and green color scales
correspond to the (a) ν1, (b) ν2, and (c) ν3 frequency intervals, respectively. Panel
(d) shows the superposition of these surfaces, demonstrating the stratification of the
transition region as derived from the analysis. The surfaces share heights above the
positive (white) photospheric flux, while the greatest separation between them occurs
at the greatest heights reached, directly over the sunspot umbra. The vertical scale
has been exaggerated to improve visualization.
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surface reaches a height of 19.5′′. At the Sun, 1′′ ≈ 725 km, so the range spanned by

this lower surface is 1.15x103 km to 1.41x104 km. The temperatures covered by this

surface range from 1.5x10−3 MK to 6.5x10−1 MK. The peak height corresponding to

the ν2 surface is 29.4′′ (2.1x104 km ) with a temperature range of 1.5x10−3 MK to

1.5 MK . For the ν1 surface these values are 35.3′′(2.5x104 km ) for the height above

the umbra and 8.7x10−3 MK to 2.3 MK for the temperature. The frequency range

of optically thick matches is from 4.4 to 14.1 GHz, indicating that the height values

are in very good agreement with those obtained from the studies mentioned in the

introduction to this chapter. These values demonstrate the height variations seen

in figure Figure 5.3, in which the vertical scale is exaggerated to make the height

variations clearer. A view of the calculated surfaces in correct proportion to their

lateral extent is shown in Figure 5.4. At these proportions, the surfaces appear

almost colocated, although the rise in height over the umbra is still obvious. The

height variations also indicate that the transition region, often regarded as extremely

spatially thin because of the sharp discontinuity in temperatures, is highly variable

in height across the AR, although generally thin. The point of greatest separation

between the surfaces is only above the sunspot, with height differences of up to 15.8′′

while the minimum height differences elsewhere are less than the pixel resolution of

1.98′′.

Figure 5.4 View from solar South of the the temperature distributions on the layers
corresponding to the (a) ν1, (b) ν2, and (c) ν3 frequency intervals, demonstrating
the variation in maximum height and surface size. The vertical and horizontal scales
are now in proportion.
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The region low in the corona where there is a temperature peak near the neutral

line (Figure 3.14) also corresponds to the umbral/penumbral border closest to the

neutral line between the strong negative polarity umbra and the strongest patch of

positively directed magnetic flux. It is also near this location that a large portion of

the X-ray loop footpoints converge (Figure 3.13b) and the single harmonic Btot peak

is located (Figure 3.8). At this location, then, one would conclude that the corona

dips to low heights to a region of increased heating. Over the umbra, the situation is

reversed. The cool temperatures of the ν3 surface indicate that there is a volume of

cool material directly over the sunspot, a feature inferred by previous workers using

different techniques (i.e. Foukal et al. 1974; Felli et al. 1981; Kundu et al. 1981; Alis-

sandrakis & Kundu 1982). Section 4.1 presented arguments showing that hot, X-ray

loops have foot points in the sunspot penumbra, and slightly cooler radio loops have

foot points just within the umbra. The field lines converging directly onto the center

of the umbra, where the photospheric magnetic field is the strongest, are cooler, as

inferred from the lack of associated radio or X-ray emission. Considering the results

of the transition region mapping just presented, the radio and non-emitting loops

have foot points over the core of cool material directly over the sunspot umbra,

between the chromosphere and coronal base. This result explains the differences

between the heating functions operating above the umbral and penumbral regions in

AR 10923.

The shape of the ν2 surface also explains why the peak of the radio derived

magnetic field is displaced from the peak of the photospheric field at the center of the

sunspot (Figure 3.11). The material above the umbra remains at sub-coronal tem-

peratures to greater heights, reaching coronal temperatures where the strength of the

magnetic field has considerably decreased. The magnetic field values derived from

the radio spectra correspond to the base of the corona, which drops considerably in

height towards the neutral line, close to the area of strongest positive magnetic flux.
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It is therefore at this location that strong field lines combine with coronal tempera-

tures to produce observable gyroresonance emission at greater frequencies, reporting

a peak in the magnetic field strength. Another feature of the three-dimensional

mapping is that the surfaces decrease in size with increasing frequency, a known

behavior of source sizes in individual frequency maps, as shown in Figure 3.6. That

the combined analysis of radio data with the extrapolation returns this trend is an

additional attestation to the strengths of the technique.

This demonstration of method yielded some interesting results, mostly the

stratification of the transition region, but also the determination of the existence of

a core of cool material over the sunspot umbra. This finding, in turn, presents an

explanation for the different heating functions in the umbra and penumbral regions,

as determined from the work in Chapter 4. If such features are verified by further

observations of other ARs, it may be found that this configuration is a general

feature of the umbral-penumbral-plage transition. A similar study carried out with

better imaging and reliable polarization data might reveal the subtleties of interplay

between the harmonics. Such data would justify a more concrete numerical analysis.

Regardless, the good-quality joint OVSA-VLA data have afforded a demonstration

of the method, providing a preliminary mapping out this important region in three

dimensions. Here, the information not directly derived from observations is the

angle between the magnetic field and the line of sight at the height where the field

strengths match, both of which are obtained from the extrapolation. In this regard,

the method just presented can be used in an iterative process of improving the

parameters of a NLFF magnetic field extrapolation that allows for currents to exist

in the corona. Further investigation of the lower solar atmosphere can also be sought

through stereoscopic methods, which may afford independent measurements of height

as a function of frequency, as demonstrated by Aschwanden (1995). Such future

work will be important in accurately determining the morphology of the transition
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region and the base of the corona, further explaining the mechanisms that create

and maintain the observed structures.



CHAPTER 6

CONCLUDING REMARKS

This dissertation has been driven, since the beginning, towards the goal of a three-

dimensional mapping of the corona above active regions. The originally proposed

techniques of stereoscopy and the use of Spectro-Spatial Maximum Entropy Method

(Bong et al. 2005) were not fruitful, mostly due to the important role the VLA data

play in the calibration of the OVSA data, and pinning down the spectral analysis.

Because the VLA data were only available on a single day, the stereoscopy of AR

10923 had to be abandoned. However, the revision to existing imaging programs and

the implementation of the L1 self-calibration method produce brightness temperature

maps of an unprecedented quality for OVSA data. OVSA is undergoing a complete

upgrade, increasing the number of antennas and completely replacing hardware with

modern, digital technology (Gary 2010). Although this combination will produce

an improved uv coverage excellent polarization calibration, and higher time and

frequency resolution, proper care must still be given to the imaging algorithms. The

stable, 27-element VLA does not have a point-and- click imaging algorithm because

a ”best mapping technique” does not apply to all observations (Briggs, 1995), which

is likely to be true even for a solar dedicated instrument.

The quality of the OVSA maps presented in this dissertation was verified with

comparisons to VLA data taken on the same day, as well as through the improved

continuity in the spectra. This improvement to the spectra allowed for the develop-

ment of an automated model fitting algorithm. In order to fit a variety of spectra,

some of which had a positive slope in what is normally a flat temperature domain, a

two component model was adopted, with good results. Such models generally require

additional components, since all observations of the solar corona indicate that it is

a highly inhomogenous medium, in temperature and spatial structure. Vourlidas et

al (1994) achieved optimal fits to spectra made from the few frequencies available
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from the VLA with multi-thermal free-free emission models. That this should apply

to gyroresonance spectra and combined mechanism spectra is obvious. However,

it should be the data that guide the model fits, and the predicted quality of the

upgraded OVSA holds great promise towards this end.

The optimization of the magnetograms used for the potential field extrapolation

was key to some of the findings in this dissertation. Without a field of view large

enough to encompass all of the magnetic flux in the plage, the NLFF extrapolation

originally attempted gave magnetic field values inconsistent with those expected

from the radio and did not show the proper shifts in heights necessary to match

the locations of the low frequency brightness temperature maps. The potential field

extrapolation used is apparently only affected by the divergence from potentiality

in a few, constrainable regions, but the overall model proved quite useful in this

study. As radio spectral analysis presented here is attempted on future observations,

possibly of more complicated, non-potential regions, it will be necessary to reconcile

the requirements of a vector magnetic field with the need to encompass as much

of the pertinent flux as possible in order to produce extrapolations that can better

approximate the true coronal magnetic field distribution.

One major finding in active region structure was the association of the domi-

nance of free-free and gyroresonance radio emission with different portions of mag-

netic loops. The emission is not exclusive to the tops (free-free) or the foot points

(gyroresonance), and the result should not be taken to imply a complete spatial

separation of these processes. Rather, the differentiation of the regions where the

two mechanism dominate can be used to place constraints of the transport of energy

along the loop. Stereoscopic observations analyzed in this manner will make these

constraints much more concrete, as the need for an extrapolation to obtain heights

is removed, and additional clues to the true three-dimensional distribution along all

portions of the corona are revealed.
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Another major result is the association of radio and X-ray free-free emission

with two distinct loop systems. This led to the observation that X-ray loops have

foot points at exactly the locations where (1) the radio-derived magnetic field values

differ from those in the extrapolation, (2) there was an increased gyroresonance tem-

perature, and (3) the magnetic structure at the surface coincides with the sunspot

penumbra. Because the foot points of the slightly cooler radio loops were within the

umbra, the two regions were determined to represent different environments. This

corroborated similar conclusions from previous researchers (Vourlidas et al 1997).

This conclusion ties in perfectly with those from the implementation of a three-

dimensional mapping technique for the base of the corona and transition region.

There it was found that there is a cool core of material directly above the sunspot,

in the regions where the radio and non-emitting loops converge. The base of the

corona and the transition region drop in height, as well as come closer together, over

the penumbra, suggesting a greater heating function and producing gyroresonance

emission at the lower heights where the photospheric magnetic fields are still strong.

These conclusions about the structure in the corona present explanations for the rea-

sons why radio observations appear as they do, the inconsistencies in the comparison

of radio and X-ray temperature and emission measure values, the lateral displace-

ment of the peaks in photospheric and coronal base magnetic field, and suggest that

different heating functions are working in the umbral and penumbral regions.

This all comes down to what may be considered a beautiful realization. The

extent to which the sunspot dominates the active region structure over a much larger

area is remerkable. Granted, the sunspot has a magnetic field strength much stronger

than anywhere else on the solar surface and its control over the region should be

expected. Nevertheless, from a small region it inhibits convection to set up a varied

landscape in the corona above it, it controls the manner in which temperature and

energy is transported in the corona, separating out the various loop systems observed
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at different wavelengths through different mechanisms, ultimately driving out large

volumes of plasma and energy through Coronal Mass Ejections and flares. Under-

standing sunspots , then, is essential to an understanding of the associated active

regions and activity.
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