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ABSTRACT

DESIGN OF SINGLE-CARRIER FREQUENCY DOMAIN
EQUALIZATION (SC-FDE) WITH TRANSMIT DIVERSITY FOR

WIRELESS AND OPTICAL COMMUNICATIONS

by
Kodzovi Acolatse

As the demand of wireless service is rising, there is a need to transmit high-speed

packets over the wireless communication channel. Broadband data transmission over

wireless channels commonly faces the challenges of multipath fading channels, which

are both time and frequency selective. There is then a need to design transmission

techniques that can combat the adverse effects of the channel, and enable reliable high

data rate wireless services. Orthogonal frequency division multiplexing (OFDM) has

become widely accepted primarily because of its robustness against frequency selective

fading channels, but it suffers a number of drawbacks such as high peak-to-average

power ratio (PAPR), a need for an adaptive or coded scheme to overcome spectral

nulls in the channel, and high sensitivity to frequency offset and phase noise. Single

carrier with frequency domain equalization (SC-FDE) transmission utilizes single

carrier modulation at the transmitter, and it performs frequency domain equalization

at the receiver. SC-FDE is a technique in which, similar to OFDM, equalization is

performed in the frequency domain, but has the advantage of having lower PAPR.

This is important especially in the uplink communications, where lower PAPR greatly

benefits the mobile terminal in terms of transmit power efficiency and manufacturing

cost. Transmit diversity systems, such space-time block coding (STBC) and space-

frequency block coding (SFBC) have be proven to increase the performance of wireless

system by exploiting the spatial diversity of the channel.

In this dissertation, the authors focus on a transceiver (transmitter and re-

ceiver) design for effective and efficient transmission and reception of single carrier



transmission through radio-frequency (RF) and optical wireless (OW) communication

dispersive channels. This dissertation is divided into five main sections.

In the first part, a physical layer hybrid automatic repeat request (HARQ)

system that combines the advantages of the SC-FDE and transmit diversity on the

uplink of wireless communication is presented. The proposed technique can achieve

high throughput and high spectral efficiency in both time and frequency selective

multipath channel. An analytical and numerical analysis of the proposed transmit

diversity SC-FDE/HARQ in a single user system is provided. In general, redundant

symbols are de facto transmitted in a space-time block coding system. It is shown

that the system throughput can be optimized by sending the redundant symbol of a

STBC block only if necessary. The performance of the proposed technique is analyzed

in both slow and fast fading channel.

In the second part, the authors extend the proposed SC-FDE/HARQ to a mul-

tiuser system. This dissertation offers a new approach to designing a low complexity

transmission scheme based on space-time block spreading technique that achieves a

multiuser interference (MUI)-free detection at the receiver in a slow and fast fad-

ing dispersive channel. Two approaches respectively relying on chip-interleaving and

chip-superimposition have been proposed to achieve the MUI-free detection.

In the third part the performance of multiuser space-time spreading system in

a time varying channel is presented and a closed form expression for the average bit

error rate as a function of the channel correlation coefficient is derived.

In the fourth part of this dissertation, a transmission technique for optical wire-

less transmission using SC-FDE is proposed. While in RF systems, the power ampli-

fier (PA) in the transmitter is the main component that cause non-linearity distortion

due to large PAPR signals, in optical wireless systems, the main source of non-linearity

is the light emitting diode (LED) that is used to convert the electrical signal into op-

tical power to be transmitted using intensity modulated direct detection (IM/DD).



Since in IM/DD, a real positive signal must be used to modulate the instantaneous

power of the optical carrier, and since the LED is a non linear device, a new technique

to generate low PAPR signal over a frequency selective optical channel is proposed.

Finally in the last part of this dissertation, a new technique to generation MIMO

correlated fading channel impulse responses is proposed. The applicability of the

proposed techniques is demonstrated by examples involving the accurate simulation

of nonisotropic fading channel models.
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CHAPTER 1

INTRODUCTION

1.1 Background and Motivation

Future generation wireless systems are required to support a high quality of service at

high data rates. For such high data rates, we can have severe time-dispersion effects

with a very long intersymbol interference (ISI) span in which case the conventional

time-domain equalization schemes are not practical. Cyclic prefix (CP)-assisted block

transmission techniques employing frequency-domain equalization (FDE) schemes are

known to be excellent candidates for severe time-dispersive channels, allowing good

performance and implementation complexity that is much lower than those of tradi-

tional time-domain equalization techniques. Orthogonal frequency-division multiplex-

ing (OFDM) [1] is the most popular frequency-domain technique. Single-carrier mod-

ulation using frequency domain equalization (SC-FDE) technique is another valuable

candidate for highly dispersive channels in broadband wireless communications [2], [3].

In both cases, a CP is appended to each block, eliminating the inter-block interfer-

ence and converting the linear convolution that is associated with the channel into

a circular convolution with respect to the useful part of the transmitted block. This

allows low complexity fast Fourier transform (FFT)-based receiver implementations.

In recent years OFDM has been proposed as an efficient high data rate so-

lution for wireless applications. Particular examples include the physical layer of

high-performance wireless local area networks (WLANs), such as the 802.11a/g/n,

DVB-T/H, and 802.16 WiMAX standards. This trend has occurred since OFDM of-

fers excellent performance in highly dispersive channels with low terminal complexity.

Although OFDM has become the physical layer of choice for broadband communica-

tions standards as it simplifies the equalization at the receiver, it suffers from several

1
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drawbacks including a large peak-to-average power ratio (PAPR), intolerance to am-

plifier non-linearities, and high sensitivity to carrier frequency offsets (CFO) and

phase noise [4], [5]. In [6] the statistical PAPR characteristics are investigated for

OFDM signals. Different techniques for PAPR reduction in OFDM are summarized

in [6]. As demonstrated by these articles, PAPR reduction is motivated by a desire

to increase the mean transmit power, improve the power amplifier efficiency, increase

the data rate, and reduce the bit error rate (BER). This comes at the expense of cost,

complexity, and efficiency.

Single carrier modulation is another potential solution. Traditionally, it has

been combined with time domain equalizer (TDE) to deal with the detrimental effects

of multipath fading delay spread. Typically, a conventional TDE consists of one or

more transversal filters for which the number of adaptive tap coefficients is of the

order of the number of data symbols spanned by the multipath channel. As a result,

SC-TDE may be impractical for broadband wireless services with very high data rates,

as it is clear that the complexity and the required digital processing speed of TDE will

become exorbitant [3], [2]. An alternative promising approach to ISI mitigation is the

use of single-carrier (SC) modulation combined with frequency domain equalization

(FDE). In recent years, SC-FDE has become a powerful and an attractive link access

method for the next-generation broadband wireless networks [7], [8], [9] , [2]. SC-FDE

does not have some of the inherent problems of OFDM such as high PAPR and the

sensitivity to CFO because of its single carrier transmission [10], [2]. As a result,

SC-FDE has recently been receiving remarkable attention. It is now one of the air

interface standards adopted by the IEEE 802.16 air interface for fixed broadband

wireless access. It is also under active consideration in the IEEE 802.20 Working group

on mobile broadband wireless access (MBWA). In recent years, SC-FDE has also been

considered as a single carrier frequency division multiple access (SC-FDMA) [11] for
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the uplink multiple access scheme in Third Generation Partnership Project (3GPP)

Long Term Evolution (LTE) [12].

This dissertation investigates the design of low-complexity and power efficient

transmit diversity hybrid-ARQ (HARQ) for SC-FDE in a slow and time varying

frequency selective fading channel for the uplink of wireless cellular communica-

tion. The author endeavors to investigate the use of SC-FDE using block trans-

mission and transmit diversity for ubiquitous broadband wireless communications

in both slow and rapidly varying fading channels. Specifically, a design of effi-

cient transceiver using SC-FDE by employing advanced signal processing techniques,

such as space-time, space-frequency block coding systems and in multiuser system,

space-time block spreading coding is investigated for RF and optical wireless com-

munications. Furthermore, the author considers the joint transmit-receiver signal

processing design in SC-FDE/HARQ systems in order to achieve high data rate

and diversity even in rapidly varying fading channel. In multiuser system,a design

SC-FDE system using block spreading with code division multiple access and transmit

diversity that achieve multiuser interference (MUI)-free detection is proposed using

chip-interleaving and chip-superimpositions approaches.

1.2 System Model Overview

In this dissertation, a wireless system with a single base station equipped with mul-

tiple antenna and a number of mobile active users each equipped with two antennas

is considered. The author focuses on the performance of the uplink transmission

where the users simultaneously send their blocks of data to the base station oven a

common wireless channel. The wireless channel is assumed dispersive both in time

and frequency. this dissertation aims in designing transceivers using SC-FDE that

can achieve high throughput while exploiting all the available diversity in the sys-

tem. This dissertation will especially focus on the design of the single and multiuser



4

encoder that provide maximum throughput and diversity by using hybrid automatic

repeat request (HARQ) system in order to control the transmission errors caused by

the channel noise so that error free data can be delivered. The overall performance

of the SC-FDE/HARQ will depend on the followings:

• Error Detection and HARQ :

When data is transmitted in packets, an Automatic Repeat reQuest (ARQ)

scheme [13] can be used. Whenever a packet arrives and an error is detected, the

receiver requests a retransmission through a feedback channel. To determine

whether or not a retransmission should be requested the receiver checks the

quality or the reliability of the received packet. Usually this is done by means

of an error detecting code, like a cyclic redundancy check code (CRC) [14]. A

hybrid ARQ (HARQ) scheme, first suggested in [15], uses an error control code

in conjunction with the retransmission scheme. Consequently, it tries to decode

the received code word first and only requests a retransmission if the uncertainty

of the decoding decision is considered too high, i.e. if the detection is below a

certain reliability threshold. There are two main types of hybrid ARQ schemes,

denoted type-I, [13], and type-II, [16], [17]. A HARQ system of type-I implies

that the same message, i.e. the same packet content, is sent each time that

the receiver asks for a retransmission. In a type-II scheme the first transmission

usually includes information bits and a limited amount of redundant bits. These

are only intended for determining the reliability of the transmission, as if it was

a pure ARQ scheme. If a retransmission is needed, additional redundant bits

are sent which are combined with the previously received redundant bits. This

way a stronger code with a lower code rate is obtained and the received packet

can be decoded accordingly, making it a hybrid scheme. There are different

methods of determining whether a decoding decision is sufficiently reliable and

hence different criteria for requesting a retransmission.
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In this dissertation, the author propose the design of a symbol-level HARQ

type-II scheme that uses Alamouti space-time coding [18]. In the conven-

tional Alamouti coding, the space-time codes are transmitted successively in

two consecutive symbol periods. In the proposed HARQ, the second time period

code-symbol is transmitted only if the first time period symbol is not decoded

successfully. We will present an analytic study of the throughput as well as

the bit error rate (BER) of the proposed symbol-level HARQ using SC-FDE in

both flat and frequency selective fading channels and slow and fast fading. We

note that the proposed HARQ scheme is applied to the transmitted symbols

instead of the transmitted bits as conventional done.

• Forward Error Coding :

Forward error correction (FEC) is a system of error control for data transmis-

sion, whereby the sender adds redundant data to its messages, also known as

an error-correction code. This allows the receiver to detect and correct errors

(within some bound) without the need to ask the sender for additional data. The

advantage of forward error correction is that a feedback channel is not required,

or that retransmission of data can often be avoided, at the cost of higher band-

width requirements on average. FEC is therefore applied in situations where

retransmissions are relatively costly or impossible. There are a variety of FEC

codes such as Turbo Coding, Convolutional coding, Concatenated Convolutional

coding, Low-density parity-check (LDPC) coding and more. Since the focus of

this dissertation is not the FEC, we will employ convolutional coding as FEC.

• Multiuser Encoder :

This dissertation also studies the design of the multiuser encoder based on

block spreading [19] such that high throughput and maximum diversity gain

can be achieved using SC-FDE/HARQ. The users in the uplink can be sepa-
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rated either in time (time division multiple access (TDMA)) or in frequency

(frequency division multiple access (FDMA)) or in code (code division multiple

access(CDMA)) or in space (space division multiple access(SDMA)). In this dis-

sertation a transceiver design for multiple access scheme that combines FDMA,

CDMA and that enable MUI-free detection is proposed.

The proposed transceiver design for SC-FDE multiple access scheme uses block

spreading and transmit diversity where each user (each equipped with two trans-

mit antennas) is assigned a set of orthogonal spreading codes such that they

can be detected at the base station with no multiple access interference (MAI)

and with maximum diversity. We present an analytical study of the BER of the

proposed system in slow and fast frequency selective fading channel. We derive

a closed form expression of the BER as a function of the time correlation of the

channel when space-time spreading is employed.

• Frequency Domain Equalization and Combiner : Frequency domain equaliza-

tion was first investigated by Walzman and Schwartz [20] in 1973; they showed

that adaptive channel equalization in the frequency domain leads to a lower

computational complexity and offers better convergence properties compared

to its time domain counterpart. It was not until the publication of a paper by

Sari et al. [3] in 1995 that the communications research community realized the

considerable potential of FDE. In fact, in [3], the striking similarities between

the implementation of an OFDM system and that of an SC-FDE was pointed

out and FDE was proposed as a low-complexity solution to digital terrestrial

broadcasting which is characterized by a highly time dispersive channel. This

has renewed interest in SC-FDE as a strong competitor to OFDM and demon-

strated the potential of FDE in high-speed broadband wireless access [2]. FDE

is currently enjoying a growing popularity as evidenced by the large number of
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publications in the last few years (e.g., see [2] and [21], [22], [4], [23]). Specific

topics in recent research on FDE concern the joint exploitation of the spatial

and frequency diversities. In particular, interest in the first topic is mainly due

to the recent success of multiple-input, multiple-output (MIMO) communica-

tion techniques. The integration of FDE into various MIMO systems has been

investigated by several authors [21], [4], [23], [24].

In this dissertation, the author proposes the design of a system to perform FDE

by combining the signal from the different users in such a way that MUI-free

detection is possible and to achieve maximum diversity. The transmitter and

receiver design constitute an important part of this dissertation.

1.3 Dissertation Overview

This dissertation can be roughly divided into five parts as follow:

1. An overview of the wireless channel characteristic and a presentation of SC-FDE

system is presented in Chapter 1

2. In Chapter 2, the author presents the HARQ design using SC-FDE on the uplink

in both frequency flat and frequency selective channel and both slow and fast

fading channel.

3. The design of SC-FDE multiuser transmitter/receiver based on space-time block

spreading in slow and fast fading channel is proposed in Chapter 3.

4. in Chapter 4, a performance analysis of space-time spreading in time varying

channel is presented and a closed form expression of the BER is derived.

5. A new application of SC-FDE for optical wireless (OW) communication and the

design of a transmit diversity technique suited for OW system are presented in

Chapter 5 and 6 respectively.
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6. New techniques to generating MIMO correlated fading channels are proposed

and presented in Chapter 7.



CHAPTER 2

WIRELESS CHANNEL AND SCFDE SYSTEM OVERVIEW

In this chapter, the authors first characterize the wireless mobile communications

channel. An overview of SC-FDE and OFDM is presented. It is then shown that

SCFDE is an alternative modulation to OFDM in frequency selective channel. Without

channel coding, SC-FDE combined with MMSE outperforms OFDM.

2.1 Characteristics of the Wireless Channel

One of the main challenging problem in wireless communications system is to develop

advanced techniques that can mitigate the detrimental effects of the multipath wire-

less fading channel, which originates from the complicated and time-varying wireless

environments. Indeed, in a wireless mobile communication system, a transmitted

signal propagating through the wireless channel often encounters multiple reflective

paths until it reaches the receiver [25]. The received signal consists of a large number

of plane waves having randomly distributed amplitudes, phases, and angles of arrival.

The vectorial combination of these multipath components causes dramatic fluctua-

tions in the signal strength when the receiver moves even in a small distance as shown

in Figure 2.1. This fluctuation is called multipath fading and it can occur either in

large scale or in small scale. Large-scale fading represents the average signal power

attenuation or path loss due to motion over large areas. Small-scale fading occurs due

to small changes in position which is called Rayleigh fading since the fading is often

statistically characterized with Rayleigh probability density function (pdf). Besides

that, the motion of surrounding objects will make the channel time varying which

degrades the performance of the system.

9
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Figure 2.1 Multipath Propagation.

The Rayleigh fading channel can be categorized into either flat fading channel

or frequency-selective fading channel. Flat fading occurs when the coherence band-

width, which is inversely proportional to channel delay spread, is much larger than the

transmission bandwidth whereas frequency-selective fading happens when the coher-

ence bandwidth is much smaller than the transmission bandwidth. Figure 2.2 shows

an example of the impulse response and frequency response of a frequency-selective

fading channel.

Figure 2.2 Frequency Selective Fading Channel.
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The multipath fading channel can also be characterized in terms of the degree

of time variation of the channel as slow fading and fast fading. The time-varying

nature of the channel is directly related to the movement of the user and the user’s

surrounding, and the degree of the time variation is associated with the Doppler

frequency fd which is given by [26]

fd =
ν

λ
(2.1)

where where ν is the relative speed of the user and λ is the wavelength of the carrier.

For a given Doppler frequency fd, the time correlation function ρt specifies the extent

to which there is correlation between the channel’s response in dt time interval and

it is given by

ρt = J0(2πfddt). (2.2)

where J0(·) is the zero-order Bessel function of the first kind. As the Doppler

frequency increases, the correlation decreases at a given time interval.

Future wireless communication services featuring high-data-rate with wider

transmission bandwidth (see Table 2.1) and high-mobility can aggravate the multi-

path and Doppler effect. In digital communication systems, for most of the chan-

nels, the discrete information bearing symbols are modulated with a continuous

pulse shape and transmitted across the channel. In most cases, the pulse shapes

are localized in time and frequency so that transmission of each symbol consumes

a small tile in the time-frequency plane. For high data rate transmission, the dura-

tion of the pulse becomes small and comparable to the multipath delay, thus creat-

ing inter-symbol-interference (ISI) in the time domain which is a major impairment

in wireless communications and can significantly degrade the link performance. In

high-mobility scenarios, the channel response varies significantly in the signaling dura-

tion due to Doppler effect, thus the channel distortion becomes time-selective within
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Table 2.1 Transmission Bandwidths of Current and Future Cellular Wireless
Standards

Generation Standard Transmission Bandwidth

2G GSM 200 KHz

IS-95 (CDMA) 1.25 MHz

3G WCDMA 5 MHz

cdma2000 5 MHz

3.5 to 4G 3GPP LTE Up to 20 MHz

WiMAX (IEEE 802.16) Up to 20 MHz

a single processing block. Channels whose response are both time and frequency

selective are commonly referred as doubly-selective channels.

With a wider transmission bandwidth, frequency selectivity of the channel be-

comes more severe and thus the problem of ISI becomes more serious. In a conven-

tional single carrier communication system, time domain equalization in the form of

tap delay line filtering is performed to eliminate ISI. However, in case of a wide band

channel, the length of the time domain filter to perform equalization becomes pro-

hibitively large since it linearly increases with the channel response length. Frequency

domain equalization (FDE) which is one of the main subject of this dissertation is

more practical for such channels.

In this dissertation, the authors consider a wireless channel connection scheme

between a base station (BS) and a user as depicted in Figure 2.3. The BS, which is not

surrounded by many local scatterers, receives the signal primarily from a particular di-

rection through a narrow beamwidth. On the other hand, the local scatterers around

the user may give rise to different modes of signal propagation toward the user.It is

assumed that scattering around the mobile user is either isotropic or non-isotropic

as depicted in Figure 2.4 taken from [27]. In the isotropic scattering case the user
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receives signals from all directions with equal probabilities. The isotropic scattering

model, also known as the Clarke’s model, corresponds to the uniform distribution for

the angle of arrival (AOA). In the case of non-isotropic scattering, which corresponds

to directional signal reception, the user receives the signal only from particular di-

rections. Using the one-ring channel correlation model of [27], the correlation of the

fading coefficients between the user’s transmit antennas 1 and 2 and the base station

receive antenna m can be expressed in terms of the array configurations and Doppler

spread as

ρm1,m2(τ) = E[hm1,th
∗
m2,t+τ ] = J0(

√
a2 + b2 − 2ab cos(β − γ)), (2.3)

and the correlation between the BS antennas m and p and the user antenna i is given

by

ρmi,pi(τ) = E[hmi,th
∗
pi,t+τ ] = J0(

√
a2 + c2∆2 − 2ac∆ sinα sin γ), (2.4)

Figure 2.3 Wireless channel model between the base station and mobile user.
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Figure 2.4 (a)- Non-isotropic scattering in a narrow street; (b) Isotropic scattering
in an open area.

where a = 2πfdτ , b = 2πd/λ , c = 2πδ/λ , d denotes the distance between the

user antennas, δ denotes the separation between base station antennas, ∆ specifies

the beamwidth at the base, and α,β, and γ are angles which specify the orientations

of the base station and mobile arrays and the direction of user motion, respectively

(see [27] for geometrical details). It is assumed throughout this thesis that the antenna

elements are linear and parallel (α = β = 90◦) and γ = 0. The BS antenna can be

designed such that the channel seen by them are uncorrelated. In general ∆ is very

small [27], [28] since the BS is usually far away from the MS. It is also assumed that

∆ = 4◦ and δ = 15λ which correspond to a BS antennas spatial correlation of 0.03

(uncorrelated elements, a spatial correlation of less that 0.5 is usually considered as

no correlation [28]) using (2.4). The MS however has some design constraint due to its

size limitation. Hence, throughout this thesis both scenario where the MS antennas

are correlated and uncorrelated will be considered. It is assumed that d = λ/2 and

d = λ/10 which correspond to respectively an absolute spatial correlation of 0.3 and

0.9 respectively using (2.3). Hence, the effect of the spatial channel correlation of the

MS antennas on the performances of the proposed schemes will be studied in this

dissertation.

The power delay profiles specified by ITU Pedestrian A and ITU Vehicular

A channels [29] with additive white Gaussian noise (AWGN) is considered. The
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Figure 2.5 Frequency Domain Channel Response of ITU Pedestrian A and
Vehicular A Channels.

Figure 2.6 Block Diagrams of SCFDE (a) and OFDM (b) Systems; DEC stands
for Decision.

Pedestrian A channel has relatively short channel delay whereas the Vehicular A

channel has much longer delay. Hence, the Vehicular A channel has much more severe

frequency selectivity in the frequency domain which is illustrated in Figure 2.5.
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2.2 Single Carrier Frequency Domain Equalization (SC-FDE)

The block diagram of an SCFDE wireless communication system is depicted in

Figure 2.6. Each group of consecutive log2M information bits is mapped into a

complex symbol belonging to a M-ary complex constellation. Data blocks consisting

of N symbols are fed to the SCFDE transmit encoder. Then, each block is cycli-

cally extended, inserting at its beginning a repetition of its last Ncp symbols, i.e., a

cyclic prefix (CP), transmitted during the so-called guard interval. This introduces

the elegant mathematical property of periodicity over a limited observation inter-

val in the transmitted signal, at the price of a bandwidth/energy loss due to the

presence of data redundancy. The CP prevents inter-block interference (IBI) and

also makes linear convolution of the channel impulse response look like a circular

convolution [30]. It should be noted that circular convolution in the time domain

(TD) is equivalent to multiplication in the frequency domain (FD). The sequence of

cyclically extended blocks undergoes parallel-to-serial (P/S) conversion, so that one

complex symbol is available every Ts seconds, with Ts being the symbol period for

digital transmission. This requires the usual operations of digital-to-analog (D/A)

conversion, frequency up-conversion, and filtering implemented in any single carrier

modulator. The resulting radio frequency signal is transmitted over a wireless chan-

nel, characterized by a time dispersion not exceeding L channel symbol intervals (this

includes the contributions of transmit and receive filtering also). The signal at the

output of the wireless channel undergoes frequency down-conversion, filtering, and

analog-to-digital (A/D) conversion, producing a sequence of noisy samples that are

grouped into equal-length blocks, each associated with a transmitted data block. For

each noisy data block, the CP samples are discarded and the resulting block is sent

to an FFT block converting it to the frequency domain. This is followed by an fre-

quency domain equalization (FDE) compensating for channel distortion. Most of the

well-known time domain equalization techniques, such as Zero-forcing (ZF), minimum
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mean-square error (MMSE) equalization and decision feedback equalization (DFE)

can be applied. The equalized symbols are then sent to an IFFT block bringing the

noisy signal vector back to the time domain. Finally, data decisions are made on a

block-by-block basis and sent to the data link layer after S/P conversion.

Note that SCFDE is very similar to the well-known OFDM system also shown

in Figure 2.6. OFDM is another way to mitigate the frequency-selective fading seen

in a wide band channel. It uses a multicarrier technique which subdivides the entire

channel into smaller sub-bands, or subcarriers. In OFDM, after symbol mapping

and P/S conversion, the blocks of N complex information symbols belonging are first

processed by an inverse Fast Fourier Transform (IFFT) block. Each block at the

IFFT output, after P/S conversion, is cyclically extended by adding a CP. The re-

sulting sequence undergoes A/D conversion, frequency conversion, and filtering like

in the SCFDE system. It can be shown that [30], in this case, the transmitted signal

associated with each data block consists of a superposition of oscillations over a lim-

ited time interval, each associated with a distinct information symbol and a specific

subcarrier frequency. Moreover, over that interval, the family of complex oscillations

forms a set of orthogonal signals and this property plays a fundamental role, since it

greatly simplifies the task of separating their contributions in the detection process.

Note that the generation of multiple waveforms is not accomplished via a bank of

oscillators but by exploiting IFFT processing in the baseband section of the OFDM

modulator. In the frequency domain, since the bandwidth of a subcarrier is designed

to be smaller than the coherence bandwidth, each subchannel is seen as a flat fading

channel which simplifies the channel equalization process. In the time domain, by

splitting a high-rate data stream into a number of lower-rate data stream that are

transmitted in parallel, OFDM resolves the problem of ISI in wide band communi-

cations. More technical details on OFDM can be found in [1] , [31] and references

therein.
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From Figure 2.6, one can note the similarities and differences between the

SCFDE and OFDM as follow:

• In both cases, one FFT and one IFFT block are employed in the system, even

though in different places and for different reasons

• Both systems usually employ a CP to eliminate IBI so that each data block can

be processed independently and the linear convolution associated with channel

filtering is turned to a circular convolution, provided that the duration of the

prefix is longer than that of the channel delay spread.

• Both systems have overall the same complexity.

• Despite the above-mentioned similarities, the different use of FFT processing

leads to very different detection processes. In fact, in OFDM systems, the

optimal detection is performed in the FD after the FFT operation, whereas for

SCFDE systems after the FDE, the signal is transformed into the TD before

detection.

• Unlike SCFDE systems, OFDM systems suffer from larger PAPR which are

impairments related to the large dynamic range of the transmitted signal.

The BER performance of SCFDE and OFDM using MMSE and ZF equalization

is depicted in Figure 2.8 and Figure 2.9 for both ITU Pedestrian A and Vehicular

A channels. One can see that in Pedestrian channel when the delay spread is short,

ZF and MMSE performance are the same for both SCFDE and OFDM but SCFDE

outperforms OFDM. However in Vehicular channel where the delay spread is much

longer, MMSE performance is better than ZF as expected. Using MMSE, SCFDE

outperforms OFDM for all receive signal-to-noise ration (SNR). However, when ZF

is used, one can se that for SNR greater than 10dB, OFDM performance is better.

Figure 2.10 and Figure 2.11 shows the BER comparison of SCFDE and OFDM in both



19

Pedestrian A and Vehicular A channels with MMSE and ZF equalization respectively.

One can see that SCFDE outperforms OFDM because of the inherent frequency diver-

sity. This is more evident in the Vehicular A channel where the frequency selectivity

is severe; OFDM system needs a good channel coding or adaptive modulation scheme

to overcome this limitation. In AWGN, SCFDE and OFDM essentially have the same

performance.

The BER performance results depicted in the figures above show that without

channel coding MMSE-SCFDE outperforms MMSE-OFDM for all channels and ZF-

SCFDE outperforms ZF-OFDM when the received SNR is above a threshold SNR0.

This is proved mathematically below.

Assuming that the frequency selective channel impulse response (CIR) is given

by h = [h0, h1, · · · , hL−1] whose N -point DFT is given by H = [H0, H1, · · · , HN−1].

The bit error rate (BER) of SCFDE and OFDM can be shown to be given by [32]

BERSCFDE = Q

√ 1
1
N

∑N−1
i=0

1
θ+γo|Hi|2


BEROFDM =

1

N

N−1∑
i=0

Q
(√

θ + γo|Hi|2
) (2.5)

where γo = ES/N0 and θ = 1 for MMSE and θ = 0 for ZF. ES and N0 represent the

energy per input symbol and the AWGN spectral density respectively. Q(·) is the

Q-function defined as

Q(x) =
1√
2π

∫ ∞
x

e−t
2/2dt;x ≥ 0. (2.6)

It is shown in [32] that BERSCFDE ≤ BEROFDM if 1/(θ + γo|Hi|2) < 1/3,∀Hi, i.e.

γo > (3− θ)/|Hi|2,∀Hi.

The proof is provided here for the reader convenience. Let

f(x) = Q(
√

1/x), x > 0. (2.7)
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The second derivative of f is given by

d2

dx2
f(x) =

e−1/2x(1− 3x)

16πx3
√
s

. (2.8)

One can see that d2

dx2f(x) > 0 if x < 1/3. Hence, the function f is convex if x < 1/3

and concave if x > 1/3. The function f is plotted in Figure 2.7 when it can be seen

that at the point x = 1/3 the function changes from being convex to being concave.

Figure 2.7 Function f(x) = Q(
√

1/x).

Using Jensen inequality, which states that, for a convex (concave) function f

and for N numbers xi, i = 0, 1, · · · , N − 1 in its domain, it follows

f

(
1

N

N−1∑
i=0

xi

)
≤ 1

N

N−1∑
i=0

f(xi). (2.9)

Let xi = 1/(θ + γo|Hi|2), it then follows

BERSCFDE = f

(
1

N

N−1∑
i=0

xi

)

BEROFDM =
1

N

N−1∑
i=0

f(xi)

(2.10)
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Figure 2.8 BER performance of SCFDE and OFDM in ITU Pedestrian A Channel
with ZF and MMSE equalization; N=512.

Hence, using the Jensen inequality state above, BERSCFDE ≤ BEROFDM if 1/(θ +

γo|Hi|2) < 1/3,∀Hi, i.e. γo > (3− θ)/|Hi|2,∀Hi.

Figure 2.9 BER performance of SCFDE and OFDM in ITU Vehicular A Channel
with ZF and MMSE equalization; N=512.
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Figure 2.10 BER performance of SCFDE and OFDM in ITU Pedestrian A (Left)
and Vehicular A (Right) Channel with ZF and MMSE equalization; N=512.

It is learned in this chapter that ISI can arise in a frequency selective fading

channel and OFDM and SCFDE are two modulation that can effectively combat the

Figure 2.11 BER performance comparison of SCFDE and OFDM in ITU
Pedestrian A and Vehicular A Channel with MMSE ; N=512.
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ISI. OFDM and SCFDE have the overall same complexity, but OFDM due to the use

of multicarrier suffers from high peak-to-average power ratio (PAPR) which can affect

the performance of the system due to the non-linearity presented in the RF amplifier

that are needed in the transmitter. SCFDE, because it does not use multicarrier,has

low PAPR and represent an interesting alternative to OFDM in combatting the ISI in

frequency selective channel. Without channel coding, when combined with MMSE,

SCFDE always outperforms OFDM in all channel conditions. Hence, throughout this

thesis SCFDE will be combined with MMSE and the different transceiver design.



CHAPTER 3

SINGLE USER SC-FDE WITH FEC/HARQ ON THE UPLINK OF

WIRELESS COMMUNICATIONS

3.1 System Model

In this chapter a new Hybrid Automatic Repeat reQuest (HARQ) transmission scheme

for a Multiple Input Multiple Output MIMO system consisting of two transmit anten-

nas at each mobile station (MS) and Mr receive antennas at the based station (BS) in

a Raleigh fading channel using SCFDE as shown in Figure 3.1 is considered. The new

scheme exploits the coding gain of Alamouti Space-Time Block Coding (STBC) [18]

in the packet retransmission. HARQ is employed at the symbol level instead of the

bit level as it is done conventionally. The proposed HARQ scheme in slow and fast

fading Rayleigh channel are presented. In slow fading it is assumed that the channel

remains invariant for the duration of R transmissions while in fast fading channel, it

is assumed that the channel varies from one transmission to another with a certain

time correlation ρ.

In this scheme a packet is retransmitted only if the previous transmission is not

successfully decoded; Alamouti space-time block coding is used in the retransmission

of packets and all the received packets are combined at the symbol level using maximal

ratio combining (MRC). As described in the previous section, a wireless system with U

users (U = 1 in this chapter) each equipped with two transmit antennas transmitting

to a base station equipped with Mr antennas is considered. Information bits are first

encoded with a high rate code C0 for error detection and then with a channel code

C1 for error correction. The coded packet denoted by ps is then modulated using

24
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Figure 3.1 Schematic System Model.

symbols from a M -ary constellation into blocks of N 1 symbols denoted by

s = [si(0), si(0), · · · , si(N − 1)]T (3.1)

which is then de-multiplexed into two separate data blocks of length N/2 denoted by

si = [si(0), si(0), · · · , si(N/2− 1)]T = Dis, i = 1, 2 (3.2)

which represents the data block transmitted by the single user ith antenna. Di is the

N/2×N de-multiplexing matrix, i.e. pre-multiplying by D1 and D2 returns the vector

of the even (0, 2, 4, · · · , N) and odd (1, 3, 5, · · · , N−1) elements of s respectively. The

symbol period and energy are denoted by Ts and Es respectively and the symbols of

1Throughout this dissertation, it is assumed than N is even and chosen to be a power of 2
to facilitate the FFT operations
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si are white with covariance matrix Rs = E[sis
H
i ] = EsIN/2 where E[·] represents the

expectation operation.

A cyclic prefix (CP) is added to each of the blocks si to eliminate the inter-block

interference (IBI) and to make the channel matrix circulant. At the receiver, after

the removal of the CP, an N/2-Point FFT is applied to each of the received block

to transform the signals into the frequency domain (FD). The block diagram of a

SCFDE is shown in Figure 2.6.

The frequency selective fading channel between the base station (BS) antenna m

and the mobile station (MS) transmit antenna i during the nth block transmission is

denoted by L-length equivalent discrete-time channel impulse response (that includes

transmit and receive filters as well as multipath effects) vector with symbol rate

sampling

hmi,n = [hmi,n(0), hmi,n(1), · · · , hmi,n(L− 1)]T (3.3)

with hmi,n(l) = 0, for L ≤ l ≤ N/2 − 1. With the CP length at least as long as the

channel delay spread LTs, the inter-block interference (IBI) can be avoided at the

receiver by discarding the received samples corresponding to the CP [30].

3.2 SCFDE-HARQ in Slow Fading Channel

In the slow fading case, it is assumed that the channel does not change for the

duration of R transmissions, i.e. hmi,n1=hmi,n2 ,∀n1 6=n2, n1, n2 ≤ R. Denote by si,n

the transmitted block by the user transmit antenna i during the nth transmission. In

the following, two different schemes for SCFDE/HARQ using STBC are presented

and compared.

3.2.1 First Scheme of Space-Time SCFDE/HARQ

The proposed SCFDE/HARQ scheme, denoted as SCHEME I, works as follow:
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During the odd nth, i.e. n = 1, 3, 5, . . . transmission, the transmitted blocks by

the user antenna 1 and 2 are respectively given by

s1,n = s1

s2,n = s2

(3.4)

and during the next transmission i.e. (n+1)th which corresponds to even transmission

number, the transmitted blocks by antenna 1 and 2 are respectively given by

s1,(n+1) = −P
(1)
N/2 s∗2

s2,(n+1) = P
(1)
N/2 s∗1

(3.5)

where P
(1)
N/2 is a N/2 × N/2 permutation matrix that performs a reverse cyclic shift

defined in [33], i.e.

P
(1)
N/2si = [si(0), si(N/2− 1), si(N/2− 2), · · · , si(1)]T . (3.6)

Using the DFT property, it can be easily shown that the N/2-point FFT of si,(n+1) is

given by [21]

S1,n+1 = −S∗2

S2,n+1 = S∗1

(3.7)

where Si = [Si(0), Si(1), · · · , Si(N/2− 1)]T are the N/2-point FFT of si.

At the BS antenna m, the received received block after the removal of the CP

during the odd transmission is given by

ym,n = hm1,ns1 + hm2,ns2 + wm,n (3.8)

where hmi,n is the channel matrix which is circulant (due to the use of CP [30]) with

entries [hmi,n]p,q = hmi,n((p−q) mod (N/2)) and wm,n is the additive Gaussian noise

at the BS antenna m receiver front end which is assumed to be white with each entry
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having a variance of σ2
w = N0. The receiver then take an N/2-point FFT of ym,n to

yield

Ym,n = Λm1,n S1 + Λm2,n S2 + Wm,n

, Λm,n S + Wm,n

(3.9)

where Wm,n = [Wm,n(0),Wm,n(1), · · · ,Wm,n(N/2 − 1)]T is the N/2-point FFT of

wm,n and

Λmi,n =



Hmi,n(0) 0 · · · 0

0 Hmi,n(1) · · · 0

... · · · . . .
...

0 · · · 0 Hmi,n(N/2− 1)


(3.10)

is a N/2 × N/2 diagonal matrix with the N/2-point FFT of hmi,n given by Hm,n =

[Wmi,n(0), Hmi,n(1), · · · , Hmi,n(N/2−1)] on the diagonal. Note that Λmi,n is diagonal

because circulant matrices are diagonalized by FFT operations [34] i.e. Λmi,n =

FN/2Hmi,nF
H
N/2, where FN/2 represents the N/2 × N/2 FFT matrix. In (3.9), the

authors have defined the N/2×N matrix Λm,n and the N × 1 vector S as follow

Λm,n = [Λm1,n, Λm2,n]

S = [ST1 , ST2 ]T .

(3.11)

Collecting the received signal from the Mr BS antennas into a MN/2×1 vector

Yn = [YT1,n,Y
T
2,n, · · · ,YTMr,n

]T , it yields

Yn = Λn S + Wn (3.12)

where Λn = [ΛT1,n,Λ
T
2,n, · · · ,ΛTMr,n

]T and Wn = [WT
1,n,W

T
2,n, · · · ,WT

Mr,n
]T .

It is apparent from (3.12) that the symbols of S1 and S2 interfere with one

another. In this case, an interference resistant receiver can be used to provide reli-

able soft symbol decisions for S. Examples of interference-resistant receiver include
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linear zero-forcing (ZF) and minimum mean-square error (MMSE). When additional

complexity is feasible, decision feedback (iterative) receivers based on ZF and MMSE

criteria can be used. Throughout this dissertation the low complexity equalizers ZF

and MMSE are considered. The MMSE and ZF detection of S are respectively given

by

Ŝmmse = [Λ(H)
n Λn + (Es/N0)IN ]−1Λ(H)

n Yn

Ŝzf = [Λ(H)
n Λn]−1Λ(H)

n Yn

(3.13)

Hence the ith block Si can be obtained as follow

Ŝ1,mmse = [Ŝmmse(k)]
N/2−1
k=0 ; Ŝ2,mmse = [Ŝmmse(k)]N−1

k=N/2

Ŝ1,zf = [Ŝzf (k)]
N/2−1
k=0 ; Ŝ2,zf = [Ŝzf (k)]N−1

k=N/2

(3.14)

The MMSE (ZF) output Ŝi,mmse (Ŝi,zf ) are then transformed back to the TD

where decisions are made as follow

ŝi,mmse = FHN/2Ŝi,mmse

ŝi,zf = FHN/2Ŝi,zf

(3.15)

where FHN/2 is the N/2×N/2 IFFT matrix. The detected blocks ŝi,mmse (ŝi,zf ) are then

multiplexed to form the vectors ŝmmse (ŝzf ) which are fed to the channel decoder and

then to the CRC decoder for errors detection. If there is no error the packet is accepted

by the base station (BS) receiver and a positive Acknowledgement (ACK) is sent to the

mobile user transmitter otherwise the BS receiver sends a negative Acknowledgement

(NACK) to the mobile user. The mobile transmitter then retransmits the packet

using Alamouti Space Time Block Coding by sending in the next transmission the

blocks si,n+1 as defined in (3.5). After removing the CP and taking the N/2-point

FFT as in the previous transmission case, it follows

Ym,n+1 = −Λm1,n+1 S∗2 + Λm2,n+1 S∗1 + Wm,n+1. (3.16)
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By taking the conjugate of Ym,n+1, one can write (3.16) as

Y∗m,n+1 = −Λ∗m1,n+1 S2 + Λ∗m2,n+1 S1 + W∗
m,n+1

, Λ̃m,n+1 S + W∗
m,n+1

(3.17)

where Λ̃m,n+1 = [Λ∗m2,n+1,−Λ∗m1,n+1]. Collecting the received signal from the Mr base

station antennas into a MrN/2×1 vector Yn+1 = [YT1,n+1,Y
T
2,n+1, · · · ,YTMr,n+1]T , one

gets

Y∗n+1 = Λ̃n+1 S + W∗
n+1, (3.18)

where Λ̃n+1 = [Λ̃T1,n+1, Λ̃
T
2,n+1, · · · , Λ̃TM,n+1]T .

The BS receiver then combines the frequency domain (FD) signal vector received

at the (n+ 1)th transmission Yn+1 with that of the nth transmission Yn as follow

Zn+1 = Λ̃Hn+1Y
∗
n+1 + ΛHn Yn

, ∆n+1 S + Ψn+1,

(3.19)

where

∆n+1 = Λ̃Hn+1Λ̃n+1 + ΛHn Λn

Ψn+1 = Λ̃Hn+1W
∗
n+1 + ΛHn Wn.

(3.20)

The MMSE and ZF detection of S are respectively given in this case by

Ŝmmse = [∆Hn+1∆n+1 + (Es/N0)IN ]−1∆Hn+1Zn+1

Ŝzf = [∆Hn+1∆n+1]∆Hn+1Zn+1.

(3.21)

As in the previous transmission, the output in (3.21) are then transformed back to

time domain where decisions are made. If there is no error the packet is accepted

and the BS sends a positive ACK to the mobile user otherwise the BS sends another
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NACK and the mobile transmitter re-sends the packet as during the first transmis-

sion, i.e. as in Equation (3.4). The BS will then combine the three received signal

vectors and proceed to detection as described above. This procedure depicted in

Figure. 3.2 continues until the packet is successfully decoded or a maximum number

of transmissions denoted by R is reached in which case the receiver drops all received

packets and the transmitter start over by sending the same packet. In this slow fading

case, it is assumed that the channel remains unchanging for the duration of the R

transmissions.

Let’s assume that the number of transmission until successful decoding is Rs

with Rs ≤ R.

If Rs is even, one can write (3.19) for Rs ≥ 2 transmissions as

Ze =

Rs/2∑
n=1

Λ̃H2nY
∗
2n + ΛH2n−1Y2n−1

, ∆e S + Ψe,

(3.22)

where

∆e =

Rs/2∑
n=1

Λ̃H2nΛ̃2n + ΛH2n−1Λ2n−1

Ψe =

Rs/2∑
n=1

Λ̃H2nW
∗
2n + ΛH2n−1W2n−1.

(3.23)

Since in the slow fading case, the channel remains the same for the duration of the

Rs transmissions, one obtains Λmi,n+1 = Λmi,n = Λmi. Hence, ∆e is given by

∆e =

Rs/2∑
n=1

Λ̃(H)Λ̃ + Λ(H)Λ

=

Rs2 ∑MR

m=1 |Λm1|2 + |Λm2|2 0

0 Rs
2

∑MR

m=1 |Λm1|2 + |Λm2|2

 ;

(3.24)

The N ×N matrix ∆e is diagonal with diagonal element
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Figure 3.2 Operation of the proposed SCFDE-HARQ operation using STBC in the
retransmission process; the function f represents the MRC combining of (3.19).
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∆e(k, k) = Rs
2

∑Mr

m=1 |Hm1(k)|2 + |Hm2(k)|2. The covariance matrix of the noise

component Ψe is given by

RΨe = E [ΨeΨ
H
e ]

= N0

Rs2 ∑Mr

m=1 |Λm1|2 + |Λm2|2 0

0 Rs
2

∑Mr

m=1 |Λm1|2 + |Λm2|2


= N0∆e.

(3.25)

RΨe is also a diagonal matrix. When the number of transmission is even, the two

transmitted symbols block from the two transmit antennas are completely decoupled

and a FD 2Mr diversity gain can be achieved.

The MMSE and ZF detection of S are respectively given in this case by

Ŝmmse,e = [∆He ∆e + (σ2
s/N0)IN ]−1∆He Ze

Ŝzf,e = [∆He ∆e]∆
H
e Ze.

(3.26)

From (3.22) and (3.25), it is seen that the instantaneous signal-to-noise ratio

(SNR) per subcarrier k, k = 0, 1, · · · , N/2 is given by

Γe(k) = γo(Rs/2)
Mr∑
m=1

|Hm1(k)|2 + |Hm2(k)|2 (3.27)

where γo = σ2
s/N0.

The FD estimated are then converted back into TD when detection is done. It

follows

ŝi,mmse,e = FN/2 Ŝi,mmse,e

ŝi,zf,e = FN/2 Ŝi,zf,e.

(3.28)
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The output SNR can be found as

γzf,e =
1

1
N

∑N/2−1
k=0

1
Γe(k)

γmmse,e =
1

1
N

∑N/2−1
k=0

1
(1+Γe(k))

(3.29)

In brief, when the number of transmissions is even in a slowly varying channel

when the channel remains constant for the duration of all transmissions, the proposed

HARQ system provide a FD 2Mr diversity gain.

If Rs is odd, one can write (3.19) for Rs > 1 transmissions as

Zo = ΛHRsYRs +

(Rs−1)/2∑
n=1

Λ̃H2nY
∗
2n + ΛH2n−1Y2n−1

, ∆o S + Ψo,

(3.30)

where

∆o = ΛHRsΛRs +

(Rs−1)/2∑
n=1

Λ̃H2nΛ̃2n + ΛH2n−1Λ2n−1

Ψo = ΛHRsWRs +

(Rs−1)/2∑
n=1

Λ̃H2nW
∗
2n + ΛH2n−1W2n−1.

(3.31)

Since in the slow fading case, the channel remains the same for the duration

of the Rs > 1 transmissions, one gets Λmi,n+1 = Λmi,n = Λmi. it follows that ∆o is

given by
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∆o = Λ(H)Λ +

(Rs−1)/2∑
n=1

Λ̃(H)Λ̃ + Λ(H)Λ

=

Λ∗11 Λ∗21 · · · Λ∗M1

Λ∗12 Λ∗22 · · · Λ∗M2




Λ11 Λ12

Λ21 Λ22

...
...

ΛM1 ΛM2



+

(Rs−1)/2∑
n=1

 Λ12 Λ22 · · · ΛM2

−Λ11 −Λ21 · · · −ΛM1




Λ∗12 −Λ∗11

Λ∗22 −Λ∗21

...
...

Λ∗M2 −Λ∗M1



+

Λ∗11 Λ∗21 · · · Λ∗M1

Λ∗12 Λ∗22 · · · Λ∗M2




Λ11 Λ12

Λ21 Λ22

...
...

ΛM1 ΛM2


=

Rs+1
2

∑MR

m=1 |Λm1|2 + Rs−1
2

∑MR

m=1 |Λm2|2
∑MR

m=1 Λm1Λ
∗
m2∑MR

m=1 Λ∗m1Λm2
Rs−1

2

∑MR

m=1 |Λm1|2 + Rs+1
2

∑MR

m=1 |Λm2|2


(3.32)

The covariance matrix of the noise component Ψo is given by

RΨo = E [ΨoΨ
H
o ]

= N0

Rs+1
2

∑Mr

m=1 |Λm1|2 + Rs−1
2

∑Mr

m=1 |Λm2|2
∑Mr

m=1 Λm1Λ
∗
m2∑Mr

m=1 Λ∗m1Λm2
Rs−1

2

∑Mr

m=1 |Λm1|2 + Rs+1
2

∑Mr

m=1 |Λm2|2


= N0∆o.

(3.33)
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When the number of transmission is odd, the transmitted symbols block from

the two transmit antennas interfere with one another. The ZF equalizer will com-

pletely remove the interference while the MMSE equalizer will minimize the noise

variance and leave some residual interference. The MMSE and ZF detection of S are

respectively given in this case by

Ŝmmse,o = [∆Ho ∆o + (σ2
s/N0)IN ]−1∆Ho Zo

Ŝzf,o = [∆Ho ∆o]∆
H
o Zo.

(3.34)

The instantaneous signal-to-interference-noise ratio (SINR) per subcarrier k, k =

0, 1, · · · , N/2 is given in this case by

Γo(k) =
γo

[
Rs+1

2

∑Mr

m=1 |Hm1(k)|2 + Rs−1
2

∑Mr

m=1 |Hm2(k)|2
]2

Rs+1
2

∑Mr

m=1 |Hm1(k)|2 + Rs−1
2

∑Mr

m=1 |Hm2(k)|2 + γo

[∑Mr

m=1 Hm1(k)H∗m2(k)
]2

(3.35)

where γo = σ2
s/N0 and the output SINR is given by the output SNR can be found as

γzf,o =
1

1
N

∑N/2−1
k=0 1/ (Γo(k))

γmmse,o =
1

1
N

∑N/2−1
k=0 1/ (1 + Γo(k))

.

(3.36)

The FD estimated are then converted back into time domain when detection is done.

The BER and throughput performance of Scheme I are depicted in Figure 3.3.

3.2.2 Throughput Analysis

The throughput depicted in Figure 3.3 is now defined in this section. Define the

throughput (in bit per second (bps)) as the number of information bits which are

correctly received divided by the total time (in seconds) it took the transmit them.

Since each packet is composed of N information symbols, for a M -ary constellation,

the number of information bits is given by Nlog2(M). If it takes Rs transmissions

to successfully decode a packet, hence, the total time it takes is given by Rs(N/2 +
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Figure 3.3 Performance of the proposed SCFDE/HARQ denoted SCHEME I in a
time invariant fading channel; Top: BER performance, bottom: throughput perfor-
mance.

Ncp)Ts where Ncp and Ts are the number of symbol in the CP and the symbol period

respectively. Applying the BER obtained above for different modulation schemes,

one can derive the system throughput for a M -ary constellation as

η =
Nlog2(M)(∑R

n=1 nP
(n)
s

)
(N/2 +Ncp)Ts

(3.37)

where P
(n)
s is the probability of packet success at the nth trial given by

P (n)
s = (1− P (n)

f )Πn−1
j=1P

(j)
f (3.38)
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Figure 3.4 Performance of the proposed SCFDE/HARQ denoted SCHEME I in a
time invariant fading channel for 2 × 2 and 2 × 3 MIMO system; Top: BER perfor-
mance, bottom: throughput performance.

where nP
(n)
s is the probability of packet failure at the nth trial. For an uncoded

system, the probability of packet failure is given by P
(n)
f = [1− Pe(γ)]N where Pe(γ)

is the BER for a given SNR γ.
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Figure 3.5 The block structure of the STBC SCFDE-HARQ second scheme.

Figure 3.6 The block Diagrams of the proposed SCFDE/HARQ denoted Scheme
I and Scheme II.

3.2.3 Second Scheme of Space-Time SCFDE/HARQ

The second scheme, called as SCHEME II, applies HARQ to the conventional STBC

where the space-time block consisting of redundant symbols is sent in the first trans-

mission as follow. The MS transmitter first forms the STBC blocks

x1 = [Tcps1,−TcpPN/2s
∗
2]T

x2 = [Tcps2, TcpPN/2s
∗
1]T ,

(3.39)

where Tcp is the CP insertion matrix. Note that the duration of a transmitted block

in the second scheme is double of that of the first scheme as shown in Figure 3.5 and

the HARQ operation of both scheme is depicted in Figure 3.6.

In comparing both schemes, the authors choose in the simulation of SCHEME II,

a block size that is half of that of the first scheme in order to have the same data rate.
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Figure 3.7 Performance comparison of Scheme I and Scheme II in a Pedestrian
slow fading channel.

The MS transmitter will transmit the block xi in 3.39 for the ith transmitted antenna

in every transmission. In the second scheme, the whole STBC block is transmitted

in a single transmission. At the receiver, after removing the CP’s the received blocks

are transformed into the FD to yield (see (3.12))

Y1,n = Λ1,nS1 + Λ2,nS2 + W1,n

Y2,n = −Λ1,nS
∗
2 + Λ2,nS

∗
1 + W2,n

(3.40)

where Y1,n and Y2,n correspond to the first and second half of the transmitted blocks

xi respectively and Wi,n is the FD AWGN. By letting Zn = [YT1,n,Y
H
2,n]T , one can

write (3.40) as

Zn = ∆nS + Wn (3.41)

where

∆n =

Λ1,n Λ2,n

Λ∗2,n −Λ∗1,n

 . (3.42)
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The matrix is easily shown to be orthogonal. The MMSE and ZF receivers yield

Ŝmmse = [∆H∆ + (σ2
s/N0)IN ]−1∆HZ

Ŝzf = [∆H∆]∆HZ.

(3.43)

which are then transformed back into the TD for detection. If error is detected, the

BS send a NACK to the MS which then retransmitted the blocks exactly as in the

first transmission. MRC is used at the BS to combine all the received block as in

the previous scheme. One can easily see that the BER performance of this scheme

is the same as that of the previous scheme with even number of transmission. The

performances of SCHEME II are shown in Figure 3.8 and the throughput comparison

of both schemes is depicted in Figure 3.9.

It can be seen that in low SNR regions, the throughput of both schemes are the

same , however in high SNR regions, the throughput of Scheme I is much better. This

is because in high SNR, only a single transmission is needed to decode the packet

successfully hence, sending the STBC block is not necessary and in consequence one

looses in throughput. We can conclude that it’s always better to use SCHEME I in

slow fading channels.
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Figure 3.8 Performance of the proposed SCFDE/HARQ denoted SCHEME II in
a time invariant fading channel; Top: BER performance, bottom: Throughput per-
formance.
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Figure 3.9 Throughput comparison of Scheme I and Scheme II in a Pedestrian A
slow fading channel.



44

3.3 SCFDE-HARQ in Fast Fading Channel

In the fast fading channel case, it is assumed that the channel changes from one

transmission to another for the duration of R transmissions. Consider a Rayleigh

fading and the channel correlation ρ between two consecutive transmissions is modeled

by the zeroth-order Bessel function of the first kind, i.e. ρ = J(2πfdT ), which is

derived from Jake’s model [26], with fd being the maximum Doppler frequency and T

the time duration between two consecutive transmission. With the above assumption,

it follows

E[hmi,n(l)h∗mi,n+k(l)] = ρk. (3.44)

3.3.1 Space-Time SCFDE/HARQ Scheme I

In Scheme I, after Rs transmissions, one can rewrite (3.19) as

ZRs =
Rs∑
n=1

αnΛ̃
H
n+1Y

∗
n+1 + βnΛ

H
n Yn

, ∆v S + Ψv,

(3.45)

where

∆v =
Rs∑
n=1

αnΛ̃
H
n+1Λ̃n+1 + βnΛ

H
n Λn

Ψv =
Rs∑
n=1

αnΛ̃
H
n+1W

∗
n+1 + βnΛ

H
n Wn

αn =
(1 + (−1)n)

2

βn =
(1− (−1)n)

2
.

(3.46)

It can be shown that

∆v =

∆v,11 ∆v,12

∆∗v,12 ∆v,22

 . (3.47)
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where

∆v,11 =
Rs∑
n=1

Mr∑
m=1

βn|Λm1,n|2 + αn|Λm2,n+1|2

∆v,12 =
Rs∑
n=1

Mr∑
m=1

βnΛm1,nΛ
∗
m2,n − αnΛm1,n+1Λ

∗
m2,n+1

∆v,22 =
Rs∑
n=1

Mr∑
m=1

αn|Λm1,n+1|2 + βn|Λm2,n|2

(3.48)

are all N/2×N/2 diagonal matrices.

If ρ = 1, i.e. when the channel is invariant, the results are the ones derived

from the previous section. If ρ 6= 1, one can see from (3.48) that the off diagonal

elements ∆v,12 of ∆v are non-zero, hence the time varying channel introduces in-

terference between the the transmitted blocks from the two transmitted antennas .

One can also note that one obtains a spatial and time diversity gain. Hence the time

varying channel introduces both interference and diversity gain and because one also

obtain spatial gain due to the use of two transmit antennas, the overall diversity gain

overcome the the interference between the transmit symbols and the gain increase as

the correlation coefficient ρ decreases.

3.3.2 Space-Time SCFDE/HARQ Scheme II

From the slow fading channel case, notice that the received block after the nth and

(n+ 1)th transmissions are given by

Zn = ∆nS + Wn

Zn+1 = ∆n+1S + Wn+1

(3.49)

where

∆n =

Λ1,n Λ2,n

Λ∗2,n −Λ∗1,n

 . (3.50)
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For R transmissions, let Z = [ZT1 ,Z
T
2 , · · · ,ZTR]T , it follows

Z = ∆S + W (3.51)

where ∆ = [∆T1 ,∆
T
2 , · · · ,∆TR]T and W = [WT

1 ,W
T
2 , · · · ,WT

R ]T .

It can be easily shown that

∆ =

∑R
n=1

∑Mr

m=1 |Λm1,n|2 + |Λm2,n|2 0N/2×N/2

0N/2×N/2
∑R

n=1

∑Mr

m=1 |Λm1,n|2 + |Λm2,n|2.

 (3.52)

Hence, one can see that there is no interference between the transmitted symbol

and that one achieves both time and spatial diversity that can be up to 2MrR when

the channel correlation if ρ = 0, i.e. independent channel at each transmission.

3.3.3 Proposed SFBC-SCFDE HARQ Scheme for Fast Fading Channel

In the proposed scheme for fast fading channel, the authors first repeat the symbol

block si to yield the N × 1 block vi, i = 1, 2

vi =
1√
2

[
uTi ,u

T
i

]T
. (3.53)

where

u1 = [s1(0),−s∗2(0), s1(1),−s∗2(N/2− 1), . . . , s1(N/2− 2),−s∗2(2), s1(N/2− 1),−s∗2(1)]T

u2 = [s2(0), s∗1(0), s2(1), s∗1(N/2− 1), . . . , s2(N/2− 2), s∗1(2), s2(N/2− 1), s∗1(1)]T .

(3.54)

The factor 1/
√

2 is to keep the power the same after the repetition. It will

be shown in the followings that the repetition of si is instrumental in having in

the frequency domain at the receiver {Si(k)}N/2−1
k=0 , i=1, 2 on even subcarriers and

{±S∗i (k)}N/2−1
k=0 , i=1, 2 on odd subcarriers so that Alamouti SFBC can be applied.
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Figure 3.10 Diagram of the proposed SCFDE-SFBC for fast fading channel.

Finally, define the 2N symbols blocks v−→i ( v←−i), i=1, 2, by making the odd (even)

elements of vi zeros as follow

v−→i =
√

1/2 [si(0), 0, si(1), 0, . . . , si(N/2− 1), 0, si(0), 0, si(1), 0, . . . , si(N/2− 1), 0]T

v←−i =
√

1/2 [0, s∗ν(0), 0, s∗ν(N/2− 1), . . . , 0, s∗ν(1), 0, s∗ν(0), 0, s∗ν(N/2− 1), . . . , 0, s∗ν(1)]T

× (−1)k,

(3.55)

whose ν = k − (−1)k, 2N -point DFT V−→i and (V←−i) are given by

V−→i =
√

1/2 [Si(0), 0, . . . , Si(N/2− 1), 0, Si(0), 0, . . . , Si(N/2− 1), 0]T

V←−i =
√

1/2Φ2N [S∗ν(0), 0, . . . , S∗ν(N/2− 1), 0, S∗ν(0), 0, . . . , S∗ν(N/2− 1), 0]T × (−1)i

(3.56)
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where Φ2N =diag
{

1, e
j2π
2N , e

j2π2
2N , . . . , e

j2π(2N−1)
2N

}
. The multiplication by Φ2N in (3.56)

resulted from the shifting property of DFT. Note that the zeros between the elements

of V−→i and V←−i are due to the repetition in (3.53). Their presence in the odd index of V←−i

allows us to shift the conjugate symbols {±S∗i (m)}N/2−1
m=0 currently located at the even

index of V←−i to these odd index positions without interfering with the non-conjugate

symbols {Si(m)}N/2−1
m=0 so that even and odd subcarriers can be used in SFBC. In

order to shift the conjugate symbols to the odd index, one just needs to multiply the

time domain conjugate symbols v←−i, by a phase shift vector. Hence the transmitted

signal by the ith, i = 1, 2 transmit antenna is constructed as follow

xi = v−→i + Φ2N v←−i. (3.57)

The block diagram of the proposed scheme is shown in Figure 3.10. Note that

the size of the transmitted block xi is 2N , hence the rate of the proposed system

is 1/2 since 2N symbols are transmitted for N information bearing symbols. This

reduction in rate, as will be shown later in this section, comes with a frequency

diversity gain as the symbols are repeated in the FD on different subcarriers. Note

also that the transmitted signals xi, i=1, 2 have constant amplitude which is the main

contribution of this scheme as it implements single carrier SFBC with low PAPR (0dB

PAPR for M-PSK symbols as opposed to the 3dB PAPR of the scheme in [35] where

instead of interleaving the symbols are added to one another resulting in non-constant

amplitude signal transmitted). The bandwidth B of xi is determined approximately

by the symbol duration Ts/2 and is given by B=2/Ts. A cyclic prefix (CP) is added

to each block xi before transmitting through the frequency selective fading channel.

After the removal of the CP and taking a 2N -point DFT, the received signal block is

given by

Y =
2∑
i=1

ΛiXi + W, (3.58)
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where Λi, i=1, 2 represent diagonal matrices whose elements are the 2N -point DFT

of the corresponding CIR hi. Xi and W represents the 2N -point DFT of xi and

w (the complex AWGN noise vector at the input of the receiver with variance N0)

respectively. From (6.1), Xi can be written as

Xi = V−→i + Ṽ←−i, (3.59)

where V−→i and Ṽ←−i represent the 2N -point DFT of v−→i and (Φ2N v←−i) respectively. Note

that Ṽ←−i is equal to V←−i shifted forward one element as follow

Ṽ←−k =
√

1/2Φ←−2N [0, S∗ν(0), . . . , 0, S∗ν(N/2− 1), 0, S∗ν(0), 0, . . . , 0, S∗ν(N/2− 1)]T×(−1)k

(3.60)

where Φ←−2N = diag
{

0, 1, e
j2π
2N , e

j2π2
2N , . . . , e

j2π(2N−2)
2N

}
.

Define Vi,e and Vi,o to be N symbols vectors containing the even and odd

elements of a 2N symbols vector Vi respectively. it follows V−→i,o= 0N and Ṽ←−i,e= 0N .

Hence from (3.56), (3.60) and (3.59) it can be easily shown that

Xi,e = V−→i,e + Ṽ←−i,e =
√

1/2[STi ,S
T
i ]T

Xi,o = V−→i,o + Ṽ←−i,o = (−1)i
√

1/2ΦN [SHν ,S
H
ν ]T ,

(3.61)

where ΦN =diag
{

1, e
j2π
N , e

j2π2
N , . . . , e

j2π(N−1)
N

}
is a N×N diagonal matrix whose diago-

nal elements are the odd diagonal elements of Φ←−2N and ν=i−(−1)i, i=1, 2. Note from

Equation (3.61) that the proposed scheme achieves a second-order frequency diversity

due to the symbol repetition (the repeated symbols are separated by N subcarriers)

in the frequency domain. This frequency diversity gain comes with the assumption

that the coherence bandwidth of the channel 1/Tm [36] (where Tm denotes the max-

imum delay spread of the channel) is less than the bandwidth of N subcarriers, i.e.

the repeated symbols experience independent fading. Since there is a total of 2N

subcarriers, the subcarrier spacing is given by B/(2N)=1/(NTs) hence the frequency

domain spacing between the repeated symbols is given by 1/Ts. The assumption
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for the second-order frequency diversity is then always satisfied if (1/Ts)>(1/Tm) i.e.

Ts<Tm. Hence in order to achieve the second-order frequency diversity gain, one need

to choose Ts such that Ts<Tm a regular and simple assumption.

Note from (3.61) that X1,o= − ΦNX∗2,e and X2,o= ΦNX∗1,e. Hence (4.12) can

then be rewritten as

Ye = Λ1,eX1,e + Λ2,eX2,e + We

Yo = Λ1,oX1,o + Λ2,oX2,o + Wo

= −Λ1,oΦNX∗2,e + Λ2,oΦNX∗1,e + Wo,

(3.62)

where Λi,e and Λi,o are diagonal matrices whose diagonal elements are the even and

odd diagonal elements of Λi respectively. it is assumed that the channel gains for

adjacent subcarriers are approximately equal2, i.e. Λi,e ≈ Λi,o, i=1, 2. Using (3.61)

i.e. Xi,e=
√

1/2[STi ,S
T
i ]T , and taking the conjugate of the second equation of (3.62),

it can be written in matrix form as

Z = ΛS + W̃, (3.63)

where Z=
[
YT
e ,Y

∗T
o

]T
, S=

[
ST1 ,S

T
2

]T
, W̃=

[
WT

e W∗T
o

]T
,

Λ =
√

1/2



Λ1
1,e Λ1

2,e

Λ2
1,e Λ2

2,e

Φ1∗
NΛ1∗

2,o −Φ1∗
NΛ1∗

1,o

Φ2∗
NΛ2∗

2,o −Φ2∗
NΛ2∗

1,o


, and Λ1

i,e ( Λ2
i,e) is N × N diagonal matrix

whose diagonal elements are the first (second) N diagonal elements of Λi,e. Similarly

Φ1
N (Φ2

N) is a N ×N diagonal matrix whose diagonal elements are the first (second)

N diagonal elements of ΦN . The minimum mean square error (MMSE) receiver yield:

Ŝmmse =

[
ΛHΛ +

1

SNR
I2N

]−1

ΛHZ, (3.64)

2This assumption is less restrictive than assuming that the channel remains the same for at
least two blocks, hence enabling application in fast fading channels
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where SNR=σ2
s/N0. It can be easily shown that the matrix ΛHΛ is diagonal and

given by

ΛHΛ =

 |∆1|2 0

0 |∆2|2

 , (3.65)

where

|∆1|2 =
1

2

(∣∣Λ1
1,e

∣∣2 +
∣∣Λ2

1,e

∣∣2 +
∣∣Λ1

2,o

∣∣2 +
∣∣Λ2

2,o

∣∣2)
|∆2|2 =

1

2

(∣∣Λ1
2,e

∣∣2 +
∣∣Λ2

2,e

∣∣2 +
∣∣Λ1

1,o

∣∣2 +
∣∣Λ2

1,o

∣∣2) . (3.66)

One can see that S1 and S2 are completely decoupled. The estimates in (7.10)

are transformed back in time domain for detection. From (4.36), it can be seen that

our scheme provides a fourth-order diversity gain (assuming Ts<Tm) as opposed to

the second-order diversity achieved by the SC-SFBC scheme of [35] and SF-OFDM

of [37]. This difference is due to the additional frequency domain diversity exploited

by the proposed scheme at the expense of reducing the rate to 1/2.



CHAPTER 4

MULTIUSER SC-FDE WITH FEC/HARQ ON THE UPLINK OF

WIRELESS COMMUNICATIONS

In the previous chapter, SCFDE/HARQ schemes have been proposed for single user

system. In this chapter, the authors evaluate the performance of the proposed scheme

when more than one user is present in the system. It is assumed that a total U

simultaneous users transmitting at any given time. Each user is equipped with two

transmit antennas and the BS has Mr receive antennas. For the sake of notation

simplicity, it is assumed going forward that Mr = 1. The extension of the result for

Mr > 1 is straightforward as done in the single user case.

It is well known that users can be separated in either time, frequency, code or

spatial domain. Our goal in this thesis is to design a transmitter that can transmit

with low PAPR using SCFDE in multiuser environment. Two approaches are pro-

posed as follow. The first one uses spreading code to separate the users on the uplink

while maintaining multiuser interference MUI-free detection at the BS. The second

approach use frequency or subcarriers separation. Both approaches will be combined

with transmit diversity to exploit the spatial diversity of the channel. The proposed

code domain separation that achieve MUI-free system is based on block spreading [19]

which will be presented in the next section.

4.1 Symbol Block Spreading

Consider a symbol block of N symbols s = [s(0), s(1), · · · , s(N−1)]T and a spreading

code of length G c = [c(0), c(1), · · · , c(G− 1)]T .

52
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In the conventional symbol spreading, each symbol is spread by the spreading

code c to yield the NG× 1 block

x = [s(0)c(0), · · · , s(0)c(G− 1), · · · , s(N − 1)c(0), · · · , s(N − 1)c(G− 1)]T . (4.1)

When multiple users user this approach to transmit their symbols as done in the

conventional CDMA, this results in MUI at the receiver.

In the new symbol spreading, the whole block s is spread by the spreading code

c to yield

x = [c(0)s(0), · · · , c(0)s(N − 1), · · · , c(G− 1)s(0), · · · , c(G− 1)s(N − 1)]T . (4.2)

In multiuser system, in order to avoid MUI at the receiver, a CP is inserted between

each chip-subblock as depicted in Figure 4.1

The block spreading operation can be obtained mathematically as x = (c⊗Tcp)s

where Tzp = [ITcp, IK ]T is the (K + L) ×K CP matrix that appends the CP to each

chip-subblock and Icp denotes the matrix formed by the last L rows of IK [19]. L is

assumed to be longer the maximum delay spread of the channel.

Figure 4.1 Block diagram of the block spreading (Top) and symbol spreading in
conventional CDMA (Bottom).
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In a multiuser system with U users, the user u transmitted chips-block is then

given by the (N + L)G× 1 vector xu given by

xu = (c(u) ⊗Tcp)su (4.3)

where Tcp is the CP matrix given by Tcp = [JTcp, IN ]T ; Jcp is a L×N matrix formed

by the last L rows of the identity matrix IN . The CP eliminates the IBI but also

turn the linear convolution of the channel and the transmit signal into a circular one

[30]. The chips-block xu propagates through the multipath fading channel with CIR

h(u)(n)=
[
h

(u)
0 (n), h

(u)
1 (n), . . . , h

(u)
L−1(n)

]T
. After removing the CP from the received

(N + L)G× 1 chips-block one gets the chip-rate NG× 1 vector

y(n) =
U∑
u=1

x(u) ? h(u)(n) + w(n),∀n ∈ [0, NG− 1] (4.4)

where w denotes the sampled zero-mean AWGN noise and ? represents the circu-

lar convolution operation. Note that the linear convolution has been turned into a

circular one with the removal of the CP [30].

4.1.1 Slow Fading Case

In a slow fading channel, i.e., the channel is invariant for the duration of the (N +

L)GTc chips-block duration (which is the assumption in CIBS-CDMA, i.e. hu(n) =

hu), a block de-spreading is performed for user u to yield the N × 1 symbol block as

follow [19], [38]

z(u) =
(
c(u)H ⊗ IN

)
y

=
(
c(u)H ⊗ IN

) U∑
v=1

(cv ⊗ (sv ? hv)) + w

= s(u) ? h(u) + w(u)

(4.5)
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where y=[y(0), . . . ,y(NG− 1)]T and w(u)=(c(u)H ⊗ IN)w and the following identity

of the kronecker product has been used

(A1 ⊗A2) (B1 ⊗B2) = A1B1 ⊗A2B2, (4.6)

and c(u)Hcv = δ(u − v). Note also that in the second equation of (4.5), the authors

have used the fact that after removing the cyclic prefix, (c(u)⊗Tcp)s
(u) ?h is reduced

to c(u) ⊗ (s(u) ? h) (this can easily been shown). In the slow fading channel case,

each chips-subblock goes through the same channel h(u). The receiver then takes an

N -point DFT of z(u) to obtain the N × 1 frequency domain vector

Z(u) = H(u)S(u) + W(u), (4.7)

where Z(u), S(u) and W(u) are the N -point DFT of z(u), s(u) and w(u) respectively

and Hu is a diagonal matrix with diagonal elements the N -point DFT of hu. One can

see from (4.7) that the de-spreading operation completely eliminate the MUI. This is

because the channel is invariant (h(u)(n) = h(u)) for the duration of the block and the

users spreading code are mutually orthogonal. The frequency domain equalization is

then performed using linear single user MMSE or ZF as follow

Ŝ(u) =
(
H(u)HH(u) + α(No/Es)IN

)−1
H(u)HZ(u), (4.8)

where α=1 for MMSE and α=0 for ZF receivers. The estimated frequency domain

symbols Ŝ(u) are then transformed into the time domain for detection.

Note that block spreading does not provide any frequency diversity. It purpose

is to allow deterministic user separation with MUI-free detection at the receiver. In

order to achieve frequency diversity, block spreading with zero insertion is used as

follow. The authors insert Q − 1 zeros between each chip of x(u) in Equation (4.2)

to yield the vector x̃(u) of length NGQ chips. In order to keep the total duration

the same, the authors first compress each chip from duration Ts/G to Ts/(GQ). This
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compression will expand the bandwidth of the transmitted Q times. One should

choose G and Q such that GQ/Ts ≤ Bw where Bw is the total available bandwidth.

The principle of diversity gain through zeros insertion is shown in Figure 4.2. Since

insertion of zeros in the TD corresponds to repetition in the frequency domain, S(u)

will be repeated Q times in the FD, one will get at the receiver after de-spreading

and NQ-point FFT,

Z(u) = Γ(u)S(u) + W(u) (4.9)

where Γ(u) = [Λ
(u)T
1 ,Λ

(u)T
2 , · · · ,Λ(u)T

Q ]T . One can then achieve frequency diversity if

Λ
(u)
q is uncorrelated with Λ

(u)
p for q 6= p. Note that by inserting zeros, one does not

increase the power transmitter which is desirable on the uplink. The diversity gain

from zeros insertion is shown in Figure 4.3. QPSK modulation with MMSE FDE is

used. The Vehicular A channel which is highly frequency selective is used and the

block size was N = 64 symbols.

Figure 4.2 Principle of diversity through zeros insertion in the TD.

4.1.2 Fast Fading Case

If the channel is time varying with the assumption that it does remain constant

during a chip-subblock but changes from subblock to subblock, the authors propose

to process the received signal one subblock at a time. Hence, after removing the CP
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Figure 4.3 BER performance with zeros insertion in the TD which achieves fre-
quency diversity in the FD.

from the received gth, (g = 1, 2, . . . , G) received chips-subblock, it follows

yg =
U∑
u=1

x(u)
g ? h(u)

g + wg

=
U∑
u=1

c(u)(g)
(
s(u) ? h(u)

g

)
+ wg,

(4.10)

where x
(u)
g = cu(g)s(u) is the gth subblock of x(u), h

(u)
g is the user u’s channel CIR

during the gth chips-subblock where the channel is assumed invariant and wg is the

AWGN noise in the gth chips-subblock. Applying the de-spreading scheme of (4.5)

will result in MUI interference as the channel is no longer invariant for the duration

of the chips-block. In fast fading channel, the authors propose a receiver design that

first transform the chips-subblock into the frequency domain by taking the N -point

DFT of yg to yield the N × 1 vector

Yg =
U∑
u=1

c(u)(g)H(u)
g S(u) + Wg, (4.11)
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where H
(u)
g is the N ×N diagonal matrix with diagonal vector the N -point DFT of

h
(u)
g . Stacking all the G vectors Yg into a NG× 1 vector Y = [YT

1 , . . . ,Y
T
G]T , (4.11)

can be written in a matrix form as

Y = ΛS + W (4.12)

where

Λ =



c(1)(0)H
(1)
0 . . . c(U)(0)H

(U)
0

c(1)(1)H
(1)
1 . . . c(U)(1)H

(U)
1

...
. . .

...

c(1)(G− 1)H
(1)
G−1 . . . c(U)(G− 1)H

(U)
G−1


,

S = [S(1)T ,S(2)T , · · · ,S(U)T ]T and W = [WT
1 , . . . ,W

T
G]T . The receiver will

then perform a joint MUD and channel equalization using linear MMSE or ZF as

follow

Ŝ =
(
ΛHΛ + α(No/Es)INU

)−1
ΛHY, (4.13)

where α=1 for MMSE and α=0 for ZF receivers. The estimated frequency domain

symbols Ŝ are then transformed into the time domain for detection.

The kth diagonal element of the matched-filter matrix ΛHΛ is given by [ΛHΛ]k,k =∑G−1
g=0 |H

(u)
g |2k,k and one gets E [H

(u)
g H

(u)H
g+ν ] = ρν . Hence, if the channel correlation fac-

tor ρ is low, i.e. ρ ≈ 0 (H
(u)
g1 and H

(u)
g2 are independent), one obtains a time diversity

gain of order G while when ρ is high, i.e. ρ ≈ 1 (H
(u)
g1 = H

(u)
g2 ) no time diversity gain

is obtained. The rapidly time-varying channel not only destroys the orthogonality

among the users causing MUI, but also provides us with time diversity gain that can

be up to the G-th order where G is the processing gain (spreading factor). The study

in this paper is showing that the time diversity gain surpasses the MUI caused by the

time varying channel. The MMSE detection makes good use of the time selectivity

since it minimizes both the residual interference (MUI) and the noise enhancement
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while retaining the gain from the time diversity which can be up to the G-th order.

Thus, one might expect that the performance would be better as the normalized

Doppler frequency becomes large or as the correlation factor ρ decreases.

4.2 Proposed Multiuser SCFDE/HARQ

In this scheme, each user is assigned with a spreading code c(u). The user u input

N data symbols block s(u) is demultiplexed into two N/2 data symbols blocks s
(u)
1

and s
(u)
1 which are then block spread by the spreading code c(u). During the even

transmissions, the user u transmit from antenna 1 and 2, respectively the block

x
(u)
1,e =

(
c(u) ⊗Tcp

)
s

(u)
1

x
(u)
2,e =

(
c(u) ⊗Tcp

)
s

(u)
2

(4.14)

and during the odd transmission, user u transmit from antennas 1 and 2

x
(u)
1,o = −c(u) ⊗Tcp)s̃

(u)∗
2

x
(u)
2,o = c(u) ⊗Tcp)s̃

(u)∗
1

(4.15)

where s̃
(u)
i = PN/2s

(u)
i .

As described in the single user case, if error is detected during the even (odd)transmission,

the BS send a NACK and the MS send the same packet as in the odd (even) trans-

mission case.

Following the derivation in the previous section, it easily see that the received

signal at the BS antenna during the even nth (after CP removal, de-spreading as

described in the previous section and N/2-point FFT) is given by

Y(u)
n = Λ

(u)
1,nS

(u)
1 + Λ

(u)
2,nS

(u)
2 + Wn

= Λ(u)
n S(u) + Wn

(4.16)
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where Λ
(u)
n = [Λ

(u)
1,n, Λ

(u)
2,n]. The received signal during the odd (n+ 1)th transmission

is given by

Y
(u)
n+1 = −Λ

(u)
1,n+1S

(u)∗
2 + Λ

(u)
2,n+1S

(u)∗
1 + Wn+1. (4.17)

As in the single user case, the BS receiver combined the received signal during

nth and (n + 1)th transmission as in (3.19) and linear ZF or MMSE equalization are

performed as in (3.21).

4.2.1 Chips Superimposed STBC-SCFDE Approach

The authors notice that the performance after the second transmission is much better

due to the STBC combining. One can improve on the performance by sending the

STBC block in each transmission without loss of rate by using space-time spreading

as follow. Each user is assigned with two normalized orthogonal spreading codes of

length G denoted by c(u,1)=[c
(u,1)
0 , c

(u,1)
1 , . . . , c

(u,1)
G−1 ]T and c(u,2)=[c

(u,2)
0 , c

(u,2)
1 , . . . , c

(u,2)
G−1 ]T .

The users’s spreading codes are mutually orthogonal.

During the first transmission, the MS sends from antenna 1 and 2 respectively

x
(u)
1 =

1√
2

[(
c

(u)
1 ⊗Tcp

)
s

(u)
1 −

(
c

(u)
2 ⊗Tcp

)
s

(u)∗
2

]
x

(u)
2 =

1√
2

[(
c

(u)
1 ⊗Tcp

)
s

(u)
2 +

(
c

(u)
2 ⊗Tcp

)
s

(u)∗
1

] (4.18)

Note the the total transmitted power is the same as in the first transmission of the

previous scheme. The only difference is that this scheme need two spreading code

per user and because of the superimposition of the chips, the PAPR is bounded to

3dB which is still low compared to OFDM. The block diagram of this scheme which

is called Superimposed-STBC-SCFDE is shown in Figure 4.4
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Figure 4.4 Block diagram of the superimposed STBC-SCFDE scheme.

Let denote by x
(u)
i,g the gth chip subblock without the CP which is of length N/2

chips. It is given by

x
(u)
1,g = c(u,1)

g s
(u)
1 − c(u,2)

g s̃
(u)∗
2

x
(u)
2,g = c(u,1)

g s
(u)
2 + c(u,2)

g s̃
(u)∗
1

(4.19)

Because the CP’s remove the inter chip-subblock interference and turn the linear

convolution into a circular one, after removing the CP’s and taking the N/2-point

FFT of each received chip-subblock, the gth received FD chip-subblock is given by

Yg =
U∑
u=1

c(u,1)
g

(
Λ

(u)
1 S

(u)
1 + Λ

(u)
2 S

(u)
2

)
+ c(u,2)

g

(
Λ

(u)
2 S

(u)∗
1 −Λ

(u)
1 S

(u)∗
2

)
+ Wg.

(4.20)
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where the fact that circular convolution in TD corresponds to multiplication of the

DFT’s in the FD is used. Wg is the DFT of the noise on the gth received chip-subblock.

Using (4.20), Y=[YT0 ,Y
T
1 , . . . ,Y

T
g , . . . ,Y

T
G−1]T can be written as

Y =
U∑
u=1

(
c(u,1) ⊗ IN/2

) (
Λ

(u)
1 S

(u)
1 + Λ

(u)
2 S

(u)
2

)
+
(
c(u,2) ⊗ IN/2

) (
Λ

(u)
2 S

(u)∗
1 −Λ

(u)
1 S

(u)∗
2

)
+ W

(4.21)

where W=[WT
0 ,W

T
1 , . . . ,W

T
G−1]T .

The de-spreading of the received chips-vector R is done in the frequency domain

by multiplying it with
(
c(u,1)T ⊗ IN/2

)
and

(
c(u,2)T ⊗ IN/2

)
to yield Z(u,1) and Z(u,2)

respectively as below,

Z(u,1) =
(
c(u,1)T ⊗ IN/2

)
Y

= Λ
(u)
1 S

(u)
1 + Λ

(u)
2 S

(u)
2 + W(u,1)

Z(u,2) =
(
c(u,2)T ⊗ IN/2

)
Y

= Λ
(u)
2 S

(u)∗
1 −Λ

(u)
1 S

(u)∗
2 + W(u,2)

(4.22)

where the following identities of Kronecker products have been used [39]

(A1 ⊗A2)(A3 ⊗A4) = (A1A3)⊗ (A2A4) (4.23)

and W(u,i) = (c(u,i)T ⊗ IN/2)W. Equation (4.22) can be combined in a matrix form

as

Z(u) =

 Λ
(u)
1 Λ

(u)
2

Λ
(u)∗
2 −Λ

(u)∗
1


S

(u)
1

S
(u)
2

+

W(u,1)

W(u,2)∗


, Λ(u) S(u) + W(u),

(4.24)

where Z(u) = [Z(u,1)T ,Z(u,2)T ]T . A simple linear receiver will yield

Ŝ(u) =
(
Λ(u)HΛ(u) + α(No/Es)IN

)−1
Λ(u)HZ(u), (4.25)
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where  α = 1 for MMSE receiver

α = 0 for Zero− forcing receiver
(4.26)

Note the matrix Λ(u) is diagonal hence, STBC diversity is achieved in the first

transmission. If error is detected, the MS resend the packet the same way as in the

first transmission and the BS receiver combine using MRC as done in the previous

schemes.

4.2.2 Chips Interleaved STBC-SCFDE Approach

One drawback of the chips superimposed approach is that the chips are added together

resulting in a 3dB PAPR transmitted signal. If one wants to transmit constant

amplitude signal one can interleave the chips instead of adding them. This will result

doubling the size of the transmitted signal, however the interleaving in the TD will

create diversity in the FD as follow. The block diagram of the chip interleaved scheme

is depicted in Figure 4.5. The transmitted gth chip-subblock in this case are given by

x
(u)
1,g = c(u,1)

g
−→s (u)

1 − c(u,2)
g
←−s (u)∗

2

x
(u)
2,g = c(u,1)

g
−→s (u)

2 + c(u,2)
g
←−s (u)∗

1

(4.27)

where

−→s (u)
i =

[
s

(u)
i (0), 0, s

(u)
i (1), 0, . . . , s

(u)
i (N/2− 1), 0

]T
←−s (u)

i =
[
0, s

(u)
i (0), 0, s

(u)
i (N/2− 1), . . . , 0, s

(u)
i (1)

]T
.

(4.28)

The N -point FFT of x
(u)
i,g are given by

X
(u)
1,g = c(u,1)

g S
(u)
1,(N/2) − c

(u,2)
g WNS

(u)∗
2,(N/2)

X
(u)
2,g = c(u,1)

g S
(u)
2,(N/2) + c(u,2)

g WNS
(u)∗
1,(N/2)

(4.29)
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Figure 4.5 Block diagram of the interleaved STBC-SCFDE scheme.

where the auithors have defined S
(u)
i,(N/2)=

√
1/2[S

(u)T
i ,S

(u)T
i ]T which is a repetition of

S
(u)
i due to the zero insertion in (4.28) and WN = diag(1, e2π/N , e2π2/N , . . . , e2π(N−1)/N)

which is the result of the shift property of the DFT [40]. Hence, the FD received signal

can be shown to be given by

Y =
U∑
u=1

(
c(u,1) ⊗ IN

) (
Λ

(u)
1 S

(u)
1,(N/2) + Λ

(u)
2 S

(u)
2,(N/2)

)
+
(
c(u,2) ⊗ IN

) (
Λ

(u)
2 WNS

(u)∗
1,(N/2) −Λ

(u)
1 WNS

(u)∗
2,(N/2)

)
+ W,

(4.30)
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where W=[WT
0 ,W

T
1 , . . . ,W

T
G−1]T . The frequency domain de-spreading yields

Z(u,1) =
(
c(u,1)T ⊗ IN

)
Y

= Λ
(u)
1 S

(u)
1,(N/2) + Λ

(u)
2 S

(u)
2,(N/2) + W(u,1)

Z(u,2) =
(
c(u,1)T ⊗ IN

)
Y

= Λ
(u)
2 WNS

(u)∗
1,(N/2) −Λ

(u)
1 WNS

(u)∗
2,(N/2) + W(u,2)

(4.31)

or equivalently in matrix form

Z(u) =

 Λ
(u)
1 Λ

(u)
2

WNΛ
(u)∗
2 −WNΛ

(u)∗
1


S

(u)
1,(N/2)

S
(u)
2,(N/2)

+

W(u,1)

W(u,2)∗

 , (4.32)

where Z(u)=[Z(u,1)T ,Z(u,2)T ]T and the noise component W(u,i)=(c(u,i)T ⊗ IN/2)W.

Since S
(u)
i,(N/2)=

√
1/2[S

(u)T
i ,S

(u)T
i ]T , (4.32) can be written as function of S(u) = [S

(u)T
1 ,S

(u)T
2 ]T

as

Z(u) =

√
1

2



Λ
1(u)
1 Λ

1(u)
2

Λ
2(u)
1 Λ

2(u)
2

W
(1)
N Λ

1(u)∗
2 −W

(1)
N Λ

1(u)∗
1

W
(2)
N Λ

2(u)∗
2 −W

(2)
N Λ

2(u)∗
1


S

(u)
1

S
(u)
2

+ W(u)

, Λ(u) S(u) + W(u),

(4.33)

where Λ
1(u)
i and Λ

2(u)
i are N/2 × N/2 diagonal matrix whose diagonal elements are

the first and second N/2 diagonal elements of Λ
(u)
i respectively. Similarly W

(1)
N and

W
(2)
N are N/2×N/2 diagonal matrix whose diagonal elements are the first and second

N/2 diagonal elements of WN . The linear receiver yields

Ŝ(u) =
(
Λ(u)HΛ(u) + α(No/Es)IN

)−1
Λ(u)Z(u). (4.34)
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An N/2-point IFFT is taken to get the time domain estimate. It can be easily

shown that the matrix Λ(u)HΛ(u) is diagonal and given by

Λ(u)HΛ
(u)

=
1

2

 ∆(u) 0(N/2)×(N/2)

0(N/2)×(N/2) ∆(u)

 (4.35)

where the elements of ∆(u) are given by

∆
(u)
k,k =

∣∣∣Λ1(u)
1

∣∣∣2
k,k

+
∣∣∣Λ2(u)

1

∣∣∣2
k,k

+
∣∣∣Λ1(u)

2

∣∣∣2
k,k

+
∣∣∣Λ2(u)

2

∣∣∣2
k,k
. (4.36)

The chip interleaved approach introduce additional diversity at the expense of

reducing the data rate.

The throughput is shown in Figure 4.6.

Figure 4.6 Throughput Comparison of the multiuser Scheme I.



CHAPTER 5

SINGLE CARRIER FREQUENCY DOMAIN EQUALIZATION

(SCFDE) SPACE-TIME BLOCK-SPREAD CDMA (STBS-CDMA)

WITH MULTIUSER INTERFERENCE (MUI)-FREE DETECTION

A novel multiuser interference (MUI)-free CDMA scheme known as chip-interleaved

block spread CDMA (CIBS-CDMA) based on block-spreading and zero-padding was

proposed in [19]. In CIBS-CDMA, the orthogonality among the users’s spreading is

maintained at the receiver even after frequency selective propagation. In order to

exploit the spatial diversity of the wireless channel while maintaining the MUI-free

detection, CIBS-CDMA was applied to space-time coding in the uplink [41] and

downlink [42] of CDMA systems. However, these space-time CDMA schemes require

the channel to be invariant for the duration of a chip-block of size 2(N + L)G chips

where N , L, G are the input block size, the length of the multipath channel and the

spreading factor respectively. For the schemes in [41] and [42], 2(N + L)GTc (Tc is

the chip duration) must be less than the coherence time of the channel. Since the

maximum number of users that do not interfere with each other equals the spreading

factor G [19] , the total number of MUI-free interference users supported is limited

in channel with short coherence time Tcoh because 2(N + L)GTc must be less than

Tcoh. Space-frequency block spread CDMA system have then been proposed in [43]

for time varying channel but again, due the use of block spreading, the channel has

to be invariant for the entire space-frequency block-spread CDMA block. In order to

relieve the effect of the time varying channel, the authors propose in this chapter a

novel space-time block spread structure for the uplink wireless communications. The

proposed schemes uses SCFDE because it exhibit low peak-to-average power ratio

(PAPR) which is important to insure low cost (affordable) mobile unit. SCFDE is

67
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Figure 5.1 SCFDE-STBS-CDMA System Model.

combined in this chapter with space-time block spreading to provide reliable wireless

multiuser communications in time varying channel. The proposed scheme requires the

channel to be invariant only for a chip-block of size 2(N + L) chips, i.e. of duration

2(N + L)Tc. This enables the designer to freely choose the spreading factor G as

needed by the maximum number of users to be supported without degrading the

system performance. It is shown that the proposed scheme highly outperforms the

one proposed in [41] and reference therein when the channel is varying within the

total transmitted chip-block of size 2(N + L)G chips but remain invariant or slowly

varies within a chip-block of 2(N + L) chips. The authors analyze the performance

of the proposed scheme and compare it with the one in [41].

5.1 System Model

Consider a CDMA system on the uplink wireless communication with U users, each

equipped with two uncorrelated antennas, which transmit data to a base station

that is equipped with M antennas. Without loss of generality, it is assumed in

this chapter that M=1 (extension to multiple receive antennas is straightforward).

The system model is shown in Figure. 5.1. Throughout this chapter, block spread-

ing i.e. which operates on a block of symbol [19], [44], [45], [46] is used as op-

posed to the traditional symbol spreading that is performed on a single symbol [47],

[48]. The uth user data stream is parsed into a block of 2N data symbols which

is serial-to-parallel converted into two blocks of N data symbols each denoted by

d
(u)
i =[d

(u)
i (0), d

(u)
i (1), . . . , d

(u)
i (N − 1)]T , i = 1, 2. The authors analyze for the uplink
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wireless communications, the performance of two space-time block spreading CDMA

schemes in both slow and fast fading channel. The first is the SCFDE-STBS-CDMA

scheme proposed in [41] wherein two block-time intervals are needed to transmit the

space-time block spreaded symbols. The second is the new SCFDE-STBS-CDMA

scheme that the authors propose in this chapter wherein only a single block-interval

is required to transmit the space-time block spread symbols. The authors will show

that the performances of both scheme is the same in a slow fading channel but in

fast fading channel, the new proposed scheme outperforms the one in [41]. This is

because in fast fading channel, the channel impulse response (CIR) varies within the

space-time chip-block causing intersymbol interference (ISI) and destroying the or-

thogonality among he users codes. By properly designing the space-time encoder of

the new scheme, a significant performance advantages can be obtained in fast fad-

ing channel. Let h
(u)
i,n=

[
h

(u)
i,n (0), h

(u)
i,n (1), . . . , h

(u)
i,n (L− 1)

]T
denotes the L-taps channel

impulse response between the uth user transmit antenna i and the base-station re-

ceive antenna during the nth chip-subblock transmission (the chip-subblock which

is composed of (N + L) chips will be described in the next section). The authors

assume that the channel state information (CSI) is available at the receiver and the

transmitter only knows the channel order L. Each user is assigned a spreading code

c(u)=[c(u)(0), c(u)(1), . . . , c(u)(G−1)]T of length G. The spreading codes are mutually

orthogonal, i.e. c(u)Hc(v)=δ(u− v), ∀u, v ∈ [1, U ].

5.2 Single Carrier Space-Time Block Spread CDMA

(SCFDE-STBS-CDMA) in Slow Fading Channel

The authors begin by describing the SCFDE-STBS-CDMA scheme proposed in [41].

The new proposed SCFDE-STBS-CDMA schemes are explained and compared.
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Figure 5.2 Block structure of the SCFDE-STBS-CDMA conventional scheme

Consider in this section a slow varying channel wherein the channel remains

constant for the duration of one space-time block of duration 2(N + L)GTc, i.e.

h
(u)
i,n = h

(u)
i ∀n ∈ [0, 2G− 1] where n represent the chip-subblock index.

5.2.1 Single Carrier Space-Time Block Spread CDMA : Conventional

Approach

In the SCFDE-STBS-CDMA scheme proposed in [41] which is referred to to as conven-

tional approach, and the references therein, for the uplink wireless communications,

the two N×1 blocks d
(u)
i are first fed into a space-time encoder whose output is given

by the following two N × 1 blocks s
(u)
i,2n and s

(u)
i,2n+1 for two consecutive block-times 2n

and 2n+ 1 with n = 0, 1, 2, · · ·

s
(u)
1,2n = d

(u)
1 , s

(u)
1,2n+1 = −d

(u)∗
2

s
(u)
2,2n = d

(u)
2 , s

(u)
2,2n+1 = d

(u)∗
1

(5.1)

A cyclic prefix (CP) of length L is then added to each block s
(u)
i,2n. The cyclic

prefixed blocks are then block-spreaded by user u’s code c(u) to construct the chip-

blocks x
(u)
i,2n, of length (N+L)G given by
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x
(u)
1,2n = (c(u) ⊗Tcp) s

(u)
1,2n

x
(u)
2,2n = (c(u) ⊗Tcp) s

(u)
2,2n

(5.2)

where Tcp is the CP matrix given by Tcp = [JTcp, IN ]T ; Jcp is a L×N matrix formed

by the last L rows of the identity matrix IN .

By using the following property of the Kronecker product [39], (A1⊗A2)(B1⊗

B2)=(A1B1)⊗ (A2B2), x
(u)
i,2n can be written in the following form

x
(u)
1,2n = (c(u) ⊗Tcp) (1⊗ s

(u)
1,2n)

= c(u) ⊗ (Tcps
(u)
1,2n)

x
(u)
2,2n = (c(u) ⊗Tcp) (1⊗ s

(u)
2,2n)

= c(u) ⊗ (Tcps
(u)
2,2n)

(5.3)

The transmitted block structure of this scheme is depicted in Figure. 5.2. Note

that there is a total of 2G chip-subblocks each of length (N + L) chips.

At block-time 2n, the chip-block x
(u)
1,2n and x

(u)
2,2n of length (N + L)G chips are

transmitted through the first and second transmit antennas, respectively. In the next

block-time, 2n + 1, the chip-block x
(u)
1,2n+1 and x

(u)
2,2n+1 are transmitted through the

first and second transmit antennas, respectively.

The CP not only eliminates the inter chip-block interference (ICBI) but also turn

the linear convolution between the channel and the transmit signal into a circular con-

volution [30] then making the channel matrix circulant [49]. The composite received

signal block from all active users at the receiver antenna for the 2nth chip-block time,

in the presence of additive white noise, can be expressed by the ((N+L)G+L−1)×1
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chip-block

r2n =
U∑
u=1

2∑
i=1

x
(u)
i,2n ? h

(u)
i + w̃2n

=
U∑
u=1

2∑
i=1

[
c(u) ⊗ (Tcps

(u)
1,2n)

]
? h

(u)
i + w̃2n

(5.4)

where w̃2n denotes the ((N + L)G + L − 1) × 1 zero-mean additive white Gaussian

noise-vector (AWGN) with variance No. After the removal of the G CP from r2n, the

received signal is given by the NG× 1 chip-block [49]

y2n =
U∑
u=1

2∑
i=1

c(u) ⊗ (H(u)
i s

(u)
i,2n) + w2n (5.5)

where H(u)
i is the circulant channel matrix from the ith transmit antennas to the

receive antenna whose first column is the N × 1 vector [h
(u)
i (0), h

(u)
i (1), . . . , h

(u)
i (L−

1), 0, · · · , 0]T ; w2n is the resulting NG× 1 noise vector.

The linear multiuser separation for user u is done by multiplying the received

chip-block y2n by (c(u)H⊗ IN). The user u received signal after de-spreading is given

by the N × 1 symbol block

z
(u)
2n = (c(u)H ⊗ IN)y2n

= (c(u)H ⊗ IN)
U∑
v=1

2∑
i=1

c(v) ⊗ (H(v)
i s

(v)
i,2n) + w2n

=
U∑
v=1

2∑
i=1

(c(u)H ⊗ IN)
(
c(v) ⊗ (H(u)

i s
(u)
i,2n)

)
+ (c(u)H ⊗ IN)w2n

=
2∑
i=1

1⊗ (H(u)
i s

(u)
i,2n) + (c(u)H ⊗ IN)w2n

=
2∑
i=1

H(u)
i s

(u)
i,2n + w

(u)
2n

(5.6)
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Figure 5.3 Block structure of the proposed SCFDE-STBS-CDMA scheme

where w
(u)
2n =(c(u)H⊗ IN)w2n and the authors have used the orthogonality among the

user spreading codes, i.e. c(u)Hc(v) = δ(u− v).

An N -point DFT is then taken to transform the received signal into the fre-

quency domain as follow

Z
(u)
2n =

2∑
i=1

H
(u)
i S

(u)
i,2n + W

(u)
2n (5.7)

where Z
(u)
n , S

(u)
i,2n and W

(u)
2n are the N -point DFT of z

(u)
n , s

(u)
i,2n and w

(u)
2n respectively.

H
(u)
i = FNH(u)

i FHN is a N ×N diagonal matrix1 whose diagonal is the N -point DFT

of h
(u)
i .

Similarly, the received chips block at block-time 2n+ 1 is given by

Z
(u)
2n+1 =

2∑
i=1

H
(u)
i S

(u)
i,2n+1 + W

(u)
2n+1 (5.8)

Note from (5.1) that

S
(u)
i,2n = D

(u)
i

S
(u)
i,2n+1 = (−1)iD

(u)∗
j

(5.9)

1It is well know that a circulant matrix is diagonalized by a DFT matrix [50]
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where D
(u)
i is the N -point DFT of d

(u)
i , j=22−i, i.e. j=2 if i=1 and j=1 if

i=2. In the second equation of (5.9), the time reversal property of the DFT has been

used [40].

Hence, combining (5.7) and (5.8) and taking the conjugate of (5.8), it follows Z
(u)
2n

Z
(u)∗
2n+1

 =

 H
(u)
1 H

(u)
2

H
(u)∗
2 −H

(u)∗
1


D

(u)
1

D
(u)
2

+

 W
(u)
2n

W
(u)∗
2n+1

 (5.10)

or equivalently

Z(u)
n , H(u) D(u) + W(u)

n . (5.11)

Linear block equalizer can then be obtained as

D̂(u) =
[
H(u)HH(u) + α(No/Es)I2N

]−1
H(u)HZ(u)

n , (5.12)

where α=1 for MMSE and α=0 for ZF receivers. The matrix H(u)HH(u) is diagonal

and given by |H(u)
1 |2 + |H(u)

2 |2 0N×N

0N×N |H(u)
1 |2 + |H(u)

2 |2

 (5.13)

where |H(u)
1 |2 + |H(u)

2 |2 is an N ×N diagonal matrix. This scheme achieves MUI-free

detection and provides a two-fold diversity gain. The bit-error rate performance in

slow fading channel is depicted in Figure. 5.4 for U = 2 and 8 termed Scheme of [41]

for ZF and MMSE equalization.

5.2.2 Proposed Single Carrier Space-Time Block Spread CDMA

In the proposed SCFDE-STBS-CDMA, the uth user N × 1 blocks d
(u)
i are space-time

encoded as shown in Figure. 5.3 to construct the two 2N × 1 blocks s
(u)
i as follow
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s
(u)
1 =

[
d

(u)T
1 ,−d

(u)H
2

]T
s

(u)
2 =

[
d

(u)T
2 , d

(u)H
1

]T
.

(5.14)

These blocks are then block spreaded to yield the following 2(N+L)G×1 chip-blocks

x
(u)
i = c(u) ⊗

[
(I2 ⊗Tcp)s

(u)
i

]
= c(u) ⊗ s̃

(u)
i ,

(5.15)

where the authors have defined s̃
(u)
i = (I2 ⊗Tcp)s

(u)
i , i.e.

s̃
(u)
1 =

 Tcp 0(N+L)×N

0(N+L)×N Tcp


 d

(u)
1

−d
(u)∗
2


s̃

(u)
2 =

 Tcp 0(N+L)×N

0(N+L)×N Tcp


 d

(u)
2

d
(u)∗
1


(5.16)

Hence, s̃
(u)
i can be written as

s̃
(u)
i =

[(
Tcpd

(u)
i

)T
, (−1)i

(
Tcpd

(u)∗
j

)T]T
, (5.17)

where j=22−i.

The chip-block structure of the proposed scheme is depicted in Figure. 5.3. The

chip-block x
(u)
i is transmitted by the ith antenna in one block-time interval of length

2(N + L)G chips. In (5.15), (I2 ⊗ Tcp) appends a CP of length L to each block

d
(u)
i within s

(u)
i as shown in Figure. 5.3. Note that the main difference between the

proposed scheme and the previous one is that in the proposed scheme, a chip-subblock

is of length 2(N + L) and there is a total of G chip-subblocks while in the scheme

of [41] a chip-subblock is of length N + L and there is a total of 2G chip-subblocks.

As will be shown later, the advantage of the proposed scheme is evident when the

channel is varying within the chip-block. Note that in the proposed scheme, the
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authors dropped the subscript n as only one transmission is needed. The composite

received signal block from all active users at the receiver antenna can be expressed

as the (2(N + L)G+ L− 1) chip-block

r =
U∑
u=1

2∑
i=1

x
(u)
i ? h

(u)
i + w̃

=
U∑
u=1

2∑
i=1

(
c(u) ⊗ s̃

(u)
i

)
? h

(u)
i + w̃

(5.18)

where w̃ denotes the (2(N + L)G + L − 1) × 1 zero-mean additive white Gaussian

noise-vector (AWGN) with variance No. As in the previous section, the CP turns the

linear convolution into circular then making the channel matrix circulant [30].

After the removal of the 2G CP from r, the received signal is given by the

2NG× 1 chip-block [49]

y =
U∑
u=1

2∑
i=1

c(u) ⊗ (Π
(u)
i s

(u)
i ) + w (5.19)

where Π
(u)
i is a block diagonal given by

Π
(u)
i =

 H(u)
i 0N×N

0N×N H(u)
i

 (5.20)

and H(u)
i is the circulant channel matrix from the ith transmit antennas to the re-

ceive antenna whose first column is the N × 1 vector [h
(u)
i (0), h

(u)
i (1), . . . , h

(u)
i (L −

1), 0, · · · , 0]T ; w is the resulting NG× 1 noise vector.

The de-spreading and linear multiuser separation for user u is done by multi-

plying the chip-block y by (c(u)H ⊗ I2N) to yield the MUI-free block
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z(u) =
(
c(u)H ⊗ I2N

)
y

=
U∑
v=1

2∑
i=1

(
c(u)H ⊗ I2N

) [
c(v) ⊗ (Π

(v)
i s

(v)
i ) + w

]
=

2∑
i=1

1⊗ (Π
(u)
i s

(u)
i ) + wu

=
2∑
i=1

Π
(u)
i s

(u)
i + wu

(5.21)

where w(u)=
(
c(u) ⊗ I2N

)
w. In (5.21), the orthogonality of the spreading code has

been used, i.e., c(u)Hc(v) = δ(u− v). The 2N×1 symbol block z(u) is then transformed

to the frequency domain by taking the N -point DFT of each subblock of z(u) as follow

Z(u) = Q2Nz(u) (5.22)

where Q2N is a 2N × 2N block-diagonal matrix with the N -point DFT matrix FN

on the diagonal, i.e.

Q2N =

 FN 0N×N

0N×N FN

 . (5.23)

Z(u) can then be written as

Z(u) =
2∑
i=1

Q2N(Π
(u)
i s

(u)
i + wu)

=
2∑
i=1

Q2NΠ
(u)
i QH2NS

(u)
i + Wu

(5.24)

where Sui = Q2Nsui and Wu = Q2Nwu. From Equation (5.14) and (5.23), one gets

Su1 = [D
(u)
1 ,−D

(u)H
2 ]T

Su2 = [D
(u)
2 , D

(u)H
1 ]T .

(5.25)
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Note that

Q2NΠ
(u)
i QH2N =

FNH(u)
i FHN 0N×N

0N×N FNH(u)
i FHN


=

 H
(u)
i 0N×N

0N×N H
(u)
i


(5.26)

where H
(u)
i is a N × N diagonal matrix whose diagonal is the N -point DFT of

h
(u)
i . Denote Z(u)=[Z

(u)T
1 ,Z

(u)T
2 ]T and W(u)=[W

(u)T
1 ,W

(u)T
2 ]T , using (5.24), (5.25)

and (5.26), it is easily seen that

Z
(u)
1 = H

(u)
1 D

(u)
1 + H

(u)
2 D

(u)
2 + Wu

1

Z
(u)
2 = −H

(u)
1 D

(u)∗
2 + H

(u)
2 D

(u)∗
1 + Wu

2

(5.27)

Taking the conjugate of Z
(u)
2 , (5.22) can be rewritten in matrix form asZ

(u)
1

Z
(u)∗
2

 =

 H
(u)
1 H

(u)
2

H
(u)∗
2 −H

(u)∗
1


D

(u)
1

D
(u)
2

+

W
(u)
1

W
(u)∗
2

 (5.28)

or equivalently

Z
(u)

, H(u) D(u) + W
(u)
. (5.29)

Λn=



c
(1)
0 H

(1)
1,0 c

(1)
0 H

(1)
2,0 · · · c

(U)
0 H

(U)
1,0 c

(U)
0 H

(U)
2,0

...
... · · · ...

...

c
(1)
G−1H

(1)
1,G−1 c

(1)
G−1H

(1)
2,G−1 · · · c

(U)
G−1H

(U)
1,G−1 c

(U)
G−1H

(U)
2,G−1

c
(1)
0 H

(1)∗
2,G −c(1)

0 H
(1)∗
1,G · · · c

(U)
0 H

(u)∗
2,G −c(U)

0 H
(U)∗
1,G

...
... · · · ...

...

c
(1)
G−1H

(1)∗
2,2G−1 −c

(1)
G−1H

(2)∗
1,2G−1 · · · c

(U)
G−1H

(U)∗
2,2G−1 −c

(U)
G−1H

(U)∗
1,2G−1


(5.40)
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Figure 5.4 BER performance comparison of the proposed SCFDE-STBS-CDMA
scheme and the conventional scheme in slow fading channel with time correlation
factor ρ = 0.99.

Linear block equalizer can then be obtained as in (7.10). This scheme then achieve

MUI-free detection and also provides a two-fold diversity gain. The bit-error rate

performance in slow fading channel is depicted in Figure. 5.4 for U = 2 and 8 termed

’Proposed’ for ZF and MMSE equalization.

If the channel is varying within a chip-block, the performance is not the same as

the orthogonality among the users code is lost at the receiver. In the next section, the

authors propose a detector for the STBS-CDMA and show that, in fast fading channel,

the proposed scheme can mitigate the effect of the time varying and exploit the

channel time diversity, yielding BER performances that outperforms the conventional

approach.
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5.3 Single Carrier Space-time Block Spread CDMA

(SCFDE-STBS-CDMA) in Fast Fading Channel

In the previous section, the authors have assumed that the channel is invariant for

the duration of the chip block of length 2(N + L)G chips. In practice, there can be

a channel variation within the chip block. In this section, the performance of the

two schemes described above in a time-varying channel is studied. To characterize

the time varying channel, it is assumed that 2(N + L)Tc ( not 2(N + L)GTc as

required in the scheme of [41] ) is less than the coherence time of the channel. It

is also assumed that the channel changes from one chip-subblock to another with

correlation ρ=J0(2π2(N + L)fdTc) but remains invariant within each chip-subblock

of length 2(N + L) chips. This is a reasonable assumption that can be easily met

in practical time varying channel. In order to still combat the MUI, the authors

propose in the following a linear receiver that mitigates the detrimental effect of the

time varying channel. Denote by h
(u)
i,g the user u channel impulse response during

the gth chip-subblock period from the ith transmit antenna. Capitalizing on the

information-theoretic results from [51], a first-order autoregressive model or Gauss-

Markov model [52] for the time varying fading channel is adopted in this chapter i.e.,

h
(u)
i,g+1=ρh

(u)
i,g +

√
1− ρ2ω where ω is a AWGN variable with the same variance as h

(u)
i,g .

5.3.1 Conventional Single Carrier Space-Time Block Spread CDMA in

Fast Fading Channel

In this scheme depicted in Figure. 5.2, there is a total of 2G chip-subblocks of length

N + L chips each in one space-time chip-block of length 2(N + L)G. The composite

received gth chip-subblock, for g=0, 1, · · · , G− 1 during the 2nth block time is given

in this case by the (N + L)× 1 vector

r2n,g =
U∑
u=1

2∑
i=1

(
c(u)
g Tcps

(u)
i,2n

)
? h

(u)
i,g + w̃2n,g (5.30)
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where w̃2n,g is the AWGN. The main difference between (5.30) and (5.4) is that the

channel impulse response depends on the chip-subblock index g in the case of the

time varying channel while in the slow fading case, the channel is independent of the

chip-subblock indice g. After removing the CP, (the linear convolution is turned into

a circular making the channel matrix circulant), one gets

y2n,g =
U∑
u=1

2∑
i=1

c(u)
g H(u)

i,g s
(u)
i,2n + w2n,g (5.31)

where H(u)
i,g is the circulant channel matrix from the ith transmit antennas to the receive

antenna in the gth subblock whose first column is theN×1 vector [h
(u)
i,g (0), h

(u)
i,g (1), . . . , h

(u)
i,g (L−

1), 0, · · · , 0]T ; w2n,g is the resulting noise vector.

An N -point DFT 2 is then taken to yield the N × 1 vector

Y2n,g =
U∑
u=1

2∑
i=1

c(u)
g H

(u)
i,g S

(u)
i,2n + W2n,g (5.32)

where S
(u)
i,2n and W2n,g are the N -point DFT of s

(u)
i,2n and w2n,g respectively and H

(u)
i,g =

FNH(u)
i,g FHN is an N ×N diagonal matrix; (5.32) can be written in a matrix form as

Y2n,g = Λ2n,gS2n + W2n,g (5.33)

where

Λ2n,g =
[
c(1)
g H

(1)
1,g, c

(1)
g H

(1)
2,g, · · · , c(U)

g H
(U)
1,g , c

(U)
g H

(U)
2,g

]
(5.34)

is a N × 2NU matrix and the composite 2NU × 1 block

S2n = [S
(1)T
1,2n , S

(1)T
2,2n , · · · , S

(U)T
1,2n , S

(U)T
2,2n ]T (5.35)

2In the fast fading case, because the channel is changing within the space-time chip-block,
the authors compare the two schemes (i.e. the two space-time chip-block structure of
Figure. 5.2 and Figure. 5.3 ) by first transforming the chip-block into the frequency domain
and then using either ZF or MMSE equalization
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Collecting all theG received blocks Y2n,g into oneNG×1 vector Y2n=[YT
2n,0, · · · ,YT

2n,G−1]T ,

it follows

Y2n = Λ2nS2n + W2n (5.36)

where

Λ2n =
[
ΛT

2n,0,Λ
T
2n,1, · · · ,ΛT

2n,G−1

]T
. (5.37)

Since from (5.1) one has S
(u)
i,2n=D

(u)
i and S

(u)
i,2n+1=(−1)iD

(u)∗
j where j=22−i, S2n and

S2n+1 are given by

S2n = [D
(1)T
1 ,D

(1)T
2 , · · · , D

(U)T
1 ,D

(U)T
2 ]T , D

S2n+1 = [−D
(1)H
2 ,D

(1)H
1 , · · · ,−D

(U)H
2 ,D

(U)H
1 ]T .

(5.38)

By letting Yn=[YT
2n,Y

H
2n+1]T , it yields

Yn = ΛnD + Wn (5.39)

where the 2NG×2NU matrix Λn is shown in (5.40) and Wn=[WT
2n,W

H
2n+1]T . Thus,

the average BER of the system is calculated by averaging the conditional probability

of error over the channel realizations. A joint linear multiuser detection and channel

equalization can be performed as

D̂ =
[
ΛHn Λn + α(No/Ed)I2NU

]−1
Λ(u)H
n Yn. (5.41)

If the channel is invariant within a space-time block period, i.e. if H
(u)
i,g1

=H
(u)
i,g2

=H
(u)
i

then (5.40) reduces to

Λ(inv)
n =c(1) ⊗ [H

(1)
1 , H

(1)
2 ] · · · c(U) ⊗ [H

(U)
1 , H

(U)
2 ]

c(1) ⊗ [H
(1)∗
2 ,−H

(1)∗
1 ] · · · c(U) ⊗ [H

(U)∗
2 ,−H

(U)∗
1 ]

 (5.42)
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It can be easily shown that Λ
(inv)H
n Λ

(inv)
n = I2NU which as shown in the previous

section, will give rise to a MUI-free detection.

5.3.2 Proposed SCFDE Space-time Block Spread CDMA in Fast Fading

channel

In the proposed STBS-CDMA scheme, a chip-subblock is composed of 2(N + L)

chips as shown in Figure. 5.3, there are G chip-subblocks in one chip-block of length

2(N + L)G chips. The received gth chip-subblock, for g=0, 1, · · · , G − 1 is given in

by the 2(N + L)× 1 vector

rg =
U∑
u=1

2∑
i=1

c(u)
g s̃

(u)
i ? h

(u)
i,g + w̃g, (5.43)

where s̃
(u)
i is defined in (5.16). After removing the CP, one gets

yg =
U∑
u=1

2∑
i=1

c(u)
g Π

(u)
i,g s̃

(u)
i + wg. (5.44)

where Π
(u)
i,g is given in (5.20) with H(u)

i replaced with H(u)
i,g .

The received chip-subblock yg is then transformed in the frequency domain as

follow

Λ=



c
(1)
0 H

(1)
1,0 c

(1)
0 H

(1)
2,0 · · · c

(U)
0 H

(u)
1,0 c

(U)
0 H

(U)
2,0

c
(1)
0 H

(1)∗
2,0 −c(1)

0 H
(1)∗
1,0 · · · c

(U)
0 H

(U)∗
2,0 −c(U)

0 H
(U)∗
1,0

...
... · · · ...

...

c
(1)
G−1H

(1)
1,G−1 c

(1)
G−1H

(1)
2,G−1 · · · c

(U)
G−1H

(U)
1,G−1 c

(U)
G−1H

(U)
2,G−1

c
(1)
G−1H

(1)∗
2,G−1 −c

(1)
G−1H

(1)∗
1,G−1 · · · c

(U)
G−1H

(U)∗
2,G−1 −c

(U)
G−1H

(U)∗
1,G−1


(5.49)



84

Yg = Q2Nyg

=
U∑
u=1

2∑
i=1

c(u)
g Q2NΠ

(u)
i,g QH2N S̃

(u)
i + Wg

(5.45)

where S̃
(u)
i = Q2N s̃

(u)
i and W = Q2Nwg.

The size of Yg is 2N × 1. Let denote by Yg1 (Yg2) the first (second) N × 1

block of Yg. It can be shown that (following similar derivation as in section III-B)

they are given by

Yg1 =
U∑
u=1

c(u)
g (H

(u)
1,gD

(u)
1 + H

(u)
2,gD

(u)
2 ) + Wg1

Yg2 =
U∑
u=1

c(u)
g (H

(u)
2,gD

(u)∗
1 −H

(u)
1,gD

(u)∗
2 ) + Wg2 .

(5.46)

Let Zg=[YT
g1
,YHg2 ]

T , where one has taken the conjugate of Yg2 in Yg. Zg is given by

Zg =
U∑
u=1

c(u)
g

H
(u)
1,g H

(u)
2,g

H
(u)∗
2,g −H

(u)∗
1,g


D

(u)
1

D
(u)
2

+

Wg1

W∗
g2

 (5.47)

Collecting all the received G block Zg into Z = [ZT
0 ,Z

T
1 , · · · ,ZT

G−1]T , it follows

Z = Λ D + W (5.48)

where Λ is given in (5.49) at the bottom of this page and W = [WT
0 ,W

T
1 , · · · ,WT

G−1]T

in which Wg=[WT
g1
,WH

g2
]T . A joint linear multiuser detection and channel equal-

ization can be performed as

D̂ =
[
ΛHΛ + α(No/Es)I2NU

]−1
Λ(u)HZ. (5.50)

If the channel is invariant within a space-time block time period, i.e. if H
(u)
i,g1

=H
(u)
i,g2

=H
(u)
i

then

Λ(inv) =
[
c(1) ⊗H(1), c(2) ⊗H(2), · · · , c(U) ⊗H(U)

]
(5.51)
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where

H(u) =

H
(u)
1 H

(u)
2

H
(u)∗
2 −H

(u)∗
1

 (5.52)

It can be easily shown that Λ(inv)HΛ(inv)=I2NU which will give rise to a MUI-free

detection as shown in the previous section of the proposed scheme.

5.4 Simulation Results

The authors simulate the proposed schemes with N = 64 symbols and G = 32.

An exponential power decaying profile was used for the simulation with multipath

delay spread of L = 16. A QPSK modulation is used. The BER performance of

the proposed scheme and that of the scheme of [41] in slow fading channel i.e. in

this simulation, when the channel varies between chips-subblock with a correlation of

ρ = 0.99 which corresponds to (N + L)fdTs = 0.008 is plotted in Figure. 5.4 for ZF

and MMSE equalization. It is seen that the performances of both schemes are the

same. One can also see that both scheme achieve MUI-free detection and the BER

is the same for U = 2 and U = 8. In time varying channel, the BER performances

are depicted for Zero-Forcing Equalization in Figure. 5.5 (for ρ = 0.86), Figure. 5.6

(for ρ = 0.50) and for MMSE Equalization in Figure. 5.7 (for ρ = 0.86), Figure. 5.8

(for ρ = 0.50). In Figure. 5.9 and Figure. 5.10 the authors show how the BER

performance varies as the channel time correlation factor ρ varies for ρ = 0.99, 0.86

and 0.50. One can see that the performance of the scheme of [41] degrades when the

channel correlation factor increase. On the other hand the proposed scheme performs

better, and in fact as the channel time correlation increases, the BER performance of

the proposed scheme improves as it exploits the time diversity introduced by the time

variation of the channel. The proposed scheme makes use of the time selectivity gain

which is shown to dominate the detrimental effect of the time variation that causes
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MUI. That is, the time varying channel destroys users orthogonality causing MUI but

also provides time diversity. The proposed space-time block structure exploits the

time diversity whose gain boosts the BER performance more than the MUI reduces

it. A closed look at the matrix Λ in (5.49) shows that in the proposed scheme, there

is no interference between the two transmit antennas symbols 3 in fast fading channel,

this is not the case for the matrix Λn in (5.40) for the scheme in [41]. Furthermore, it

is noticed that the performance with MMSE is better as it provides a better balance

in minimizing the sum of the noise enhancement and the residual interference while

the ZF detection suffers more from noise enhancement.

In this chapter, the authors analyze the impact of a time-varying frequency se-

lective fading channel on the performance of a Single Carrier Block Spread CDMA

(SCFDE-STBS-CDMA) system. the authors propose a joint multiuser detection and

interference cancelation for mitigating the effects of a time-varying channel, and sim-

ulate their bit- error probability as a function of the channel correlation coefficient.

It is shown that as the channel varies in time, the proposed scheme makes use of

the time diversity gain which surpasses the MUI caused by the time varying channel

while the conventional approach proposed in the literature fails when the channel is

time varying. A channel estimation approach for both slow and fast fading channel

has also been developed.

3The two transmit antennas for each user are completely decoupled
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Figure 5.5 Comparison of the BER performance of the proposed SCFDE-STBS-
CDMA scheme and the conventional scheme in varying fading channel with ρ = 0.86
and ZF Equalization.

Figure 5.6 Comparison of the BER performance of the proposed SCFDE-STBS-
CDMA scheme and the conventional scheme in varying fading channel with ρ = 0.50
and ZF Equalization.
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Figure 5.7 Comparison of the BER performance of the proposed SCFDE-STBS-
CDMA scheme and the conventional scheme in varying fading channel with ρ = 0.86
and MMSE Equalization.

Figure 5.8 Comparison of the BER performance of the proposed SCFDE-STBS-
CDMA scheme and the conventional scheme in varying fading channel with ρ = 0.50
and MMSE Equalization.
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Figure 5.9 Comparison of the BER performance of the proposed SCFDE-STBS-
CDMA scheme and the conventional scheme in varying fading channel with ρ =
0.99, 0.86, 0.50 and ZF Equalization.

Figure 5.10 Comparison of the BER performance of the proposed SCFDE-STBS-
CDMA scheme and the conventional scheme in varying fading channel with ρ =
0.99, 0.86, 0.50 and MMSE Equalization.



CHAPTER 6

PERFORMANCE ANALYSIS OF SPACE-TIME SPREADING CDMA

SYSTEM IN FAST FADING CHANNELS

Rapid temporal variations in wireless channels pose a significant challenge for space-

time modulation and coding system proposed in [18] and [53]. In these conventional

transmit diversity systems, it is generally assumed that the channel is static for the

duration of one space-time codeword and hence they can provide high transmit di-

versity gain. However their inability to account for the natural time variation of the

channel make them less attractive for systems that must be able to operate reliably in

rapidly fading environments. In [54–57], the impact of the time varying channel on the

performance of space-time coding systems have been studied and detectors have been

proposed to combat such channel variation. Inspired by space-time codes, in [58]

an attractive transmit diversity scheme with space time spreading (STS) has been

proposed for code-division multiple-access (CDMA) systems. In [59,60], Aljerjawi et.

al. propose a DS-CDMA STS system that uses two symbol periods to transmit the

STS signals. In these studies, it was assumed that the channel varies independently

from one symbol to another in which case, the bit-error rate performance analysis has

been presented. However, in practical wireless channel, there could be a correlation

between the channel coefficients in two consecutive symbols [51]. The correlation

coefficient could be near unity for slowly fading channels, or may be small (but not

zero) in rapidly varying channels. Hence the independence assumption is not always

justified. In this chapter, the authors analyze the performance of STS system in a

practical correlated wireless channel using Jakes’ channel correlation model [26]. It is

assumed that the transmitter uses two transmit antennas and two orthogonal spread-

ing codes to generate two STS symbols transmitted over a time-correlated Rayleigh

90
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fading channel. As the main contribution of this chapter, the authors derive a closed

form expression for the probability of bit error as a function of the channel correlation.

The theoretical analysis is shown to be very accurate when compared to the simula-

tion results. The rest of the chapter is organized as follows. The system model and

analysis are described in section II . The simulation results are presented in section

III followed by some conclusions in section IV.

6.1 System Model

Consider a single user with (2×1) antenna system (extension to multiuser case and to

system with more than one receive antenna is straightforward) where the transmitter

employs the STS transmit-diversity scheme described in ref. [58] which transmits a

pair of chips-blocks x1 and x2 over a time varying and frequency flat Raleigh fading

channel. Let h
(k)
i , i = 1, 2 denote the complex channel impulse response between

the ith transmit antenna and the receive antenna during the kth symbol transmission

period. It is assumed that the channel coefficients h
(k)
i are identically distributed

, zero-mean with unit variance, i.e., E[|h(k)
i |2] = 1, ∀i, k. The transmit antennas

are sufficiently separated so that h
(k)
1 is independent of h

(k)
2 . The authors adopt

Jakes’ channel model [26] for each antenna and assume that the fading is temporally

symmetric such that the fading autocorrelation function for i=1, 2 is the zeroth-order

Bessel function of the first kind. i.e., ρ = E[h
(k)
i h

(k+1)∗
i ] = Jo(2πfDTs) where Ts is

the symbol period and fD is the maximum Doppler spread. For notation simplicity,

ρ is assumed real positive, i.e., |ρ|=ρ. Perfect channel knowledge is available at the

receiver only. The transmitted signals from antenna one and two respectively are

given by the chips-blocks

x1 = s1c1 − s∗2c2

x2 = s2c1 + s∗1c2

(6.1)
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where s1 and s2 are the input symbols to the encoder with E[|si|2] = Es and c1 and

c2 are two orthogonal spreading codes (row vectors) with unit energy. The received

signal corresponding to the the kth and (k+1)th symbol periods are respectively given

by

r(k) = h
(k)
1 x1 + h

(k)
2 x2 + w(k)

r(k+1) = h
(k+1)
1 x1 + h

(k+1)
2 x2 + w(k+1)

(6.2)

where w(k) represents the zero mean circularly symmetric AWGN noise with variance

No added to the kth received signal. Note from (6.2) that the same chips-blocks are

transmitted during the two consecutive symbol periods. By multiplying the received

signals r(k) by the spreading codes cT1 and cT2 respectively 1, it follows

z
(k)
1 = r(k)cT1 = h

(k)
1 s1 + h

(k)
2 s2 + n

(k)
1

z
(k)
2 = r(k)cT2 = −h(k)

1 s∗2 + h
(k)
2 s∗1 + n

(k)
2

(6.3)

In (6.3), the orthogonality of the spreading code has been used, i.e., cic
T
i = 1

and cic
T
j = 0,∀i 6= j. The receiver performs signal combining for the kth receiver

signal as follow

y
(k)
1 = h

(k)∗
1 z

(k)
1 + h

(k)
2 z

(k)∗
2 = α2

ks1 + h
(k)∗
1 n

(k)
1 + h

(k)
2 n

(k)∗
2

y
(k)
2 = h

(k)∗
2 z

(k)
1 − h

(k)
1 z

(k)∗
2 = α2

ks2 + h
(k)∗
2 n

(k)
1 − h

(k)
1 n

(k)∗
2

(6.4)

where α2
k=|h

(k)
1 |2 + |h(k)

2 |2. Similarly, the (k + 1)th received signal y
(k+1)
i is obtained

by replacing k with k + 1 in (6.4).

1This is equivalent in practice to applying the received chips-blocks to two filters matched
to the spreading codes c1 and c2 respectively
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Adding y
(k)
i and y

(k+1)
i , one gets an estimate of si as

ŝ1 = y
(k)
1 + y

(k+1)
1

= (α2
k + α2

k+1)s1 + h
(k)∗
1 n

(k)
1 + h

(k)
2 n

(k)∗
2

+ h
(k+1)∗
1 n

(k+1)
1 + h

(k+1)
2 n

(k+1)∗
2

ŝ2 = y
(k)
2 + y

(k+1)
2

= (α2
k + α2

k+1)s2 + h
(k)∗
2 n

(k)
1 − h

(k)
1 n

(k)∗
2

+ h
(k+1)∗
2 n

(k+1)
1 − h(k+1)

1 n
(k+1)∗
2

(6.5)

Note that this result is the same as the one presented in [61] where s∗1c1 + s∗2c2

and s1c1 − s2c2 are transmitted from antennas 1 and 2 respectively during the first

transmission period and switched with respect to the antenna order (i.e., s1c1 − s2c2

and s∗1c1 + s∗2c2) during the second period. In fact the result in [61] is a special case

of our work. Note that all the schemes achieve full rate since two symbols (s1 and s2)

are transmitted in two time periods. The total transmitted power for two consecutive

transmission period is 8Es which can be controlled by setting the value of Es. From

(6.5), it can be easily shown that the signal-to-noise ratio at the receiver output is

given by

µ =
(α2

k + α2
k+1)2Es

(|h(k)
1 |2 + |h(k)

2 |2 + |h(k+1)
1 |2 + |h(k+1)

2 |2)No

= (|h(k)
1 |2 + |h(k)

2 |2 + |h(k+1)
1 |2 + |h(k+1)

2 |2)γo

(6.6)

where γo=Es/No.

Since h
(k)
i and h

(k+1)
i are correlated with correlation coefficient ρ, using the results

in [62] in which a BER analysis of maximal ratio combining is presented, the pdf of

the random variable µi=(|h(k)
i |2 + |h(k+1)

i |2)γo can be found to be given by

f(µi) =
1

2γoρ

(
e−

µi
γo(1+ρ) − e−

µi
γo(1−ρ)

)
, ∀ρ 6= 0 (6.7)
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Since h
(k)
1 is independent of h

(k)
2 ∀k, the random variables µ1 and µ2 are also inde-

pendent; hence the pdf of the signal-to-noise ratio µ = µ1 + µ2 can be found as

f(µ) = f(µ1) ? f(µ2)

=

∫ ∞
0

f(µ1)f(µ− µ1)dµ1

(6.8)

where (?) denotes the linear convolution operation and which after some manipula-

tions yields

f(µ) =
1

4ρ2γ2
o

[
(µ− µo)e−

µ
γo(1+ρ) + (µ+ µo)e

− µ
γo(1−ρ)

]
(6.9)

where µo = (1− ρ2)γo/ρ.

The average bit-error rate assuming Binary-Phase Shift Keying (BPSK) modulation

can then be found as [36]

Pb =

∫ ∞
0

Q(
√

2µ)f(µ)dµ (6.10)

which by using the closed-form BER expression results from [36], can easily be shown

to be given by

Pb =
(1− ρ2)

8ρ3

[
(1− ρ)(1− γ1)− (1 + ρ)(1− γ2)

]
+

1

16ρ2

[
(1 + ρ)2 (1− γ2)2 (2 + γ2)

+ (1− ρ)2 (1− γ1)2 (2 + γ1)
]

(6.11)

for ρ 6= 0 and where the authors have defined

γ1 =

√
1

1 + 1
γo(1−ρ)

; γ2 =

√
1

1 + 1
γo(1+ρ)

(6.12)

In a quasi-static channel where the channel does not change during two symbols

period i.e., ρ=1, the bit error rate in (6.11) reduces to

Pb =
1

4
[1− γ]2 [2 + γ] (6.13)
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where γ=
√

1/(1 + 1/2γo); this result is the same as in [63, Eq.(23)] which is then a

special case of the more general solution presented in this chapter. If however the

channel coefficients change independently from one symbol to another, i.e., if ρ=0,

the bit error rate is given by [60, Eq.(15)]

Pb =

[
1

2
(1− η)

]4 3∑
k=0

 3 + k

k

[1

2
(1 + η)

]k
(6.14)

where η=
√
γo/(1 + γo).

6.2 Simulation and Numerical Results

In this section, the validity of the analytical results presented in this chapter is val-

idated by comparing simulation and theoretical results of the space-time spreading

coding in a time varying fading channel. BPSK modulation is used, with the as-

sumption of perfect channel state information (CSI) at the receiver only. Figure. 6.1

depicts the BER versus Eb/No (where Eb is the energy per bit) of both simulation

and theoretical results confirming the accuracy of our analytical results. Figure. 6.1

also shows how the correlation coefficient affects the performance of the system. The

correlation coefficients of ρ=0 and ρ=1 correspond to the lower and upper bounds

of the BER which were treated in [61] and [63] respectively. In Figure. 6.2, it is

shown how the bit-error-rate varies as a function of the input signal-to-noise ratio for

different channel correlation values. One can see that as the correlation coefficient

increases, the BER also increases for a given input SNR.

The derived expression in this chapter is more general than the ones in the lit-

erature where the channel is assumed either quasi-static, i.e., ρ = 1, or independently

varying from one symbol to another, i.e., ρ = 0.
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Figure 6.1 Analytical and Simulation BER Performance for channel correlations
ρ = 0, 0.7, 0.9, 1 with respect to input signal-to-noise ratio EbNo.

Figure 6.2 Analytical and Simulation BER Performance for input signal-to-noise
ratio Eb/No = 0, 5, 10, 15, 18 dB with respect to the channel correlation ρ.



CHAPTER 7

SINGLE-CARRIER WITH FREQUENCY-DOMAIN EQUALIZATION

FOR INDOOR WIRELESS OPTICAL COMMUNICATION

Due the increase in the number of portable information terminals in work and at home,

the demand for high speed indoor wireless communication has been growing. Recently

the optical spectrum which has virtually unlimited bandwidth, has been receiving

growing interest for use in indoor wireless data transmission [64], [65]. Diffuse optical

wireless (DOW) communications offer a viable alternative to radio frequency (RF)

communication for indoor use and other applications where high performance links

are needed. RF systems can support only limited bandwidth because of restricted

spectrum availability and interference while this restriction does not apply to DOW

links. In indoor DOW systems, light emitting diodes (LED) are used as transmitter

and photo-diodes as the receivers for optical signals. These opto-electronic devices

are cheaper as compared to RF equipments.

Orthogonal frequency division multiplexing (OFDM) modulation is a promis-

ing modulation scheme for indoor DOW communication [66–71]. It offers high data

rate and high bandwidth efficiency capabilities and provides a means to combat

inter-symbol-interference (ISI) that results from multipath propagation. Among the

OFDM systems for DOW transmission, the asymmetrically-clipped optical orthogonal

frequency division multiplexing (ACO-OFDM) [70] has been shown to be more effi-

cient in term of optical power than the systems that use DC-biased [72]. ACO-OFDM

is a form of OFDM that modulates the intensity of a LED. Because ACO-OFDM mod-

ulation employs intensity modulation and direct detection (IM/DD), the time-domain

transmitted signal must be real and positive. The block diagram of an IM/DD DOW

system is depicted in Figure. 7.1. To ensure a real signal, ACO-OFDM subcarriers

97
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Figure 7.1 Block diagram of Intensity modulated/direct detection (IM/DD) DOW
communication system.

have Hermitian symmetry, and to obtain a positive signal, only the odd subcarriers

are modulated by the data and any time-domain negative values are clipped at the

transmitter. It is shown in [70] that the clipping does not distort the data on the

odd subcarriers but does reduce the amplitude of their constellation values by a half.

The clipping noise is added only to the the even subcarriers. The data symbols can

be easily detected by demodulating only the odd subcarriers. However ACO-OFDM

signals, like other OFDM systems, have inherently high PAPR, hence its performance

can potentially be severely affected by the nonlinear behavior of the LED [73], [74].

For this reason, single carrier with frequency domain equalization systems have been

proposed in optical communication as an alternative to OFDM [75], [76]. In [75],

single carrier frequency domain equalization (SCFDE) signal is transmitted over an

optical fiber with coherent detection while SCFDE is combined with pulse position

modulation (PPM) in [76] for IM/DD DOW transmission. SCFDE applied with co-

herent detection has also been presented in [66]. In this chapter, the authors suggest

applying the concept of asymmetric clipping of [70] to SCFDE which is denoted as

ACO-SCFDE for IM/DD transmission over an DOW channel.
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Single-carrier modulation using frequency domain equalization is a promising

alternative to OFDM for highly dispersive channels in broadband wireless communi-

cations [2], [3]. In both approaches, a cyclic prefix (CP) is appended to each block for

eliminating the inter-block interference and converting, with respect to the useful part

of the transmitted block, the linear convolution with the channel, to circular. This

allows low-complexity fast-Fourier transform (FFT)-based receiver implementations.

In recent years, SCFDE has become a powerful and an attractive link access method

for the next-generation broadband wireless networks [7], [8], [9]. Because it is essen-

tially a single-carrier system, SCFDE does not have some of the inherent problems

of OFDM such as high PAPR. As a result, it has recently been receiving remarkable

attention and has been adopted in the uplink of the Third Generation Partnership

Project (3GPP) Long Term Evolution (LTE) [12] system.

The authors show in this chapter that the PAPR of ACO-SCFDE is quite

less than that of ACO-OFDM and that its BER performance is better compared

to ACO-OFDM when minimum mean square error (MMSE) detection is employed.

The latter property is due to the inherent frequency diversity gain of SCFDE [32] and

its low PAPR. Since the LED has limited linear range in its transfer characteristics

any values outside of that limited range will be clipped and distorted resulting in

performance loss. The authors also propose in this chapter two other schemes for

generating real, positive signals with low PAPR for IM/DD optical DOW communi-

cations using SCFDE. The rest of the chapter is organized as follows. In section II,

the ACO-OFDM scheme is reviewed. In section III the proposed ACO-SCFDE is pre-

sented. The two other newly proposed low PAPR schemes for optical communication

using SCFDE which is called Repeat-and-Clipped Optical SCFDE (RCO-SCFDE)

and Decomposed Quadrature Optical SCFDE (DQO-SCFDE) are presented in sec-

tion IV and V respectively followed by an analysis of the PAPR issues for DOW in
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section VI. Performance analysis are presented in section VII followed by the conclu-

sion in section VIII.

7.1 Asymmetrically-Clipped Optical OFDM (ACO-OFDM)

The block diagram of a DOW communication system using ACO-OFDM is shown

in Figure. 7.2-(a). The information stream is first parsed into a block of N com-

plex data symbols denoted by S = [S0, S1, · · · , SN−1]T where the symbols are drawn

from constellations such as QPSK, 16-QAM or 64-QAM with average electrical power

E[|Sk|2]=Ps. These complex symbols are then mapped onto the following 4N×1 vec-

tor

X = [0, S0, 0, S1, · · · , 0, SN−1, 0, S
∗
N−1, 0, S

∗
N−2, · · · , 0, S∗0 ]T . (7.1)

Note that the average power of the block X is given by E[|Xk|2]=Ps/2. A 4N -point

IFFT is then taken to construct the time domain signal x = [x0, x1, · · · , x4N−1]T . A

cyclic prefix is added to x as shown if Figure. 7.2-(b). The CP turns the linear con-

volution with the channel into a circular one, avoiding inter-carrier interference (ICI)

as well as inter-block interference (IBI). To make the transmitted signal unipolar, all

the negative values are clipped to zero to form the signal vector of

x̃ = [x̃4N−L, · · · , x̃4N−1, x̃0, x̃1, · · · , x̃4N−1]T (7.2)

whose components are:

x̃n =

 xn, if xn > 0,

0, if xn ≤ 0.
(7.3)

Because only the odd subcarriers are used to carry the data symbols, it is proved

in [70] that the time-domain signal has an antisymmetry which ensures that clipping

will not distort the odd subcarriers, but only reduce their amplitude by a factor of 2,
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Figure 7.2 (a) ACO-OFDM Transmitter and Receiver configuration. (b) ACO-
OFDM symbol after cyclic extension.

hence the average transmitted electrical power (before the LED driving DC bias) is

given by E[|x̃n|2]=Ps/4.

The intermodulation caused by clipping occurs only in the even subcarriers and

does not affect the data-carrying odd subcarriers. Note that the use of only odd sub-

carriers together with the Hermitian symmetry constraint cause only N independent

complex symbols to be transmitted out of the 4N point IFFT. That is, the time

domain signal x has a length of 4N sample periods for N input data symbols. The

ACO-OFDM signal is then transmitted wirelessly via a light source (LED) through

a diffuse optical channel and received by a photodetector. The received signal before

the analog-to-digital converter is given by

ỹ = x̃ ? h + w̃, (7.4)

where h=[h(0), h(1), · · · , h(L − 1)]T is the L-path impulse response of the optical

channel, x̃ is the optical intensity of the transmitted signal block with the CP ap-

pended ( x is the transmitted block without the CP ), w̃ is additive white Gaussian

noise (AWGN) at the receiver. DOW links are subject to intense ambient light that

gives rise to a high-rate, signal-independent shot noise, which can be modeled as
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white and Gaussian [64]. When such ambient light is absent, the dominant noise

is preamplifier thermal noise, which is Gaussian. Thus, one can model the noise as

AWGN. Note that because the noise is added in the electrical domain, the received

signal ỹ can be negative as well as positive. So unlike the transmitted signal, the

received signal is bipolar instead of unipolar. The CP is then removed to yield

y = x� h + w, (7.5)

where w is the noise vector without the CP. The linear convolution is turned into

a circular one through the use of the CP [30], [77]. To demodulate the signal, a

4N -point FFT is taken to access the frequency domain symbols

Y = ΛX + W, (7.6)

where Λ is a 4N × 4N diagonal matrix whose diagonal is the 4N -point FFT of h and

W is the 4N -point FFT of w. The odd subcarriers are extracted from Y to yield

Yo = ΛoS + Wo, (7.7)

where

S =
1

2
[S0, S1, · · · , SN−1, S

∗
N−1, S

∗
N−2, · · · , S∗0 ]T , (7.8)

Yo and Wo are the vectors composed of the odd elements of Y and W respectively.

The factor 1/2 is due to the fact that the clipping caused the amplitude of each of the

(odd) data-carrying subcarriers is exactly half of its original value [70] . Similarly,

Λo is a 2N × 2N diagonal matrix whose diagonal contains the odd elements of the

diagonal of Λ.

To mitigate the effects of the channel, minimum-mean-square-error (MMSE)

or zero-forcing (ZF) equalization can be used on Yo to obtain an estimate for S as
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Figure 7.3 (a) ACO-SCFDE Transmitter and Receiver configuration. (b) ACO-
SCFDE symbol after cyclic extension.

follows:

Ŝ =
(
ΛHo Λo + (α/SNR)I2N

)−1
ΛHo Yo, (7.9)

where α=1 for MMSE and α=0 for ZF receivers and SNR is the electrical power of

the transmitted symbol divided by the power of the electrical noise at the receiver.

Due to the Hermitian symmetry condition, the symbols of S are repeated in S, hence,

one can add them after conjugation of the second half as follows:

Ŝ =
[
Ŝ(k)

]N−1

k=0
+
[
Ŝ
∗
(2N − 1− k)

]N−1

k=0
(7.10)

Hard or soft detection is then made on the symbol of Ŝ. The extraction of odd subcar-

riers along with the equalization and the regrouping process of (7.10) are represented

by the ”Demapping” block in Figure. 7.2.

The spectral efficiency 1 of ACO-OFDM is given by

εACO =
N

4N + L
(7.11)

1Define the spectral efficiency to be the number of modulated subcarriers over the total
number of time-domain samples
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and is plotted in Figure. 7.10 and Figure. 7.9 as a function of the number of subcarrier

N and channel delay spread where it is compared with other schemes.

To avoid the PAPR problem (which is examined later in this chapter) of OFDM

in DOW channels, a new modulation for optical communication using SCFDE is in-

vestigated in this chapter. First the authors apply ACO-OFDM to SCFDE which is

denoted as by ACO-SCFDE. The authors show that the latter exhibits better PAPR.

It is also shown that the other proposed two modulation schemes for optical communi-

cation called repetition and clipped optical SCFDE (RCO-SCFDE) and decomposed

quadrature optical SCFDE (DQO-SCFDE), exhibit lower PAPR. Based on this fact

, they are preferable for DOW communication where LED nonlinearity can affect the

system performance.

7.2 Asymmetrically-Clipped Optical SCFDE (ACO-SCFDE)

In this section, the authors apply asymmetrically-clipped optical modulation to SCFDE

to achieve ACO-SCFDE with low PAPR. SCFDE in its original form [2] cannot

directly be applied to DOW with IM/DD. This is because the transmitted signal

has to be real and positive while baseband SCFDE signals are generally complex

and bipolar. In fact, ACO and DC-biased are two ways to obtain real positive sig-

nals from complex constellation symbols such as QPSK, M-QAM considered in this

chapter. As it was shown in [70] that ACO-OFDM is more power efficient than

DC-biased OFDM, therefore in this chapter, the authors focus on ACO which is ap-

plied to SCFDE and compare it with ACO-OFDM. In ACO-SCFDE, an FFT and

IFFT are used at the transmitter and the receiver. The additional complexity of the

extra FFT at the transmitter which is needed to obtain the Hermitian constraint

on the frequency domain symbols, is offset by the fact that in SCFDE, the PAPR

is reduced and better BER performance can be achieved when the signal is sent

through a non-linear LED. Let the N input complex data symbols be denoted by
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the block s = [s0, s1, · · · , sN−1]T with average electrical power E[|sn|2]=Ps. In or-

der to achieve the Hermitian constraint, one first performs, at the transmitter, an

N -point FFT on s to produce the frequency domain vector S = [S0, S1, · · · , SN−1]T

with average power E[|Sk|2]=Ps. As in ACO-OFDM, the authors map each of the

N symbols of S to 2N Hermitian symmetric symbols and add zeroes to form the

4N × 1 vector X = [0, S0, 0, S1, · · · , 0, SN−1, 0, S
∗
N−1, 0, S

∗
N−2, · · · , 0, S∗0 ]T . Due to the

structure of X (zeros in the even locations) only the odd subcarriers carry data sym-

bols. Next a 4N -point IFFT is used to obtain the time domain signal denoted by

x = [x0, x1, · · · , x4N−1]T . A CP is then added to x to yield x̃ and the negative values

are clipped to zero as in ACO-OFDM. Hence, in ACO-SCFDE, the average trans-

mitted electrical power (before the LED DC bias) is also given by E[|x̃|2] = Ps/4.

The block diagram of this ACO-SCFDE scheme is shown in Figure. 7.3-(a) and the

ACO-SCFDE symbol structure is shown in Figure. 7.3-(b). As will be seen later,

the main advantage of ACO-SCFDE over ACO-OFDM is its lower PAPR. At the

receiver, after removing the CP, a 4N -point FFT is applied. The odd subcarriers are

then extracted exactly as in ACO-OFDM to yield the same equation as in (7.7) and

the frequency domain symbol block S is estimated as in (7.10). After that, Ŝ is trans-

formed back into the time domain to yield ŝ = FHN Ŝ where FHN is the IFFT matrix.

A hard or soft detection is made on ŝ. The spectral efficiency of ACO-SCFDE is the

same as ACO-OFDM. The main difference between ACO-SCFDE and ACO-OFDM

schemes is the addition of the N -point FFT and IFFT at the transmitter and receiver

respectively. The addition of an FFT and IFFT at the transmitter results in a sin-

gle carrier transmission instead of multicarrier and hence reduction of the PAPR as

shown in Figure. 7.6.
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Figure 7.4 (a) RCO-SCFDE Transmitter and Receiver configuration. (b) RCO-
SCFDE symbol after cyclic extension.

7.3 Repetition and Clipping Optical SCFDE (RCO-SCFDE)

One drawback of the ACO-SCFDE or ACO-OFDM schemes is that only half of the

subcarriers are used to carry data and the rest are set to zero. In another new

scheme which is proposed in this section, called repetition and clipping optical SCFDE

(RCO-SCFDE), only two subcarriers are set to zero, i.e. do not carry data. The

N input complex data symbols s = [s0, s1, · · · , sN−1]T with E[|sn|2] = Ps is first

transformed into the frequency domain to yield N complex symbols which is denoted

as by the block S = [S0, S1, · · · , SN−1]T with E[|Sk|2]=Ps. The Hermitian symmetry

condition is achieved by forming the (2N + 2)× 1 frequency domain vector

V = [0, S0, S1, · · · , SN−1, 0, S
∗
N−1, S

∗
N−2, · · · , S∗0 ]T . (7.12)

Note that the average power of V is E[|Vk|2]≈Ps. The block V is applied

to a (2N + 2)-point IFFT 2 to transform it back to the time domain vector v =

[v0, v1, · · · , v2N+1]T with average electrical power E[|vn|2] ≈ Ps. From the hermitian

symmetry construction of (7.12), it is easily shown that the vector v is real. The

2In implementing RCO-SCFDE, one should choose N = 2k − 1, (k being an integer) such
that 2N + 2 is a power of 2 to reduce the complexity of IFFT.
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Figure 7.5 (a) DQO-SCFDE Transmitter and Receiver configuration. (b) DQO-
SCFDE symbol after cyclic extension.

block v is then repeated and clipped to yield the (4N + 4) × 1 vector [vT+; vT−]T as

follow:

• In the first half of the repeated block, i.e in v+, the negative symbols of v are

clipped to zeros

• In the second half of the repeated block, i.e. in v−, the positive symbols of v

are clipped to zeros

That is

v+,n =

 vn, if vn > 0

0, if vn ≤ 0

v−,n =

 0, if vn ≥ 0

−vn, if vn < 0

(7.13)

where v+,n and v+,n represent the n-th (n = 0, 1, · · · , 2N+1) element of v+ and

v− respectively. A CP of length L is then added to v+ and v− to yield ṽ+ and ṽ−
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respectively . Note that the average electrical power of the block [vT+; vT−]T is given

by Ps/2. The transmitted block is then denoted by the (4N + 4 + 2L) × 1 vector

t =
√

1/2[ṽT+, ṽ
T
−]T . The factor

√
1/2 is added to make the average transmitted

electrical power the same as in the ACO-OFDM and ACO-SCFDE case, i.e. Ps/4.

For notation simplicity, the normalizing factor
√

1/2 will be ignored in the following

equations but will be taken into consideration in the simulation results. The block

diagram of RCO-SCFDE is depicted in Figure. 7.4-(a) and the RCO-SCFDE is shown

in Figure. 7.4-(b). The transmitted signal in this scheme is of length 4N+4+2L while

it is 4N+L in the ACO-SCFDE or ACO-OFDM case. That is there is then a slight

bandwidth loss of L+4 symbols in this scheme. Note from (7.13) that

v = v+ − v−. (7.14)

and that the transmitted block t is composed of real positive signals. The received

signal is given by

ỹ = t ? h + w̃. (7.15)

After removing the CP’s, and using the fact that the CP makes linear convolution

behave like cyclic convolution [30], [77], the received blocks corresponding to the first

and second part of t, (i.e. ṽ+ and ṽ−) are respectively given by the (2N + 2) × 1

blocks y+ and y− as follow

y+ = v+ � h + w+

y− = v− � h + w−

(7.16)

where w+ and w− are the AWGN at the receiver. A (2N + 2)-point FFT is then

taken separately on y+ and y− to yield

Y+ = Λ′V+ + W+

Y− = Λ′V− + W−

(7.17)
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where V+ ,V− ,W+ and W− are the (2N + 2)-point FFT of v+ , v−, w+, w−

respectively. Λ′ is a (2N + 2) × (2N + 2) diagonal matrix whose diagonal elements

are the (2N + 2)-point FFT of h.

The MMSE or ZF equalizer applied to Y+ and Y− yield

V̂+ =
(
Λ′HΛ′ + (1/SNR)I2N+2

)−1
Λ′HY+

V̂− =
(
Λ′HΛ′ + (1/SNR)I2N+2

)−1
Λ′HY−

(7.18)

From (7.14), one notes that V = V+ −V−, hence, one can form the estimated

vector

V̂ = V̂+ − V̂−. (7.19)

Using (7.12), the frequency domain transmitted symbols S are then estimated as

Ŝ =
[
V̂(k)

]N
k=1

+
[
V̂∗(2N + 2− k)

]N
k=1

(7.20)

where the subcarriers 0 and N + 1 were dropped since they do not carry any data.

One then obtain the time domain signal by the taking a N -point IFFT of Ŝ followed

by a hard or soft detection. The spectral efficiency of RCO-SCFDE is given by

εRCO =
N

4N + 2L+ 4
(7.21)

and depicted in Figure. 7.10 as a function of the number of subcarrier N and channel

delay spread L. Figure. 7.10 also demonstrates it’s efficiency compared to other

schemes.

The main advantages of RCO-SCFDE are:

• In ACO-SCFDE and ACO-OFDM, only half of the electrical power is used on

the odd frequency, data-carrying subcarriers. The other half is used on the

even subcarriers which are discarded at the receiver. RCO-SCFDE does not

have this disadvantage.
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• the PAPR of RCO-SCFDE is lower than that ACO-OFDM and is plotted in

Figure. 7.6

• the size of the IFFT at the transmitter is 2N+2 while it is 4N for ACO-SCFDE

and ACO-OFDM.

7.4 Decomposed Quadrature Optical SCFDE (DQO-SCFDE)

With this scheme, a different technique than the Hermitian symmetry constraint is

used to generate the real positive symbols needed for intensity modulated direct de-

tection (IM/DD) optical communication. In the previous schemes, after modulating

subcarriers with Hermitian symmetry, one must use an IFFT to transform the signal

into the time domain before transmission. The use of an IFFT increases the PAPR of

the transmitted signal. In this new scheme which is called Decomposed Quadrature

Optical SCFDE (DQO-SCFDE), the real (in-phase) and imaginary (quadrature) part

of the complex modulated symbols are transmitted separately as follows. Let the in-

put N complex data symbols be denoted by the block s = [s0, s1, · · · , sN−1]T with

E[|sn|2]=Ps and let sI = [Re(s0),Re(s1), · · · ,Re(sN−1)] and sQ = [Im(s0), Im(s1), · · · , Im(sN−1)]

the vector of the real (in-phase) and imaginary (quadrature) part of s respectively. As

in RCO-SCFDE case, the authors form the vectors sI+ , sI− , sQ+ and sQ− as follow:

sI+(n) =

 sI(n), if sI(n) > 0

0, if sI(n) ≤ 0

sI−(n) =

 0, if sI(n) ≥ 0

−sI(n, ) if sI(n) < 0

(7.22)

sQ+ and sQ− are similarly defined. A CP is added to each subblock to yield the

(N + L)× 1 vector s̃I,i and s̃Q,i and the following 4(N + L) real and positive symbol
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block x̃ is transmitted

x̃ = [̃sI+ , s̃I− , s̃Q+ , s̃Q− ]T . (7.23)

Note that one has

sI = sI+ − sI−

sQ = sQ+ − sQ−

(7.24)

One can easily show that the average transmitted electrical power in this case

is also given by Ps/4. The block diagram of DQO-SCFDE is shown in Figure. 7.5.

The received signal is given by

ỹ = x̃ ? h + w̃. (7.25)

After removing the CP’s, the received subblock of length N corresponding to the

transmitted in-phase sI+ and sI− are given by

yI+ = sI+ � h + wI+

yI− = sI− � h + wI−

(7.26)

and the received subblock of length N corresponding to the transmitted quadrature

sQ+ and sQ− are given by

yQ+ = sQ+ ? h + wQ+

yQ− = sQ− ? h + wQ− .

(7.27)

The N×1 vectors wI+(wI−) and wQ+(wQ−) are the AWGN associated with the

received in-phase and quadrature subblocks respectively. An N -point FFT is then

performed for each received N symbols subblock to yield

YI+ = ΛSI+ + WI+

YI− = ΛSI− + WI−

(7.28)
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YQ+ and YQ+ are similarly defined where ΛN is a (N × N diagonal matrix whose

diagonal is the N -point FFT of h. The MMSE or ZF equalizer yields

ŜI+ =
(
ΛHNΛN + (α/SNR)IN

)−1
ΛHNYI+

ŜI− =
(
ΛHNΛN + (α/SNR)IN

)−1
ΛHn YI−

(7.29)

ŜQ+ and ŜQ− are similarly defined. Using (7.24), one forms the estimated vector

ŜI = ŜI+ − ŜI−

ŜQ = ŜQ+ − ŜQ−

(7.30)

The frequency domain transmitted symbols S are then estimated as

Ŝ = ŜI + jŜQ (7.31)

where j =
√
−1. One then obtain the time domain signal by the taking a N -point

IFFT of Ŝ followed by a hard or soft detection. The spectral efficiency of DQO-

SCFDE is given by

εDQO =
N

4(N + L)
(7.32)

and is depicted in Figure. 7.10 as a function of the number of subcarrier N and channel

delay spread L where it is compared with other schemes. Also the PAPR is given in

Figure. 7.6.

7.5 Peak-to-Average Power Ratio Issues

Like conventional OFDM systems, high PAPR can be a serious penalty in optical

OFDM systems [78], [79]. In radio frequency (RF) communications, the power ampli-

fier is the main source of non linearity while in DOW communications, the LED is the

non-linear device that limits the performance of optical OFDM. The nonlinear char-

acteristic of a LED imposes limitations on the performance of indoor DOW systems
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Figure 7.6 CCDF of PAPR Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE.

when using intensity modulation with both ACO-OFDM and DC-biased OFDM [72]

because of their high PAPR. The sensitivity of OFDM to nonlinearities is also pre-

sented in [69, 80–82]. The PAPR is usually presented in terms of a Complementary

Cumulative Distribution Function (CCDF) which is the probability that PAPR is

higher than a certain PAPR value PAPR0, i.e.Pr{PAPR > PAPR0}. In Figure. 7.6,

the CCDF is calculated by Monte Carlo simulation for QPSK, 16QAM and 64QAM

modulation constellations. CCDF of PAPR for ACO-OFDM as well as the proposed

ACO-SCFDE, RCO-SCFDE and DQO-SCFDE are evaluated and compared. It can

be seen that the PAPR of ACO-OFDM is the highest while DQO-SCFDE exhibits

the lowest PAPR.

Several techniques have been proposed to reduce the PAPR of OFDM signal,

such as filtering, clipping, coding, partial transmission sequences (PTS), and selected
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Figure 7.7 The LED transfer characteristics of the OSRAM, SFH 4230 showing
the forward voltage and forward current relation. The dashed line shows the function
that corresponds to the linear region of the LED transfer response.

mapping (SLM) [83–88]. Whereas, filtering has a disadvantage due to the noise and

exogenous disturbance generated by non-linear operations [83], the coding technique is

confined by its high complexity and efficiency degradation [86]. Probability techniques

such as PTS and SLM also have the disadvantage of high complexity computation

[87], [88]. The proposed SCFDE schemes for DOW in this chapter exhibit lower PAPR

with low complexity. DQO-SCFDE has the lowest PAPR and lowest complexity; it

should then be considered as a strong candidate in future DOW communication with

IM/DD.

7.6 Performance Analysis

In this chapter, simulations have been conducted using the commercial high power IR

LED (OSRAM,SFH 4230) [80] whose transfer characteristic is shown in Figure. 7.7.
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Figure 7.8 Computational Comparison for ACO-OFDM, RCO-SCFDE and DQO-
SCFDE.

A polynomial of the sixth degree has been shown to model this transfer function using

a least-squares curve fitting approach [80]. Figure. 7.7 shows the relation between the

forward voltage across the LED and the current through it. Any input voltage less

than 1.3V or more than 2.1V is clipped. From the LED characteristic depicted , it

can be seen that the LED transfer function is linear only between 1.6V and 1.85V.

If the input voltage has high dynamic range, the peak voltage will be distorted or

clipped which will results in performance loss. The optical power is proportional to

the LED forward current i.e. Popt = ζx′(t) where x′(t) represent the LED forward

current and it is assumed that ζ = 1 [89]. In the simulations, a DC bias of 1.6V has

been used to drive the LED into the linear region of the LED transfer function.
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7.6.1 Complexity Analysis

In this subsection, the authors compare the computational complexity of the three

newly proposed modulation techniques ACO-SCFDE, RCO-SCFDE, DQO-SCFDE

and with that of ACO-OFDM. First, one notes that all the transceivers take as input

a block of N independent complex data symbols to be transmitted using different

techniques through a diffuse DOW channel. The main difference lies in how the

transmitted block at the input of the LED is formed. For ACO-OFDM, the com-

putational complexity is mainly due to the 4N -point FFT at the transmitter and

the 4N -point IFFT at the receiver. So the complexity of ACO-OFDM is of order

O (8NLog2(4N)). The complexity of ACO-SCFDE is the same as ACO-OFDM plus

the additional N -point FFT and N -point IFFT at the transmitter and receiver respec-

tively, hence ACO-SCFDE complexity is of order O (8NLog2(4N) + 2NLog2(N)). In

RCO-SCFDE, a (2N+2)- point FFT is taken at the transmitter and (2N+2)-point

IFFT is taken at the receiver twice (once for each block y+ and y−) and as in

ACO-SCFDE, RCO-SCFDE also has the additional complexity of N -point FFT and

N -point IFFT at the transmitter and receiver respectively. Since N is a power of 2,

2N + 2 is not a power of 2. But if one chooses in RCO-SCFDE N as 2k − 1 for any

integer k, 2N + 2 will be a power of 2 and the complexity of RCO-SCFDE can be

given as of order O (3(2N + 2)Log2(2N + 2) + 2NLog2(N)). In DQO-SCFDE, there

is only a N -point FFT performed at the receiver four times and a N -point IFFT

taken once to transform the symbols into the time domain at the output. There is

not computational burden on the transmitter. The complexity of DQO-SCFDE is

of the order of O (4NLog2(N) +NLog2(N)). These complexity are summarized in

Table. 7.1 and plotted as a function of the input block size N in Figure. 7.8.
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Table 7.1 Computational Complexity Comparison of the Four Modulation
Techniques

Schemes Complexity

ACO-OFDM O (8NLog2(4N))

ACO-SCFDE O (8NLog2(4N) + 2NLog2(N))

RCO-SCFDE O [3(2N + 2)Log2(2N + 2) + 2NLog2(N)]

DQO-SCFDE O (5NLog2(N))

7.6.2 Simulation Results

This section displays simulation results for ACO-OFDM, ACO-SCFDE, RCO-SCFDE

and DQO-SCFDE schemes with N=64 independent data symbols. QPSK , 16QAM

and 64QAM modulation constellation are used. The authors considered three differ-

ent input symbol average power level Ps = 0.1W, 0.5W and 1W for QPSK and Ps =

0.01W and 0.1W for 16QAM and 64QAM . Hence the transmitted block average elec-

trical powers at the input of the LED are respectively given by Ps/4=25mW, 125mW

and 250mW for QPSK and Ps/4=2.5mW and 25mW for 16QAM and 64QAM. A DC

bias of 1.6V is added to drive the LED in all schemes. The exponential power decay

channel model is used with a maximum delay spread of L = 3 sampling periods with

real and positive taps [90] and the CP is set to L symbols. The channel is assumed

perfectly known at the receiver. MMSE and ZF frequency domain equalization are

used to mitigate the effects of the channel.

The authors first compare the PAPR of all schemes as shown in Figure. 7.6 from

which it is noticed that DQO-SCFDE has the lowest PAPR while ACO-OFDM has the

highest. Hence DQO-SCFDE is the preferable in terms of PAPR. Large PAPR signal

affect the performance of the system as the linear range of the transfer function of the

LED is limited. SCFDE uses single carrier, hence its PAPR is inherently lower than

OFDM which uses multi-carriers. One will then expect that the BER performance
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of the SCFDE schemes will be better. This will be clarified in the following BER

performance analysis.

Next the authors compare the spectral efficiencies of the different schemes as

plotted in Fig 7.10 and Fig 7.9 for channel delay spread of L=3 and L=4 respectively

3. It can be seen that as the input block size N is large, the bandwidth efficiencies are

almost the same for all schemes. Hence if N is large, the bandwidth loss experienced

by RCO-SCFDE and DQO-SCFDE is negligible.

Finally BER performances are analyzed. The authors have only plotted the

results for the MMSE equalizer which are shown in Fig 7.11 to Fig 7.17. Note the

BER performance of the proposed SCFDE schemes when MMSE is used is always

better than that of ACO-OFDM.

From Fig 7.11 to Fig 7.13, the BER performance for QPSK modulation with

input symbol average power of Ps = 0.1W, 0.5W and 1W are plotted. Note that

when the input power is low, i.e. 0.1W, the BER performance of the SCFDE schemes

are all the same. This is because the PAPR is low and most of the signal values

are within the linear range of the LED response. However, when the input power is

higher, i.e. 1W in the QPSK case, DQO-SCFDE scheme performance is much better.

This result confirms the PAPR results shown in Fig 7.6, that is DQO-SCFDE has

quite lower PAPR than the other schemes. DQO-SCFDE signal amplitudes are lower

which results in less clipping and distortion. Also, note that all SCFDE schemes

outperform ACO-OFDM in all cases especially when the input power is increasing.

The bad performance of ACO-OFDM is due the fact the PAPR is higher and hence

many signal values are outside the linear range of the LED response which creates

signal distortion which in turns causes the performance loss. When the input symbol

power is low, i.e. 0.01W, ACO-OFDM performance is better than for 0.1mW but

its performance is still worst that SCFDE schemes. This is because with SCFDE, a

3For indoor DOW system, a maximum of 3 or 4 taps are sufficient to model the channel
impulse response [91]
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spectral null in the channel negatively affects all the symbols in a block [92] which

is not the case for MMSE equalization as was also shown in performance study of

SCFDE in [92]. Moreover, SCFDE has an inherent diversity gain due to the use of

the IFFT at the receiver which causes peaks and the nulls of the frequency response

to spread across several data values.

When larger size constellations are used, i.e. 16QAM and 64QAM, ACO-OFDM

performance has the worst performance and reliable communication cannot happen

as can be seen in Fig 7.14 to Fig 7.17. This is again due the fact that for the

larger constellation size, the PAPR of ACO-OFDM is higher and hence substantial

signal clipping and distortion occur that affect the system performance. Note that,

DQO-SCFDE performance is the best in all case especially when the input symbol

power is increased. This is because, the PAPR of DQO-SCFDE is so low that by

increasing the input symbol power, most of the signal values fall within the linear

range of the LED response , hence no or less signal distortion occurs. When the

input symbol power is lower, i.e. 0.01W, the performance of all SCFDE schemes are

almost the same due to their lower PAPR. For an input signal power of 1W for QPSK

and 0.1W for 16QAM and 64QAM, DQO-SCFDE performs better than ACO-SCFDE

due to its lower PAPR. These simulation results show the effectiveness of the SCFDE

schemes when the nonlinearity of the LED is considered. In general, if non-linearity is

not considered, increasing signal power decreases BER. But when the non-linearity of

the LED is considered, one wants a system that has good BER for low signal power.

DQO-SCFDE has the best performance among all the schemes. However increasing

the signal power is more detrimental for ACO-OFDM due to its higher PAPR. High

peaks in the signal are clipped or distorted which results in the BER floor.

In this chapter, the authors present three new modulation techniques for dif-

fuse optical wireless communications with IM/DD. The first applies Asymmetrically

clipped optical (ACO) principles to SCFDE which is called ACO-SCFDE. The oth-
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Figure 7.9 Bandwidth efficiency comparison for ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with channel delay spread of L=3 sampling times.

ers, namely RCO-SCFDE and DQO-SCFDE use the newly introduced technique of

repetition and clipping. It was shown through the use of simulation that these new

techniques exhibit lower PAPR and better BER performance in a multipath channel.

The spectral efficiency of these techniques is almost the same when the symbol block

size is sufficiently large. ACO-SCFDE is a direct application of ACO-OFDM using

SCFDE modulation instead of OFDM. The former requires FFT and IFFT at the

transmitter and receiver but has lower PAPR than ACO-OFDM and better BER per-

formance. RCO-SCFDE and DQO-SCFDE are other two new methods for generating

real positive signal needed for transmission over the optical channel. RCO-SCFDE has

the same PAPR as ACO-SCFDE but lower computational complexity. DQO-SCFDE

has the lowest PAPR, lower computational complexity and exhibits better BER per-

formances. For this particular reason, the authors believe that DQO-SCFDE is the

most attractive choice for transmitting real positive signal over an optical channel.
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Figure 7.10 Bandwidth efficiency comparison for ACO-OFDM, ACO-SCFDE,
RCO-SCFDE and DQO-SCFDE with channel delay spread of L=4 sampling times.

Figure 7.11 MMSE BER Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with N=64, QPSK input symbols with power 0.1W and
L = 3.
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Figure 7.12 MMSE BER Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with N=64, QPSK input symbols with average power
0.5W, L = 3.

Figure 7.13 MMSE BER Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with N=64, QPSK input symbols with power 1W and
L = 3.
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Figure 7.14 MMSE BER Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with N=64, 16QAM input symbols with power 0.01W,
L = 3.

Figure 7.15 MMSE BER Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with N=64, 16QAM input symbols with average power
0.1W, L = 3.



124

Figure 7.16 MMSE BER Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with N=64, 64QAM input symbols with power 0.01W,
L = 3.

Figure 7.17 MMSE BER Comparison of ACO-OFDM, ACO-SCFDE, RCO-
SCFDE and DQO-SCFDE with N=64, 64QAM input symbols with average power
0.1W, L = 3.



CHAPTER 8

SINGLE-CARRIER WITH FREQUENCY-DOMAIN EQUALIZATION

WITH TRANSMIT DIVERSITY FOR OPTICAL WIRELESS

The optical spectrum which has wide available bandwidth, has recently been receiv-

ing growing interest for use in indoor wireless data transmission [64]. Optical wireless

communications offer a viable alternative to radio frequency (RF) communication for

indoor use and other applications where high performance links are needed. RF sys-

tems can support only limited bandwidth because of restricted spectrum availability

and are subject to interference. This restriction does not apply to diffuse optical wire-

less (DOW) links. In indoor DOW systems, light emitting diodes (LED) are used for

optical signals as transmitter and photo-diodes as the receivers. These opto-electronic

devices are cheaper as compared to RF circuitry.

OFDM modulation is a promising modulation scheme for indoor optical wireless

communication [67, 70] and references there in. DC-biased optical OFDM (DCO-

OFDM) [67] and asymmetrically clipped optical OFDM (ACO-OFDM) [70] are two

forms of OFDM using IM/DD for DOW communications. Since OFDM symbols have

inherently high PAPR, the performance of DCO-OFDM and ACO-OFDM signals can

be severely affected by the nonlinear behavior of the LED [73]. For this reason, single

carrier with frequency domain equalization (SCFDE) system have been proposed as

an alternative to OFDM in DOW communication [76]. SCFDE is a low PAPR block

modulation transmission scheme similar to OFDM which was proposed to combat

ISI [2]. SCFDE is combined with pulse position modulation (PPM) in [76] to provide

a power efficient IM/DD DOW transmission. In the previous chapter, the authors

propose based on SCFDE, a novel efficient DOW transmission scheme which is called

Decomposed Quadrature Optical SCFDE (DQO-SCFDE) [93]. In DQO-SCFDE,
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the in-phase and quadrature components of a complex constellation baseband signal

are transmitted separately. A repetition and clipping technique is introduced to

obtain low PAPR real positive signal suitable for IM/DD. In this chapter the authors

present a comparative study of DQO-SCFDE with ACO-OFDM. The authors then

propose a space-time coding scheme for DQO-SCFDE that can be employed using two

LEDs at the transmitter and one photodiode at the receiver to improve the system

BER performance. Space-time coding has been applied to ACO-OFDM in [94] and

DCO-OFDM in [95] wherein the Alamouti scheme of [18] is applied on the input

frequency domain complex symbols before the IFFT operation. But as mentioned

earlier, ACO-OFDM suffers from large PAPR which degrades its performance in the

presence of the LED non-linearity. In [96], a modified Alamouti coding scheme has

been applied to on-off keying (OOK) and binary pulse position modulation (2-PPM)

using logical inverses, where only binary signal (0, 1) are transmitted. When applied

to M-PPM, transmitting the complement of an M-PPM symbol requires much more

energy than the corresponding M-PPM symbol itself which is not power efficient.

Binary-based (OOK) space-time schemes have also been proposed in [97–99] where

the input symbols can take only two values. In the proposed space-time coding for

DQO-SCFDE , a modified Alamouti coding similar to the one in [96] is applied to

the time domain M-QAM symbols (not just binary symbols) in frequency selective

channel. The in-phase and quadrature components of the input complex symbols are

transmitted separately in subblocks.

The time domain signals of ACO-OFDM and DQO-SCFDE are plotted in

Figure. 8.1 for 4-QAM signal. It can be seen from the figure that while DQO-SCFDE

has a more limited range of possible signal amplitude1, ACO-OFDM signal exhibits

strong amplitude fluctuations which can negatively impact the system performance in

the presence of the LED non-linearity as will be depicted in the following section. In

1DQO-SCFDE 4-QAM, 16-QAM constellation exhibit only 2 (0 and 1) and 3 (0,1 and 3)
signal amplitudes respectively
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Figure 8.1 (a) DQO-SCFDE 4-QAM signal, (b) ACO-OFDM 4-QAM signal.

this chapter, in order to evaluate the effects of a non-linear LED on the performance

of ACO-OFDM and DQO-SCFDE, simulations have been conducted using the com-

mercial high power IR LED (OSRAM,SFH 4230) [80] whose transfer characteristic is

shown in Figure. 7.7.

The signal amplitude statistics have been depicted in Figure. 8.4 for 4-QAM, 16-

QAM and 64-QAM and with average optical power of 10mW and 20mW. Figure. 7.7

shows the nonlinear behavior of the LED for forward voltage amplitudes in the range

from 1.3V up to 2.1V. At 2.1V, the forward current is considered to be the maximum

permissible AC current. Hence input signal amplitudes above 2.1V and below 1.3V

are clipped. Moreover any signal amplitude outside the LED’s linear range (approx-

imatively between 1.6V and 1.8V ) will be distorted. It can be seen from Figure. 8.4,

that the probability that ACO-OFDM signal amplitudes exceed the maximum input

voltage of 2.1V is greater than DQO-SCFDE signal. When the average input optical

power is 10mW , DQO-SCFDE experiences no clipping for 4-QAM, 16-QAM and

64-QAM while ACO-OFDM experiences some clipping. Moreover it can be seen that

most of DQO-SCFDE are within the linear range of the LED transfer function which

is not the case for ACO-OFDM. When the input average optical power is increased to



128

20mW, DQO-SCFDE 16-QAM and 64-QAM signals experience some clipping while

with ACO-OFDM 4-QAM, 16-QAM and 64-QAM suffer from more clipping. From

the above observation, one can expect that DQO-SCFDE will perform better than

ACO-OFDM in the presence of the LED non-linearity. The BER performance will

be presented in the followings.

In this section, the authors describe the application of modified Alamouti space-

time coding in IM/DD diffuse optical wireless using DQO-SCFDE. Consider an

Alamouti coding with two transmitters (two LEDs) and one receiver (one photo-

diode). Space-time coding has been applied to ACO-OFDM in [94] wherein the

Alamouti scheme is applied on input frequency domain complex symbols before the

IFFT operation. In DQO-SCFDE , the space-time coding must be applied to the time

domain M-QAM symbols. But Alamouti coding in its original form cannot be ap-

plied directly without modification to time-domain symbols in IM/DD because these

time domain signals must be reals and positives. In [96], [97] and reference therein,

a modified Alamouti coding scheme has been applied only to time domain binary

signals using logical inverse. It is shown in [100] that OOK signals have poor power

efficiency performance in IM/DD systems. In this chapter, the authors demonstrate

that Alamouti coding can be combined to DQO-SCFDE using M-QAM symbols con-

stellation.

8.0.3 Alamouti Coding for DQO-SCFDE

The space-time coding scheme for sending and receiving the transmitted symbols

x1 = [s1,I+ , s1,I− , s1,Q+ , s1,Q− ]T (from the first LED) and x2 = [s2,I+ , s2,I− , s2,Q+ , s2,Q− ]T

(from the second LED) at the transmit consecutive sample time n and n+ 1 is shown

in Table 8.1 and ADC is the DC bias needed to drive the LED. Ai represents twice the

expected value of the transmit signal xi , i.e. Ai = 2E{xi,k}, k = 0, 1, · · · , 4(N + L).

Since, a DC bias ADC is needed to drive the signal in the linear region of the LED,
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Table 8.1 DQO-SCFDE Alamouti Space-Time Coding

LED 1 LED 2

Time n x1 + ADC x2 + ADC

Time n+ 1 x2 = A2 − x2 + ADC x1 + ADC

this DC bias is chosen such that the signal xi = Ai−xi +ADC is real non-negative as

xi + ADC as depicted in Fig 8.2 for 4-QAM signals and Fig 8.2 for 16-QAM signals.

It can be easily shown that the E{xi}=E{xi}, hence the transmitted average optical

power is not changed.

The received signal (with CP) at time n and n+ 1 are given by

ỹn = x̃1 ? h1 + x̃2 ? h2 + w̃n

ỹn+1 = (A2 − x̃2) ? h1 + x̃1 ? h2 + w̃n+1

(8.1)

Note that x̃i represents xi with the CP inserted. Also for notation simplicity, the

DC-bias is omitted in the equation 2. Note that the CP turns the linear convolution

with the channel into a circular convolution. After taking FFT, it can be shown that

YI+ is given by

YI+,n = Λ1S1,I+ + Λ2S2,I+ + WI+,n

YI+,n+1 = Λ2(A2IN − S2,I+) + Λ1S1,I+ + WI+,n

(8.2)

which van be written in a matrix form as YI+,n

YI+,n+1

 =

Λ1 Λ2

Λ2 −Λ1


S1,I+

S2,I+

+

 WI+,n

WI+,n+1


ZI+ , ∆ SI+ + ΩI+

(8.3)

2It is easily seen that the addition of ADC has the effect of adding a DC bias to the DC
frequency in the frequency domain which is easily removed at the receiver
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where YI+,n+1 = YI+,n+1−A2Λ2. Λi corresponds to the frequency response of the

channel between the receive photodiode and the i-th transmit diode. Similarly, Si,I+

corresponds to the transmit block from the i-th transmit LED; YI+,n and WI+,n are

the received signal and noise vectors corresponding to the n-th transmit time. Note

that ∆ is orthogonal , i.e.

∆H∆ =

|H1|2 + |H2|2 0

0 |H1|2 + |H2|2

 (8.4)

hence the two transmit signal from the two LED can be detected independently

therefore a second order diversity can be achieved. The MMSE of ŜI+ can then be

obtained as

ŜI+ =
(
∆HN∆N + (1/SNR)IN

)−1
∆HNZI+ . (8.5)

Similarly, ŜI− ,ŜQ+ and ŜQ− are obtained. The estimated signals Ŝ1 and Ŝ2 are de-

tected which are then transformed into the time domain.

8.0.4 Simulation Results

In the simulation of the space-time block coding STBC-DQO-SCFDE, the authors

have also used the commercial high power IR LED (OSRAM,SFH 4230) [80] whose

transfer characteristic is shown in Figure. 7.7. Figure. 8.7 depicts the BER per-

formance of the proposed Alamouti coding denoted STBC DQO-SCFDE with two

LEDs at the transmitter and one photodiode at the receiver. The STBC performance

is compared with DQO-SCFDE without Alamouti coding for 4-QAM and 16-QAM.

It can be seen that the space-time scheme exhibits 3dB BER performance gain. By

using more transmit LEDs, better BER performance can be obtained employing the

space-time coding schemes proposed in [53] and since one is dealing with real signal

in IM/DD, full rate full diversity schemes can be achieved.
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In this chapter, the authors compare the newly proposed modulation technique

for diffuse optical wireless termed decomposed quadrature optical SCFDE (DQO-

SCFDE) with asymmetrically clipped optical OFDM (ACO-OFDM). DQO-SCFDE

uses a newly introduced technique of repetition and clipping wherein the negative

symbols are clipped in the first part and the positive signal clipped in the second

part of the transmitted block. It was shown through the use of simulation that DQO-

SCFDE exhibits lower PAPR and better BER performance in a multipath channel

than the popular ACO-OFDM in the presence of the non-linearity of the light emitting

diode (LED) used to convert the electrical signal into optical power. It is also shown

in this chapter that Alamouti space-time coding can be employed to the non-negative

real signal of DQO-SCFDE. A second order diversity gain can then be obtained

using two transmit LEDs and one receive photodiode to improve the system BER

performance.



132

Figure 8.2 (a) DQO-SCFDE 4-QAM signal xi, (b) DQO-SCFDE 4-QAM signal
xi = Ai − xi + ADC with ADC=1.6V.

Figure 8.3 (a) DQO-SCFDE 16-QAM signal xi, (b) DQO-SCFDE 16-QAM signal
xi = Ai − xi + ADC with ADC=1.6V.
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Figure 8.4 Signal amplitude statistics of DQO-SCFDE and ACO-SCFDE for 4-
QAM, 16-QAM and 64-QAM constellations with normalized input symbol average
power of 10mW and 20mW.

Figure 8.5 BER performance comparison of DQO-SCFDE and ACO-OFDM with
an input average optical power of 10mW and 20mW for 4-QAM and 16-QAM.
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Figure 8.6 BER performance comparison of DQO-SCFDE and ACO-OFDM with
an input average optical power of 10mW with and without the LED’s effect.

Figure 8.7 BER performance of the proposed (2 × 1) space-time block coding
STBC DQO-SCFDE compared with (1 × 1) DQO-SCFDE with an input average
optical power of 10mW.



CHAPTER 9

EFFICIENT SIMULATION OF SPACE-TIME CORRELATED MIMO

FADING CHANNELS

Recent fundamental information theoretic results have shown that by exploiting an-

tenna arrays at both the base station (BS) and mobile station (MS) and under cer-

tain conditions, unprecedented transmission rates can be achieved over wireless chan-

nels [101], [102]. Two major approaches to reach such high capacities are space-time

coding [53] and V-BLAST architecture [103], which have driven the recent surge of nu-

merous research and development activities for very high speed transmission systems.

In general, multiantenna systems attempt to use both time- and space-domain channel

characteristics, via appropriate coding and detection schemes. Needless to say, soft-

ware simulation of multiple-input multipleoutput (MIMO) channels is essential for

evaluating the performance of different multiantenna space-time coding/processing

techniques, before expensive hardware experiments. A useful MIMO simulator should

be able to generate multiple crosscorrelated processes. There are few papers, which

address this issue for receive-only diversity schemes (see [104] and references therein).

To the best of our knowledge, only in [104] the simulation of MIMO channels is ad-

dressed properly (for the limitations of other techniques, see [104]). However, only the

vector autoregressive (AR) simulation approach is discussed in [104], whereas there

are other techniques that could serve as efficient candidates for MIMO simulation.

In this paper we focus on four methods for simulating a vector of correlated com-

plex Gaussian processes. We also provide a comprehensive theoretical analysis of the

computational complexity of all the four methods, not considered in the past.

For computer implementation of these methods, one needs either the cross-

correlations or the cross-spectra among the processes of different subchannels. Here
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we use a recently proposed space-time macrocell model [27], which provides closed-

form expressions for correlations and spectra of interest, and includes many key phys-

ical channel parameters in compact forms. This model is also used in the MIMO

simulation study of [104]. One can use the micro and picocell model of [105] as well.

9.1 Spectral Representation Method

The first method employs the spectral representation model. This model works ac-

cording to the spectral representation theorem which states that a weakly stationary

process can be viewed as a superposition of harmonics with random amplitudes and

phases [106], [107]. Specifically, it is based on the discretization of the frequency band

of the process and the representation of the process by a sum of complex exponentials.

The probabilistic characteristics of the generated samples functions converge to that

of the target process, as the number of terms in the exponential series increases.

Proposition 1. (Spectral Representation Theorem) Let {Y (t), t > 0} be a wide

sense stationary vector process with m complex-valued components of zero mean and

covariance functions

Ckl(τ) = E [Yk(t)Y
∗
l (t+ τ)] , k, l = 1, · · · ,m (9.1)

and the associated spectral densities

Skl(f) =

∫ ∞
−∞

e−j2πfτCk(τ)dτ, (9.2)

then there exists a unique process Z(f) [9] such that

Y (t) =

∫ ∞
−∞

e−j2πfτdZ(f), (9.3)
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where dZ(f) is a vector of m complex-valued processes with mean zero and the fol-

lowing covariance function [108]

E [dZk(f)dZ∗l (ξ)] = Skl(f)df, f = ξ

= 0, otherwise,

(9.4)

where f and ξ are frequency variables.

If the vector process Z(f) is Gaussian, Y (t) delivered by the spectral represen-

tation formula is also a Gaussian process [109]. Y (t) is assumed to be band-limited

in the frequency interval (−fmax, fmax)). However , if the process has power over the

entire frequency range, one can select a cutoff frequency fmax < ∞ such that for all

k and l, ∫ ∞
−∞

Skl(f)df ≈
∫ fmax

−fmax
(f)df. (9.5)

To obtain the discrete version of (9.3), the band (−fmax, fmax)) is divided into

q non-overlapping intervals (αr−1, αr), r = 1, · · · , q with length dfr = αr − αr−1 =

2fmax/q. A discrete approximation of order q of (9.3) is given by the following ex-

pression [109]

Ŷ (q)(t) =

q∑
r=1

Are
i2πfrt (9.6)

where Ar is a zero mean Gaussian vector with covariance

E
[
Ar,kA

∗
p,l

]
=

∫ αr

αr−1

Skl(f)df ≈ Skl(fr)dfr, ifr = p

= 0 ifr 6= p,

(9.7)

with r, p = 1, · · · , q such that fr and dfr are the midpoint and length of the interval

(αr−1, αr) respectively.

It is shown in [109] that the probabilistic characteristics of Ŷ (q)(t) approaches

those of Y (t) as q → ∞. So, (9.6) can be used as a good approximation of Y (t) if q
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is sufficiently large. Note that the process in (9.6) is periodic with period q/fmax,as

mentioned in [110]. So, to generate the process in [0, T ], one should choose q large

enough such that T < q/fmax.

The simulation of the vector process Ŷ (q)(t) involves two steps:

1. Generation of samples of the complex Gaussian vectorAr(the Cholesky Decomposition

algorithm of [109] is used)

2. Realization of the process using (9.6) in which Ar is replaced by its samples

generated in the first step.

To simulate a 2 × 2 MIMO channel using this method, we use the MIMO

correlation model given in [27] for the autocorrelation and cross-correlation of four

subchannels h11(t), h12(t), h21(t) and h22(t)

ChlpChmq(τ) = [I0(K)]−1 exp[icpq cos(αpq)]×

I0([K2 − a2 − b2
lm − c2

pq∆
2 sin2(αpq) + 2ablm cos(βlm − γ) + 2cpq∆ sin(αpq){a sin(γ)

− blm sin(βlm)} − i2K{a cos(µ− γ)− blm cos(µ− betalm)− cpq∆ sin(αpq) sin(µ)}]1/2),

(9.8)

where I0(·) is the zero order modified Bessel function, a = 2πfmaxτ , blm = 2πdlm/λ,

c = 2πδpq/λ, fmax is the maximum Doppler shift, dlm denotes the antenna spacing at

the mobile station (MS), δpq is the antenna spacing at the base station (BS), λis the

wavelength, 2∆ is the maximum angle spread at the BS, µ accounts for the mean angle

of arrival (AOA) seen by the MS, K controls the width of AOA at the MS, αpq and βlm

are the angles which specify the orientations of the BS and MS arrays respectively

and finally γ is the direction of the motion of MS. Note that l,m, p, q = 1, 2. All

these parameters are clearly depicted in Figure.1 of [27]. The corresponding power
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spectrum can be shown to be

Shlphmq(f) = exp[icpq cos(αpq)]/[I0(K)π
√
f 2
max − f 2]×

exp[−{Kcos(γ − µ) + i v1}(f/fmax)] cosh[{Ksin(γ − µ) + i v2}
√

1− (f/fmax)2]

(9.9)

for |f | ≤ fmax where

v1 = blmcos(βlm) cos(γ) + [cpq∆ sin(αpq) + blm sin(βlm)] sin γ

v2 = blmcos(βlm) sin(γ) + [cpq∆ sin(αpq) + blm sin(βlm)] cos γ.

(9.10)

The autocorrelation, cross-correlation, the distribution and level crossing rate

are simulated. The simulation results of the spectral representation method are shown

in Figure. 9.6 to Figure. 9.9 where perfect match can be seen between the simulation

results and the theoretical ones.

9.2 Sampling Theorem Method

The second method is based on the sampling theorem for random processes and

its generalization to vector processes. It simply states that a band limited process

consists of a superposition of deterministic functions of time with random amplitudes.

Consider a deterministic function θ(·) such that its Fourier transform is zero outside

a bounded frequency range (−fmax, fmax)), fmax < ∞. According to the sampling

theorem [14]

θ(t) =
∞∑

u=−∞

θ(t0 + uT )au(t− t0), (9.11)

in which

au(t) = sin[π(t− uT )/T ]/[π(t− uT )/T ], (9.12)

where T = 1/(2fmax) and t0 are real numbers. Let Y (t) be a zero-mean stationary

vector process with m complex-valued components defined over the frequency band
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(−fmax, fmax)) with correlation function Ckl(τ) = E[Y (t)Y ∗(t + τ)] where k, l =

1, 2, · · ·m. A parametric representation of the process Y (t) is given by [111]

Ŷ
(n)
k (t) =

nt+n+1∑
u=nt−n

Ŷ
(u)
k au(t), ntT ≤ (nt + 1)t (9.13)

where nt = [t/T ] denotes the largest integer smaller than t/T , [(nt−n)T, (nt+n+1)T ]

represents a window where the positive integer n determines the size of the window

and Ŷ
(u)
k =Yk(uT ) are values of the k-th component of the vector process Y (t) at

equally spaced time instants, referred to as nodal points. Note that for each value of

t, there is a fixed number of nodal points which is 2(n+ 1) according to (9.13).

It is shown in [15] that Ŷ
(n)
k (t) has the same covariance function as Y (t) as

n → ∞. Therefore, Ŷ
(n)
k (t) can be used as a good approximation of Y (t), if n

is large enough. the simulation procedure described in [15] is as follows. let t ∈

[ntT, (nt + 1)T ]. The process Ŷ
(n)
k (t) in (9.13) depends on the nodal values {Yk(nt −

n)T, · · · , Yk(nt + n + 1)T}. A realization of the process Ŷ
(n)
k (t) can be obtained for

t ∈ [ntT, (nt + 1)T ] using these nodal values. To generate the samples for the interval

[(nt + 1)T, (nt + 2)T ], we need to generate the single sample Yk((nt + n + 2)T ) first

and then use (9.13). The single sample Yk((nt + n + 2)T ) depends on all previously

generated values of Ŷ
(n)
k (t) at the nodal point. For simplicity, this dependence can be

reduced to the past 2(n+ 1) nodal values [109]. in summary the majors steps of this

algorithm are:

1. Samples of the vector process Y (t) at the nodal points need to be generated

(using the Cholesky factorization-based algorithm of [109] )

2. A realization of Y (t) can now be constructed using (9.13) along with the in-

creasing t starting from t ∈ [0, T ].

The simulation results of the sampling theorem method are shown in Figure. 9.10

to Figure. 9.11.
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9.3 Random Polynomial Method

The third method is the random polynomial method that is based on the parametric

representation of the process of interest in terms of interpolation polynomials and

spline functions.

Let Y (t), t ∈ [a, b] be a vector process with m complex components. The ap-

proximation of the k-th component of Y (t) based on linear spline functions is given

by

Ŷ
(p)
k (t) = [1− ξ(t)]Ŷ (pt)

k + ξ(t)Ŷ
(pt+1)
k , (9.14)

for t ∈ [a+ ptT, a+ (pt + 1)T ] where pt is the largest integer smaller than (t− a)/T ,

ξ(t) = (t − a − ptT )/T , T = (b − a)/p, p is the number of time subintervals and

finally Ŷ
(pt)
k (t) are values of the k-th component of Y (t) at time instants t = a+ lT ,

l = 0, 1, · · · , p referred to as nodal points.

It is shown in [109] that the covariance function of Ŷ
(pt)
k approaches that of Y (t)

as p→∞. Hence Ŷ
(pt)
k serves as a good approximation for large p.

The simulation technique involves two steps:

1. Samples of the vector process consisting of the values of Y (t) at the nodal points

need to be generated (using the Cholesky factorization-based algorithm of [109]

)

2. A realization of Y (t) should be calculated using (9.14).

The simulation results of the random polynomial method are shown in Figure. 9.12

to Figure. 9.13.

9.4 Circulant Embedding Method

This approach is based on the observation that any (block) Toeplitz matrix can be

embedded in a (block) circulant matrix [112]. The two main components of this
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method are: (i) circulant embedding of the block Toeplitz covariance matrix, and (ii)

the use of the fast Fourier transform (FFT), to diagonalize the block circulant matrix.

In what follows, we provide a summary of [112].

Let Y (t), t > 0 be a wide sense stationary vector process composed of m

complex-valued components with zero mean and the covariance functions defined

in (9.1). We would like to generate N samples of Y (t) at t = 0, Ts, · · · , (N − 1)Ts

over the interval [0, T ]. Obviously Ts = T/(N−1). Let us define the m×m covariance

matrix C(j) such that its (k, l)-th element is given by Ckl(jTs), j = 0, 1, · · · , N − 1

with Ckl(·) defined in (9.1). Then we construct the Nm×Nm block Toeplitz covari-

ance matric C with block elements given by C(j). Obviously the first block-row of C

is given by [C(0), C(1), · · · , C(N − 1)]. The vector process Y (t) can be generated by

embedding its block Toeplitz covariance matrix C into an mr ×mr circulant matrix

G where r determines the size of the embedding matrix G. Note that r should be

chosen such that r ≥ 2(N − 1) and G is non-negative definite. Choosing r as a power

of 2 can increase the efficiency of the method. If G is negative definite, we have

to increase r until G is non-negative definite. If one cannot find r such that G is

non-negative definite or if r is too large to be practical, the approximation described

in [113] may be used.

We construct G according to G = circ([g(0), g(1), · · · , g(r−1)]) where each g(·)

is an m ×m matrix and circ(·) cyclically shifts its block-row argument from left to

right to build G. Note that g(·) should be chosen such that G is a Hermitian matrix

with nested block circulant structure and C is a submatrix of G. These g(·) matrices

should be constructed as follows

g(l) =

 C(l), 0 ≤ l ≤ r/2;

C(r − l), r/2 ≤ l ≤ r − 1
(9.15)
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Based on the construction in (9.15), each Nm×Nm submatrix of G down the

diagonal is equal to C. Therefore if G is non-negative definite, it can be considered as

the covariance matrix of a stationary vector process X(t) sampled at the rate 1/Ts.

Furthermore any N consecutive elements of X(t) form a realization of Y (t).

It is important to note that the circulant matrix G can be decomposed as

G = (Q⊗ I)diag (A(0), A(1), · · · , A(r − 1)) (QH ⊗ I), (9.16)

where Q is an r × r unitary matrix with the (k, l)-th element given by

Qkl = r−1/2 exp(−i2πkl/r), k, l = 0, 1, · · · , r − 1 (9.17)

and ⊗ denotes the kronecker product of two matrices, I is an m×m identity matrix,

diag(·) constructs a block diagonal matrix of its argument and each m×m hermitian

matrix A(l) is defined as

A(l) =
r−1∑
j=0

g(j) exp(−i2πjl/r). (9.18)

Upon eigen decomposition , we get A(l) = R(l)Λ(l)RH(l), where R(l) is an m ×m

unitary matrix and Λ(l) is a diagonal matrix with eigenvalues of A(l) on its diagonal.

Each A(l) has real eigenvalues ζ1(l), · · · , ζm(l) and it follows that G is non-negative

definite if and only if

ζj(l) ≥ 0, 1 ≤ j ≤ mand0 ≤ l ≤ r − 1. (9.19)

If (9.19) holds, then we have

G1/2 = (Q⊗ I)diag
(
A1/2(0), A1/2(1), · · · , A1/2(r − 1)

)
(QH ⊗ I), (9.20)

as the unique non-negative definite square root of G. Consequently, Ts-spaced samples

of the vector process X(t), i.e., [X(0), X(Ts), · · · , X((r− 1)Ts)] can be simulated via
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G1/2W where W is an mr × 1 vector of independent Gaussian random variables,

Any N consecutive elements of the r samples, i.e., [X(0), X(1), · · · , X(N − 1)] is a

realization of the process Y (t).

The simulation algorithm of the circulant embedding method can be summa-

rized as follow

1. Compute the first block row of G using (9.15)

2. Compute A(l), 0 ≤ l ≤ r − 1 with m(m + 1)/2 applications of FFT (FFT of

the first block row of G)

3. Compute R(l) and Λ(l) such that A(l) = R(l)Λ(l)RH(l)

4. Simulate (Q ⊗ I)W directly as described in [16] where W is an mr × 1 vector

of independent Gaussian random variables

5. Let a(l) = A1/2(l)(Q⊗ I)W = R(l)Λ1/2(l)RH(l)(QH ⊗ I)

6. Compute Ts-spaced samples ofX(t) withm applications of FFT since (Q⊗I)a(l)

is the FFT of a(l).

7. Take N consecutive samples of X(t) to get a realization of Y (t).

Note that in addition to r ≥ 2(N − 1) such that G is nonnegative definite, r

should be chosen such that r = 2k or 3k , for some positive integer k, to make the

FFT calculation fast. The circulant structure of matrix G is the key to the speed and

efficiency of this method. All the relevant calculations can be performed using FFT.

The simulation results of the circular embedding method are shown in Figure. 9.14

to Figure. 9.15.
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9.5 Simulation Results

For the simulation of the above methods, we choose the following values: fmax = 0.05,

d12/λ = 0.5, δ12/λ = 17, K = 0 (isotropic scattering), ∆ = 4o, α12 = β12 = 90o

(parallel arrays), γ = 180o and µ = 0o.

We have generated 100 2 × 2 MIMO realizations and each realization consists

of four N = 1000 samples complex Gaussian time series. We have also simulated the

level crossing rate of the envelope of the subchannel h11(t) as well as the probability

distribution function (pdf) of h11(t). The figures show a perfect match between the

simulated results and the theoretical ones. For the spectral representation method,

the parameter q control the results and we have used q = 100. We have also shown

the results for q = 20 and q = 60 where we note that q = 60 give good results.

For the sampling method,the parameter that control the results is n which is set

to n = 30. For the random polynomial, we have used the parameter value of p = 60

9.6 Computational Complexity

As shown in the Figures 9.6 to 9.15, with proper selection of the control parameters,

very close agreement between a variety of theoretical and simulated characteristics of

a vector complex Gaussian process, such as LCR, correlations, and histograms, can

be obtained. So, computational complexity is the major factor in choosing between

these four methods. After careful examination of all the operations, which have

to be carried out in each method, in Table 9.1 to 9.4 we provide a summary of the

computational complexity of different steps in each method. In the tables, O(.) stands

for the order, whereas the number of operations shows the number of multiplications

plus divisions (to simplify the analysis, we consider real and complex operations the

same). Note that Equations. (9.6), (9.13), and (9.14) represent the main expression

for the spectral, sampling, and polynomial methods, respectively, whereas steps 2

and 5 in the embedding method constitute the main expressions. As an example,
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Table 9.1 Computational Complexity of the Spectral Representation Method

Number of Operations

Covariance Matrix Calculation 50(nBSnMS)2q

Cholesky or Eigen Decomposition O(qn3
BSn

3
MS)

Generating Independent White Vectors nBSnMS

Coloring the White Vectors (nBSnMS)2q

Calculating the Main Expression nBSnMSqN + 2qN

Table 9.2 Computational Complexity of the Sampling Method

Number of Operations

Covariance Matrix Calculation 60[nBSnMS(2n+ 3)]2

Cholesky or Eigen Decomposition O([nBSnMS(2n+ 3)]3)

Generating Independent White Vectors nBSnMS(2n+ 2) +NnBSnMS

Coloring the White Vectors [nBSnMS(2n+ 2)]2 +N(nBSnMS)2

Calculating the Main Expression 4(2n+ 3)N

the number of operations in all the four methods are shown in Figure. 9.1, where

nMS = nBS = 2, q = 60 , n = 30 , p = 60 , and N = 1000 , therefore r = 211 = 2048 .

Clearly, spectral method is much superior to the others. It is specially efficient when

it comes to matrix decomposition.
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Table 9.3 Computational Complexity of the Random Polynomial Method

Number of Operations

Covariance Matrix Calculation 60[nBSnMS(p+ 1)]2

Cholesky or Eigen Decomposition O([nBSnMS(p+ 1)]2)

Generating Independent White Vectors nBSnMS(p+ 1)

Coloring the White Vectors [nBSnMS(p+ 1)]2

Calculating the Main Expression 10N

Table 9.4 Computational Complexity of the Circular Embedding Method

Number of Operations

Covariance Matrix Calculation 60(nBSnMS)2r/2

Cholesky or Eigen Decomposition O(rn3
BSn

3
MS)

Generating Independent White Vectors nBSnMSr

Coloring the White Vectors (nBSnMS)2r

Calculating the Main Expression (1/2)nBSnMS(nBSnMS + 3)r log2(r)

Figure 9.1 Comparison of the Computational Complexity.
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Figure 9.2 The real part of the autocorrelation of the complex envelope |h11(t)|
using the Spectral Method.

Figure 9.3 The imaginary part of the autocorrelation of the complex envelope
|h11(t)| using the Spectral Method.
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Figure 9.4 The real part of the autocorrelation of the complex envelope |h22(t)|
using the Spectral Method.

Figure 9.5 The imaginary part of the autocorrelation of the complex envelope
|h22(t)| using the Spectral Method.



150

Figure 9.6 The real part of the cross-correlation between |h11(t)| and |h22(t)| using
the Spectral Method.

Figure 9.7 The real part of the cross-correlation between |h12(t)| and |h21(t)| using
the Spectral Method.
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Figure 9.8 The PDF of the fading envelope |h11(t)| using the Spectral Method.

Figure 9.9 The normalized LCR of the fading envelope |h11(t)| using the Spectral
Method.
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Figure 9.10 The real part of the autocorrelation of |h11(t)| using the Sampling
Method.

Figure 9.11 The PDF of the fading envelope |h11(t)| using the Sampling Method.
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Figure 9.12 The real part of the autocorrelation of |h11(t)| using the Polynomial
Method.

Figure 9.13 The PDF of the fading envelope |h11(t)| using the polynomial Method.



154

Figure 9.14 The real part of the autocorrelation of |h11(t)| using the Embedding
Method.

Figure 9.15 The PDF of the fading envelope |h11(t)| using the Embedding Method.
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