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ABSTRACT

NEW HYBRID AUTOMATIC REPEAT REQUEST (HARQ) COMBINING
WITH SPACE TIME BLOCK CODING (STBC) IN INVARIANT AND

VARIANT FADING CHANNEL

by
Guillem Ernest Malagarriga Vilella

Hybrid Automatic Repeat reQuest (HARQ) combining for space time block coding

Multiple Input Multiple Output (MIMO) system consisting of N transmit antennas and

M receive antennas (NxM ) in a time invariant channel and in a time varying channel is

proposed and its performance is analyzed. Based on the measured channel matrix, the

receiver chooses the best retransmission order and communicated it to the transmitter.

The scheme, where this algorithm is performed, is a combination of a pre-

combining HARQ scheme and the Multiple Alamouti Space-Time Block Coding (MA-

STBC), which is suitable for more than 2 transmit antennas. The combination of this two

techniques increase the efficiency of the HARQ packet transmission by exploiting both

the spatial and time diversity of the MIMO channel.

With MA-STBC, there exist different signal packets alternatives for

retransmission that can better exploit the characteristics of the channel. An algorithm that

chooses the best signal sequence alternatives for retransmission and which exploit better

the characteristics of the current channel is proposed. Simulations results show that using

the proposed selection algorithm results in a better performance than with random

selection. These simulations are performed in invariant and variant channel, and

performances are compared with other HARQ schemes.
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CHAPTER 1

INTRODUCTION

1.1 Objective

For NxM antenna MIMO system a Hybrid-ARQ scheme termed Multiple Alamouti

HARQ was proposed. With this scheme at each retransmission 2 out of the N transmit

antenna are used to transmit two sequence which forms with the corresponding sequences

transmitted earlier on these antenna Alamouti space-time block code.

	

For this scheme of HARQ we propose in this thesis selection algorithm by which

the receiver finds the better alternative of two antennas out of the N(N-1)/2 possibilities. This

will be done for time invariant and time variant channel. For the later we suggest some

modification needed.

We will show that using what is called pre-combining HARQ jointly with the

proposed STBC, a MIMO system can potentially provide higher throughput packet data

service with higher reliability. We will show by simulation that particularly using the

proposed selection algorithm performance results are better than with random selection of

two antennas alternatives.

1.2 Background

MIMO systems have recently emerged as one of the most important technique in digital

wireless communications. This technique satisfies the increased demand for higher data

1
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rates and higher network capacity in a wireless environment using the same bandwidth

that is used by conventional systems.

The basic idea in MIMO systems is that the natural dimension of digital

communication data (time) is complemented with the spatial dimension provided by the

multiple distributed antennas. In a wireless system, due to the effect of reflections and

attenuations prompted by different objects that are in the signal path, the transmitted

signal is received at each antenna with different phase and amplitude. This problem is

called multipath distortion.

A key characteristic of MIMO system is the capability to turn this multipath

propagation, by tradition a drawback of wireless transmission, into an advantage for the

user.

So far, many transmissions schemes for MIMO systems have been proposed in

the literature. From [1] these schemes may thickly be classified in two different groups:

spatial multiplexing (SM) schemes and space-time coding (STC) techniques. The first

one (SM), uses multiple antennas at both the transmitter and receiver, and send

independent data streams over each transmit antennas. The receiver employs an

interference cancellation algorithm to separate the data stream. Under this conditions, the

number of received antennas must be higher than the number of transmit antennas. An

example of an SM scheme is the well-known Bell Labs Layered Space-Time Architecture

(BLAST) [2].

Contrasting SM schemes, space-time coding (STC) techniques exploit spatial

diversity. To guarantee spatial diversity, it is needed that fade of the individual paths

between transmit and received antennas are more or less independently. This assumption
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of independent paths is not valid if there is not a rich scattering environment or there is a

significant line-of-sight (LOS) between the transmitter and the receiver. In this case, the

individual transmission paths are correlated among them. In other words, the channel has

to follow a Rayleigh fading model [3].

One of the most representative STC techniques is the Alamouti scheme [4] or also

called Space Time Block Coding (STBC). In [4] this technique was defined for the case

of 2 element transmitter and 1 element receiver. The data stream is split in two mapped

symbol blocks denoted s 1 for antenna 1 and s 2 for antenna 2 and are sent at time t . In the

next symbol period signal (t+T), antenna 1 sends the symbol (-s *2 ) and antenna 2

sends s1*, where * is the complex conjugate operation. The key feature of this technique

remains in the fact that the channel is quasi-static between two symbol periods. The

channel may be modelled by a complex multiplicative distortion composed of a

magnitude response and a phase response. The path between transmit antenna 1 and the

received antenna is denoted by h 1 and between the transmit antenna 2 and the received

antenna is denoted by h 2 where

The received signals at each symbol period can be modelled as

where r 1 and r2 are the received signals at time t and t + T and n 1 and n 2 are complex

random variables representing receiver noise and interference.
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Then, the combining scheme builds the following two combined signals that are

sent to a maximum likelihood detector:

Note that the receiver previously has to estimate the channel coefficient in order

to combine the received signals. Hence, it is important to have a good estimation of the

channel to achieve the best performance in the Alamouti scheme. Finally, substituting

(1.2.1) and (1.2.2) into (1.2.3) we get

Note that the desired symbols are combined in a constructive way because they

are multiplied by a sum of absolute terms. The noise, however, is combined incoherently.

Due to the spatial diversity, the probability that the factor (α12 +α2 2 ) is close to zero is

comparable small.

After this brief description of the different MIMO schemes, we will introduce a

technique that is bound with MIMO systems: the packet retransmission.

In packet communications systems, a packet retransmission is requested when the

original packet is not received free of errors. The simplest scheme is termed Automatic

Retransmission reQuest (ARQ), which discards the received erroneous packet and

requests a re-retransmission of this one. However, one can perform better if instead of

discarding the erroneous packets, he combines them in an intelligent way with the

subsequent retransmitted packets. This scheme is called Hybrid ARQ (HARQ).
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There are principally two types of techniques used in HARQ: packet combining

and Incremental redundancy (IR) [5]. With the first one, also called Chase combining [6],

the receiver combine the noisy packets either in the symbol or bit level to obtain a packet

with a code rate which is low enough that reliable communication is possible even for

low quality channels. In IR, if error is detected, the transmitter only sends the parity bits

of the information packet. These parity bits are the error correction code, and at each

retransmission the transmitter increase the length of this code, hence, a higher number of

errors can be corrected. Combined with HARQ, MIMO can potentially supply higher

throughput packet data services with higher reliability.

In this thesis we will focus on symbol-level combining. There are two different

HARQ combining schemes: Pre-Combining and Post-Combining. In Pre-Combining, the

retransmitted packets are combined at the symbol-level and then the cumulative

interference is removed using a linear zero forcing (LZF) or minimum mean-square error

(LMMSE) equalizer. On the other hand, in Post-Combining, the interference of each

retransmitted packet is removed with a LZF or LMMSE equalizer and then the packets

free of interference are combined at the symbol-level or at the bit level. Note that, IR

technique is only applicable for the case of Post-Combining, since in Pre-Combining it is

required that all the retransmitted packets have the same length. In [7] it is shown that

Pre-Combining outperforms better than Post-Combining for a known receiver structure.

So far, in this thesis we will concentrate in the Pre-Combining scheme.

Since in a MIMO system, one needs that each retransmission introduces diversity

to exploit the channel's characteristics, so, when we combine the received packets, the

communication reliability increases dramatically. In [7] a Pre-Combining HARQ scheme
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called Basis Hopping was presented. This technique artificially introduces diversity in a

slowly varying channel. The key idea is to multiply the transmitted signal by a unitary

complex matrix in order to provide time diversity gain. However, in this thesis, instead of

using a unitary matrix to pre-process the transmitted vector so as to introduce diversity as

in [7] we use the Alamouti space-time coding to introduce diversity, and pre-combining

with ZF to cancel interferences [8]. In the next section we will introduce what is termed

multiple Alamouti HARQ scheme, which is an extension of the Alamouti scheme for

more than two transmit antennas.

1.3 Problem Statement

The scheme in [8] uses 2x2 antennas. For multiple elements MIMO a scheme termed

multiple Alamouti HARQ was proposed in [9] which uses multiple space-time Alamouti

with 2 transmit antennas at each retransmission. With NxM MIMO system, there would

be N(N-1)/2 different 2 transmit Alamouti combining possibility. It was shown that after

each retransmission and combining at the receiver, the cross data interference

corresponding to the chosen antennas couple, are zeroed and direct data terms enhanced,

therefore depending on the channel matrix the order of choosing any couple of antennas

for retransmission will affect the performance of the HARQ scheme. We will propose an

algorithm by which, based on the measured channel matrix, the receiver choose best

alternative of 2 antennas for retransmission and communicated this information to the

transmitter. We will consider for our combining and selection the case when the channel

is invariant; that is remaining the same during all retransmissions. We will also consider
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the case of time varying channel, in which the channel varies from retransmission to the

next. For the later we will suggest modification of selection algorithm.



CHAPTER 2

HARQ FOR MIMO SYSTEMS USING MULTIPLE ALAMOUTI CODING

2.1 System Model Description

In this section we describe the structures that we use to implement the Hybrid-ARQ

scheme for MIMO systems. We consider a MIMO system with N transmits antennas and

M receives antennas. In later sections we describe this model in more detail for a known

number of antennas. First we present the transmitter structure, where we describe all the

steps that we apply on the data string of bits till we send these through the air. We then

describe the receiver structure, which shows all the necessary process to recover the data

that was sent.

2.1.1 Transmitter Structure

The transmitter structure is divided into several blocks. The first is a source of binary

information data packets, which is encoded with a high rate code for error detection and

then with a half rate convolutional code for error correction. The coded packet is then

digitally mapped into a for example QPSK symbol constellation. Finally, these symbols

are demultiplexed into N separate data streams to be transmitted from the N individual

transmits antennas according to Multiple Alamouti scheme described in the sequel. This

transmitter structure of the Multiple Alamouti scheme is depicted in figure 2.1. The

signal stream transmitted from antenna i is denoted by si .

8
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Figure 2.1 Transmitter structure of the Multiple Alamouti H-ARQ scheme

After this brief introduction of the different blocks of the transmitter, we now

describe each one of them in more detail:

• Information source: It generate a random string of binary bits where the

probability to have a 0 or 1 is the same. We will take as the size of the

information bit packet 522 bits. The reason for such choice of packet size is to

enable splitting the packet in three, four, five or six parts, for our simulation

experiment.

• High rate coder: 16 bits are added at each packet for Cyclic Redundancy Check

(CRC) [10]. The CRC polynomial used is of grade 16, given by:

G(D) = D16 + D15 + D2 + 1

R(D) = D16 X ( D) mod G(D)

Y(D) = R(D) + D 16 X (D)

Where, G(D) is the CRC polynomial, X(D) is the input packet (522 bits),

R(D) is the checksum (16 bits) and Y(D) is the output packet (522+16).

• Channel encoder: A half rate convolutional code showed in figure 2.2 was

employed to encode the data packet for error correction [11]. With this encoder
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the constraint length of the code is equal to three (L = 3 ). The number of input

bits is one (k =1) and the number of output bits is two (n = 2 ). Therefore, the

rate of the code is 1/2 and the number of states is 2 (L-1)k = 4 . The state diagram is

depicted in figure 2.3.

Figure 2.2 A rate 1 convolutional encoder

• It is assumed that the encoder, before the first information bit enters it, is loaded

with zeros. Therefore, once the whole packet is loaded into the encoder we have

to add k(L —1) zeros (in this case, 2). This makes the encoder ready to be used

for the next transmission. Note that if we have two consecutive zeros we always

finish in the state 0. Hence, we are always in a known state for decoding.
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Figure 2.3 State diagram for the encoder of figure 2.2

• Symbol mapping: In this block we map digitally into symbols the binary data

from the encoder. We use a Quadrature Phase Shift Keying (QPSK) to map the

bits into their equivalent complex baseband notation. Using Gray maping the

constellation of the QPSK symbols mapp is depicted in figure 2.4.

Figure 2.4 QPSK constellation and symbol mapping

• Spatial Multiplexing: The symbol packet is split in N equal parts to be

transmitted from the N individual transmit antennas. Note that after the whole
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process the number of symbols in the packet has to be divisible by the number

of antennas ( N ). The number of symbols per packet is the following,

((522 information bits+16 CRC bits+2 zeros bits)*2)/ (2 bits/symbol) =540 symbols

Note that 540 are divisible by two, three, four, five and six parts.

• Multiple Alamouti coding for N elements array: This scheme of multiple space-

time Alamouti uses only 2 transmit antennas at each retransmission. With

NxM MIMO system, there would exist (N 2) differentdifferent possible 2 transmit

Alamouti alternatives. As an example, we write the sets of Alamouti

transmitting alternatives for both 3 and 4 transmitter antennas [9].

For three element transmitter, the alternatives are the following columns

and for four element transmitter, the alternatives following

where each signal s i represents a string of symbols with length 540/N.
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2.1.2 Receiver Structure

It was shown by Alamouti though for 2 element that, data detection may be performed by

means of a simple matrix vector multiplication, provided that the channel model is a

frequency flat. At first we assume that we have a slow fading channel, where the channel

matrix H remains constant upon L transmissions. The channel gain between the transmit

antenna i and the receive antenna j is denoted by hji where i = 1,2,..., N and j = 1,2,...M .

The NxM channel gains are assumed i.i.d. uncorrelated complex Gaussian random

variables (Raleigh Flat Fading) with unit power [12], that is,

where E{•} is the expectation.

The composite MIMO channel gain can be represented by the following matrix:

We also assume an Additive White Gaussian Noise (AWGN) vector. The noise

vectors ii observed for every transmission are independents.

The M noise terms are assumed i.i.d. uncorrelated complex Gaussian random

variables with power σ 2 . We now write the relation betweenσ 2  and the bit energy ( Eb ),

for a given (Eb/N0) in order to have the value ofσ

2

 for the simulation program. We

assume, as shown in figure 2.5, that the power spectral density is a white process.
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Figure 2.5 Power spectral density of a white process

Using a matched filter at the receiver we have the Signal to Noise Ratio (SNR)

defined by

where Ps is the total average signal power at all antennas. Note that we took as the signal

power to equal 1. Es is the symbol energy, and due to the fact we use QPSK modulation,

the symbol energy is twice the bit energy. Hence, we get the relation

Once we defined the channel model and the noise, the baseband received signal

vector is given by:

where r = [r1 r1 ... rM] T and s = [s1 s2 ... sN]T

The next figure depicts the structure of the receiver, where in we will explain in

detail the whole process to recover the bit information from the baseband received signal.
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Figure 2.6 Receiver structure of the Multiple Alamouti H-ARQ scheme

• Pre-Combiner and Interference removal: After matched filtering to the received

signal, if the received packet is a retransmission of a previous erroneous packet,

then the retransmitted packet and the previous one are combined together at the

symbol level. Then, a linear equalizer (Zero Forcing) is used to remove the

interference and separate the N transmitted data sub-packets.

• Detector: A hard decision decoding is made at each symbol. For each received

complex symbol, we calculate the distance among the four possible symbols of

the QPSK. The symbol which has the closest distance is taken as the decision.

• Spatial Demultiplexation: This block links the N received sub-packets

(s1 s2 ...sN) to recover the original symbol packet before being split.

• Demodulator: The aim of this block is to translate the complex symbols of the

QPSK in binary bits. From figure 2.4, we have the relation between each

complex symbol and his equivalence in bits.
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• Decoder: The Viterbi Algorithm [13] is used to make a soft decision decoding of

the string of bits. After this block we have a packet which contains the

information (522 bits) and the CRC (16 bits).

• Checksum detection: The first 522 bits are taken and the CRC polynomial is

used to calculate the new checksum of the received bits ( R(D) ). If the new

checksum is equal to the received checksum ( R(D) = R(D)), the received

packet contain no error, the packet is accepted and a positive Acknowledgment

(ACK) is sent to the transmitter otherwise the receiver sends a Negative

Acknowledgement (HACK) and the transmitter resends the packet using a

retransmission order algorithm for the multiple Alamouti Space Time Coding

scheme, as communicate to it by the receiver will be described in future

chapters.

2.2 HARQ Combining Scheme for Two Element Transmitter

In this section we describe the new HARQ combining scheme proposed in [12] for two

transmitter antennas and two receiver antennas. This new scheme is a combination of the

pre-combining scheme proposed in [7] and the Alamouti Space-Time Coding STC [4].

To implement this scheme, we use the model described in section 2.1. We will show how

the receiver's block called the "pre-combiner and interference removal" process the data.

Then, we present simulations results that compare the performance obtained with this

new HARQ combining scheme to the performance of the scheme proposed in [7].
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2.2.1 Pre-combiner and Interference Removal

For a two-element transmitter two-element receiver system, the received signal can be

model with

where rlandnlwithl=1,2 is the received signal and noise on the1th receiver antenna;

sl with l= 1,2 is the transmitted signal on the 1 th transmitter antenna; and hlk is the

channel gain of the wireless link from the k th transmitter antenna to the / th receiver

antenna.

At the first transmission, the signal s (1) = s = [
s

1s2]is sent out. The corresponding

received signal can be expressed as

with

After matched filtering at the receiver,

where (.)ψ is the operation of conjugate transpose; C = HψH. And following zero

forcing, we get
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	If detection error occurred, the transmitter is requested to resend a new packet

using Alamouti Space Time Coded, i.e. new packets composed of s (2) = [-s*2s*1] are sent

rom the two transmit antennas. The received signal vector at the second transmission is

given by:

where,

by taking the conjugate of the new received vector packets we obtain:

From (2.2.8), it is clear that taking the conjugate of the received vector r (2)* is

equivalent to re-sending the previous vector signal trough the new channel H *γ  that adds

time diversity.

The received vector r (2) is first processed by the linear receiver front end i.e.

multiply symbol wise by (H *γ)ψ = γTHT  (where (.) T is the operation of transpose).

Therefore,

Then a symbol level combining is employed to provide for soft symbol decision

for s w . That is adding both term x (1) and x (2) we get the output for decision
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We now show that C+γTC*γ is a diagonal matrix. Hence, we do not need to do

zero forcing. From definition, we have

meanwhile

Then, since both a11 and a22 are real number, we have

where, by substituting from terms in (2.2.11a),

whose autocorrelation matrix is
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where σ 2 is the noise power that we defined in the previous chapter.

If after decoding the combined packets, no error occurs, the packets are accepted

and an ACK is sent otherwise the transmitter resends the packets as in the first

transmission i.e. s (3) = [s l s2 ]T . The newly received signal vector r (3) is combined with

the two previous received vectors r (2)* and r (1) . The procedure continues ( [s 1 s2 ]7. sent

during the odd transmission and[-

s

*l s*2]T sent during even transmission and all the

received vector signal are combined as in (2.2.10)) until the packets are correctly decoded

or until a preset maximum allowed number of retransmission attempts is reached. Note

that after combining the received packets, we only have to do interference cancellation

(ZF) at the odd transmission; since we always have a diagonal matrix after receiving an

even transmission.

2.2.2 Numerical Results

We use the model and the data structure proposed in the section 2.1 for the case of two

elements transmitters and two elements receivers. The total numbers of packets in the

MonteCarlo simulation were 5000. The resulted bit error rates (BER) are depicted in the

figure 1 versus Eb / N0 for different number of transmissions (Ri ,i =1,2,3,4 ). For

comparison we also added in the figure what is termed Basis which is the Basis Hopping

with Pre-Combining Scheme presented in [7]. As we explained earlier, this technique

uses an artificially diversity in the slowly varying channel, where in the transmit signal
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vector is first multiplied by a unitary matrix V . The received vector signal is the given

by:

where L is the maximum number of transmissions. The matrix V (i) is taken to be different

for every retransmission and it changes the MIMO channel from H to HV (ii). By doing

so, the unitary matrix V (i) introduces time diversity upon retransmission. The received

signal vectors r (i) are combined before the interference cancellation by ZF receiver. From

[7], we define the following matrix set S = {V(1) ,V(2)  ,V(3)  ,V(4) }, where

Note that V must be unitary to avoid any increase in the transmitter power.

Figure 2.7 BER performance of the new HARQ combining scheme on comparison to
Basis Hopping for two transmitter antennas
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	The next figure depicts the throughput performance of both schemes versus

the Eb / N0 . To calculate the throughput we allowed up to 4 transmissions to receive

correctly the packet. If after the fourth transmission the packet is still erroneous, it is

counted as a lost packet. The formula that we use to calculate the throughput is as

follows,

Where, K TOT is the total number of different packets that we send (in this case is

5000), KLOST. is the number of lost packets and KR is the total number of retransmissions

that we send. Note that if we correctly transmit all the packets at the first attempt, the

throughput is 1.

Figure 2.8 Throughput performance of the new HARQ combining scheme in comparison
to Basis Hopping for two transmitter antennas

The results show that the new HARQ combining scheme has better performance

in terms of BER and throughput. Only after 4 th transmission the Basis Hopping scheme
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have better error probability than the proposed scheme, but this improvement does not

affect the result in the throughput.

In the next sections we will discuss the proposed scheme in a MIMO channel with

more than two transmit antennas.

2.3 HARQ Combining Scheme for Three Element Transmitter

A new Hybrid Automatic Repeat request (HARQ) transmission scheme for Multiple

Input Multiple Output MIMO systems consisting of two transmit antennas in a slowly

varying channel was discussed in section 2.2.

	

This scheme uses multiple space-time Alamouti with 2 transmit antennas at each

retransmission. With 3x3 MIMO system, there would exist (3 2) different alternatives of 2

transmit Alamouti combining. First, we will show that when using data at any chosen

antennas couple, then after each retransmission and combining at the receiver, two

corresponding off-diagonal terms of the channel matrix are zeroed and two related

diagonal terms are increased. Therefore the order of choosing any of these antennas

couples in retransmission will affect differently the performance of this HARQ scheme

depending on the channel matrix.

We will present an algorithm by which, based on the measured channel matrix,

the receiver will decide on the retransmission order and communicated it to the

transmitter. A SNR criterion will be used for such order selection.

Simulations results will compare the performance obtained with this selection

algorithm to the performance of retransmitting from antenna couples in a random order
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2.3.1 Combining Alternatives

In the previous section, we showed that with two transmitting antennas and using

Alamouti Coding the received signal was effectively presented by the transmitted signal

through a diagonal channel matrix. We now intend to show how one can get a diagonal

channel matrix for the case of three element transmitter.

If detection error occurred, following the first transmission s(1) , a request for a

sequence out of three retransmissions alternative represented by the columns below

We can relate the columns of the retransmission to the column vector s(1) , as

follows
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If we combine all these signals in the same way we did for the case of two

show in the following steps, it is a diagonal.

Following similar approach as before, we define C = Ir I-1

where hii is the channel gain between the transmit antenna i and the receive antenna j

and for the first retransmission, if we use alternative (1), we have



As the result, we have after combining with the first transmission of s(1) ,

For the second retransmission, if we use alternative (2), we have
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and we have after combining with previous combined signal



For the third retransmission, if we use alternative (3), we have
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And we have after combining with the previous combined signal

Note that if after the third retransmission, the result out channel matrix is always

the same, regardless of the order of alternative chosen before. However, after the first and

the second retransmission, two different corresponding off-diagonal terms are zeroed and

two diagonal terms are enhanced and hence the performance of this HARQ will depend
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on the order of choosing any of these retransmissions. We will discuss this issue in the

next section.

2.3.2 The SNR Criterion

For a three-element transmitter and three-element receiver system, the received signal

from the first transmission can be presented with

T iand s (1) = [s1 , s 2 , s3 1 s the transmitted sequence on the three elements, respectively.

After matched filtering at the receiver,

where (•Y is the operation of conjugate transpose,

and following zero forcing, we get the vector,

where
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If error is detected a request for one sequence alternative s(i+1), i.e. i E (1,2,3)

according to the columns in (2.3.1) is sent to the transmitter. That is second transmission,

R2 is given by,

To decide which is the best i to use, we use the maximum Signal to noise ratio

(SNR) at the receiver.

The autocorrelation matrix of the noise

where n(1) and n(2) assumed uncorrelated, and where 0-2 is the noise variance of the

components of n(1) and n (2) assumed equal. Normalizing the signal power to 1, we

calculate the SNR at each receiving antenna and for each of the alternative i.



and we would have at each branches of the receiver an SNR given by:
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and we would have at each of the receiver branches a SNR given by:

3. Similarly for i = 3



and we would have at each branch a SNR given by:
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Note that for each i the branches' SNR expressions have the same numerator

which is also the determinant of C2 . We use this propriety to decide on the vector that

will be sent next. That is we choose the vector s (i) which results in the highest numerator

in its SNR, will be the one requested to be sent at next transmission R2 .

If after the second transmission R 2 , there would be still detection error in the CRC

code, then, third transmission R3 would be needed. For its alternative selection we look at

the received signal

where i the specific alternative used for R2 and i +1 is the one examined for R3 .

Again it can be shown that the noise correlation matrix is given by
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In this case we have also three different alternatives, but we can only decide

between two of them, since we have already decided on one of the vectors in the previous

step.

1. If the vector of sequence are s (2) and s (3) shown in (2.3.2c), then

Then, the SNR in each of the receiver branches are given by:

2. If the vector of sequence are s (2) and s (4)

Then,



3. If the vector of sequence are s (3) and s (4)
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Following the same criterion as in the previous step we will choose the column

which gives us the highest numerator in the SNR. Note that to choose the highest

numerator is also to choose the highest determinant of the matrix C3 .

It is important to note that we are not actually choosing the maximum SNR, since

we do not consider the denominator as well. It would have better to find a mathematic

expression for the best SNR at all branches for each retransmission. This would have

been too complex to handle. The fact to decide the best SNR in one branch for the first

repetition, then implies that we do not have the freedom to decide the best option for the

next retransmission i.e. we check the SNR's for first retransmission and we see that the

best vector of sequence is s (2) , but if we check for the second retransmission the best

vector of sequence are s (3) and s (4) . Hence, it could be that we get the best performance

for the first retransmission, but with the second retransmission we do not get better

results than if we send a random combination i.e. the transmission of s (i) , i = 2,3,4 is
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used at R2 or R3 randomly. With the determinant criterion, although that we do not get

the best performance in each retransmission, simulations results show that we always

have better performance in all the retransmissions in case that we compare with the

random solution

2.3.3 Numerical Results

The performance of the algorithm presented in this section is simulated with a MIMO

channel consisting of 3 transmit antennas and 3 receiver antennas (3x3 MIMO system).

The channel is assumed invariant for a maximum of L transmissions (=4 in this case).

The 9 channel gains are assumed i.i.d. complex Gaussian random variables (Raleigh Flat

Fading) and with unit power. The size of the information bit packet is taken to be 522

bits. The total numbers of packets in the MonteCarlo simulation were 5000. Each packet

is split in three equal parts (5 1 , 5 2 , 5 3 ). The decision that a packet is received correctly

is taken after combining again the three parts.

In figure 2.9 the bit error rates are depicted versus Eb / N0 for R2 and R3 using the

proposed algorithm. R 1 presents the first transmission and R4 shows the result after

completing the transmissions. If error is detected after R 4 , then the process is repeated or

combined with data received from previous trials. For comparison we also added in the

figure what is termed Random in which the transmission of s(i) , i = 2,3,4 is used at R 2 or

R3 randomly.
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Figure 2.9 BER comparison when using the determinant criterion and random selection
decision for 3 elements array

Note that for R, and R4 , the curves for the random solution and for the proposed

algorithm is the same, since there is no degree of freedom for choosing different

alternative at the first or the fourth transmission.

In the next figure we plot the throughput performance of the proposed algorithm.

The maximum number of allowed transmission is 4, hence, if a fifth transmission is

required, the packet is considered lost.



Figure 2.10 Throughput comparison when using the determinant criterion and random
selection decision for 3 elements array

In this section we proposed an algorithm for packet order retransmission

supporting HARQ for a MIMO system. This algorithm exploits the proprieties of the

channel matrix to choose the best sequence of retransmission with the Multiple Alamouti

Coding. Simulation shows that the BER performance of our algorithm is almost 2 dBs

better than random retransmissions both for two and three retransmission in 3x3 MIMO

system. Also, the throughput performance of the proposed algorithm is better than

random retransmissions. Note that the technique is valid only in a slow varying channel.

Extension to the case of NxM MIMO channel will be shown in the next section.
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2.4 Retransmission Order Algorithm for NxM Elements Array

In section 2.2 we proposed a new method for HARQ and in section 2.3 we suggest an

algorithm by which, based on the measured channel matrix, the receiver can choose the

order for transmitting the Alamouti coding on the different transmitting antennas. The

goal of the algorithm is to decide which transmission would give the maximum Signal to

Noise Ratio (SNR) in all receivers' branches. The expressions of each SNR after each

retransmission were calculated and showed that such a maximum is related to the

maximum of the determinant of the resulting channel matrix. This was done for

3x3 MIMO system. In this section the selection algorithm is generalized to the case of

NxM elements array. Clearly, the value of the determinant depends on the chosen order

of sequences transmitted and the number of retransmissions used.

2.4.1 The Determinant Criterion

To depict the method of generalization of the algorithm, we consider the case of4xM

MIMO channel (extension to more transmitter antennas is straightforward).

For a four-element transmitter, if detection error occurred a request for ARQ will

be for any of six alternatives for retransmissions following the first, s (1) according to the

columns below
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As was done in the previous sections we can write each column of the

retransmission alternative, as follows

with

Following similar expression in the case of 3x3 elements, we define
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where hi; is the channel gain between the transmit antenna i and the receive antenna j

As a result of using any of the column in (2.4.1) in the first retransmission, we

calculate the determinant of C 1 for each matrix y, , where

The column s (i) that results in the highest determinant for C I , will be the first one

to be sent at next transmission R 2 . If after the second transmission R 2 , there would be still

detection error in the CRC code, then, in the third transmission R3 , we will calculate

which of the columns will gives us the highest determinant for the matrix C2 , defined as

where i is the first vector selected and j is the second one. Note that j belongs a set of

integers in which i is not included.

If after the third transmission R3 , there would be still detection error, we check the

determinant of the next C3 .

If a fourth transmission R4 is needed, we decided according to the determinant C4



and so on for the fifth transmissionR 5 ,

In case that we have to send the sixth transmissionR 6 ,

where p is the last column that we will send, if a seventh transmission R 7 is required.

Note that for the last transmission there is no need for any criterion checking as just one

vector left. If error is detected after R 7 , then the process is repeated or combined with

offered data from previous trials.

2.4.2 Numerical results

To show the performance of the proposed HARQ scheme using the corresponding

selection algorithm, we will use it in different MIMO scenarios with different N and M .

The first example we examine a 4x4 MIMO system. The data used in the simulations for

this scenario was same as in the previous case of 3x3. The bit error rates are depicted in

figure 2.11 versus Eb I No for R 2 to R6 using the proposed scheme and selection

algorithm. R, presents the first transmission and R, shows the result after completing the
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transmissions. For comparison also added in the figure what is termed Random in which

the selection of s (i+ 1) ,i = 1...6 to send R 2 to R 6 were done randomly.

Figure 2.11 BER comparison when using the Determinant criterion and random selection
decisions in a 4x4 MIMO system

Note that as expected for R, and R 7 the performance using random selection or

the proposed determinant criterion is the same, since there is no degree of freedom for

choosing different sequences.

We also depict in the next figure the throughput performance of the proposed

scheme using the determinant criterion for the 4x4 MIMO system. For comparison we

also added in the figure throughput with random selection. For finding throughput we

took as maximum number of allowed transmission 7, that is, if an eight transmission is

required, the packet is considered lost.



Figure 2.12 Throughput comparison when using the Determinant criterion and random
selection decisions in a 4x4 MIMO system

As in the case of 3x3 MIMO's system it is shown that the proposed selection

criterion worked quite well. In fact comparing to the result in section 2.3.3, with the

current case of 4 elements the results are even better. For example, in comparison to the

random selection there is an improvement of 4 dBs for R3 , at BER = 5.10 -3 , and

approximately 2 dBs with the fourth retransmissions R4 . This improvement is also

reflected in the throughput, where the proposed scheme depicts 2 dBs better.

In the next set of figures, the bit error rates versus Eb / No are shown for different

NxM arrangement. The first two figures depict the performance for R 2 and R3 using the

proposed scheme in two different NxM MIMO system, 3x4 and 3x5. Added to the

figures R„ the first transmission and R4 which shows the result after completing the

transmissions. Again for comparison we added to these figures performance of the
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multiple Alamouti coding scheme when alternative selection in R2 and R3 were done

randomly. The third figure compares the performance for the MEMO 3x3 , 3x4 and 3x5

when we use the determinant criterion for alternative selection.

Figure 2.13 BER comparison when using the Determinant criterion and random selection
decisions in a 3x4 MEMO system

Figure 2.14 BER comparison when using the Determinant criterion and random selection
decisions in a 3x5 MEMO system



Figure 2.15 BER comparison among the three different MIMO scenarios 3x3, 3x4 and
3x5 using the Determinant criterion for alternative selection

Correspondingly, in the next three figures we plot the throughput performance for

the three scenarios described above. Note that in all the cases we use as maximum

number of allowed transmissions 4.
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Figure 2.16 Throughput comparison when using the Determinant criterion and random
selection decisions in a 3x4 MIMO system
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Figure 2.17 Throughput comparison when using the Determinant criterion and random
selection decisions in a 3x5 MIMO system



Figure 2.18 Throughput comparison among the three different MIMO scenarios, 3x3,
3x4, and 3x5 using the Determinant criterion for alternative selection

The next figure (Figure 2.19) depicts the bit error rates versus Eb No for the case

of 4 elements transmitters and 5 elements receivers. Following the same presentation as

before for R 2 to R 6 we used the proposed determinant criterion for selection. R, presents

the first transmission and R, shows the result after completing the transmissions. For

comparison also added in the figure the performance results when the alternative for R 2 to

R6 were selected randomly. Figure 2.20 compares the performance between the cases for

4x4 and 4x5 when using the determinant criterion.
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Figure 2.19 BER comparison when using the Determinant criterion and random selection
decisions in a 4x5 MIMO system

Figure 2.20 BER comparison between the 4x4 and 4x5 MIMO using the Determinant
criterion
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The last two figures depict the throughput performance for the corresponding

scenarios described in Figures 2.19 and 2.20. For these cases, we used as maximum

number of allowed transmissions 7.

Figure 2.21 Throughput comparison when using the Determinant criterion and random
selection decisions in a 4x5 MIMO system

Figure 2.22 Throughput comparison between the 4x4 and 4x5 MIMO using the
Determinant criterion
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In previous sections, it was shown mathematically and with simulation that the

proposed H-ARQ algorithm worked quite well for a 3x3 MIMO system. In this section,

the H-ARQ algorithm Determinant criterion was extended to the general case NxM

particular, the performance of the proposed scheme for the cases of3x4, 3x5

and 4x5 MIMO are shown in figures 2.13, 2.14 and 2.19 respectively. It was shown that if

we increase the number of receiving antennas (M ), the performance in terms of BER

and throughput gains a considerable improvement. The reason is due to the fact that the

number of channel links are increased (there are NM links). Particularly from (2.4.6) we

note that the diagonal terms of the resulting channel matrix are increased as we increase

the value ofM , meaning that the Multiple Almouti coding exploits these increases of

links making the received signal stronger. For example, in comparing the case 3x3 and

3x5 (see figure 2.15) we found an improvement of almost 5 dBs for R2 , at BER =

Note that increasing M do not affect the proposed alternative selection for packet

retransmission, since the proposed algorithm depends only on the resulting matched

filtered and combined cross-correlation matrix, which remains of dimension NxN . Note

that M must be equal or higher than N , since the resulting channel matrix combining of

dimension NxN after each retransmission would have rank min(N,M) , which is a

singular matrix if N is higher than M , and is not invertible as it is required for zero

forcing.



CHAPTER 3

THE DETERMINANT CRITERION FOR ANOTHER HARQ SCHEME AND
PERFORMANCE COMPARISON WITH MULTIPLE ALAMOUTI HARQ

APPROACH

In previous chapter we proposed the Multiple Alamouti for HARQ and suggested an

algorithm by which, based on the measured channel matrix, the receiver can choose the

order for transmitting subsequent sequences on the different antennas transmitter. In this

chapter we present a different HARQ retransmission and combining scheme. This other

scheme was suggested by LG [14] for the cases of 3 and 4 transmitter antennas. The main

difference between the two schemes is that in the LG solution, the retransmitted

sequences are applied to all transmitting antennas instead of using only two antennas at a

time and zeros on all others.

Truly sending zero sequence on some antennas will make the Multiple Alamouti

less effective that the LG approach. Therefore we will propose for the former what we

term power normalization before we make performance comparison with LG scheme.

With such normalization we will have unit average power over all antennas in both

schemes. The performance the two schemes will be compared both for the case of 3

elements array and 4 elements array. Such normalization will also affect order decision's

criterion which is based in the determinant, which has to be modified.

3.1 The LG Scheme

In [14] a different retransmission scheme is proposed for supporting HARQ for MIMO

systems. As it is done in [14] two cases will be handled: 3 transmitter antennas and 4
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transmitter antennas. We will make a brief description of these two cases for LG scheme,

then we will explain how we can use the proposed selection algorithm in this scheme and

finally we will present the performance obtained with the proposed algorithm.

3.1.1 The Case of 3 Transmitting Antennas

In the HARQ model described in section 2.1, if detection error occurred a request in a

sequence of two retransmissions following the first transmission, s(1) according to three

different alternatives described in the following

Table 3.1 Retransmissions alternatives for the case of 3 elements in LG proposal

In alternative 1 retransmission sub-packet and initial transmission sub-packet

forms a Space Time Transmit antenna Diversity (STTD) structure with antenna 1 and

antenna 2. With alternative 2 and initial sub-packet form STTD structure with antenna 1

and antenna 3, while with alternative 3 and initial sub-packet forms of STTD structure

with antenna 2 and antenna 3. Note that instead of sending a zero in the antenna that does

not form STTD structure with the initial transmission, the remaining sub-packet is sent
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conjugated. Then, the 2nd and 3rd re-transmissions follows the same structure as the

previous two, and it can be further combined in energy with the result of the first pair of

STTD. However, it can further exploited the diversity gain from the 2nd and 3rd

retransmissions. In this case it achieves the full diversity for 3 transmit antennas. Note

that once certain alternative is selected at first retransmission, the second retransmission

follows the first.

We will use the same transformation presented in the previous chapter to combine

the retransmitted packets. We can write the columns of the retransmission sequences, as

follows,
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If we assume for example we select alternative 1, when after first re-transmission,

matched filtering and zero forcing, the combined signal can be written as follows,

not conjugate, hence for matched filtering we do not conjugate. It can be shown that,
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Note that we lose the diagonal matrix that we had in the previous scheme. Nevertheless

we show an increase data throughput using all the antennas at each transmission instead

on only two antennas. That is we are facing compromise between cancellation of

interfered signal (off-diagonal terms) and an increase in the data throughput due to

increase in diagonal terms. Later, simulations results will show which scheme performs

better.

3.1.2 The Case of 4 Transmitter Antennas

With the proposed LG HARQ scheme for 4 transmitter antenna system, the first re-

transmission (odd) sub-packet combined with the initial transmission constitutes a double

STTD. The 2nd re-transmissions (even) follow the structure of the previous sequences

which will further be combined in energy with the result of the first combined pair of

double STTD. However, in order to further exploit the diversity gain from the 2nd and

3rd re-transmissions and obtain a full diversity for 4 transmit antennas, there is a swap of

the s1 s2 and s3 9 54

Accordingly the different alternatives of LG for the case of 4x4 antennas are

given in following set of sequences:



Table 3.2 Retransmissions alternatives for the case of 4 elements in LG proposal
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As we use for the case of 3 antennas, we can relate all these alternatives in a

matrix form to the first transmission.



Also for even retransmissions
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If we combine the received signals we get the same equations as in (3.1.5) and

(3.1.8) for the first and the second retransmission respectively. If we choose alternative 1,
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for the first retransmission we get the following matched and combined cross-correlation

matrix C2 ,

It can also be shown that, like in the case of three elements, the channel matrix

obtained after combining all the received packets is not diagonal. However, the data

throughput has a considerable increment due to the fact that we are using the 4 antennas

diversity. Simulation result will show later the performance of this scheme and it

compares to that of multiple Alamouti.

3.1.3 The Determinant Criterion for the LG Scheme

In [14] it is not mentioned what criterion was used to decide on the different alternatives.

We suggest the determinant criterion to select the alternatives at the odd retransmission.

At the even retransmissions we use the same alternatives as the previous selection.

After the first transmission (R 1 ), there is a need for a retransmission ( R 2 ), we

check the following determinants to decide on one of the alternatives
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where C is the channel matrix that we get after the match filter. Note that the determinant

depends only on the channel matrix and the transformation matrix y i of the three

alternatives that were defined earlier. The alternative which give us the highest value in

its determinant, it will be selected for the retransmission.

Then, if a third transmission is required (R 3 ), we do not make any selection, as

we use the alternative i of the previous transmission. In the case that we need a fourth

transmission (R4 ), the new determinants that we have to check to decide on one of the

alternatives is given by

where k is the alternative that we chose before, and i = 1,2,3 . Extension to more

retransmissions is straightforward.

Using the same data as in simulations performed in previous sections, the

performance of this HARQ scheme is shown in the next figures for both cases 3 and 4

transmitter antennas. The bit error rates are depicted versus Eb l No . R. presents the

transmission, where i =1..4 in figure 3.1 and i = 1..7 in figure 3.2. For comparison also

added in the figure what is termed Random in which the selection of one of the

alternatives is done randomly.
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Figure 3.1 BER performance of LG HARQ scheme for which the Determinant Criterion
was used for a 3x3 MIMO system

Figure 3.2 BER performance of LG HARQ scheme for which the Determinant Criterion
was used for a 4x4 MIMO system

In figures 3.3 and 3.4 we plot respectively for 3 and 4 elements antennas the

throughput performance of the proposed LG scheme using the determinant criterion. For
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comparison also added in the figure the throughput performance using random selecting

instead. The maximum number of transmission allowed is 4 (for the case of 3 elements

array) and 7 (for the case of 4 elements array).

Figure 3.3 Throughput performance of LG HARQ for which the Determinant Criterion
was used in a 3x3 MIMO system

Figure 3.4 Throughput performance of LG HARQ for which the Determinant Criterion
was used in a 4x4 MIMO system
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As was expected the determinant criterion also work quite well in LG scheme. We

can note that for both cases of 3 and 4 elements antenna we obtain an improvement in

terms of BER and throughput in comparison if we use the determinant criterion. The next

step will be to compare using the determinant criterion the performance of LG scheme

with the multiple Alamouti HARQ scheme presented earlier. However, since in the later

we are using in each retransmission only two antennas we must first do power

normalization. Next section shows how to normalize the power and how this

normalization affects the determinant criterion.

3.2 Multi-Alamouti Hybrid ARQ with Power Normalization

As stated earlier in the Multi-alamouti HARQ scheme, the transmitted power in

retransmissions is lower than the power used in the initial transmission. That results in

unfair comparison between Multi-alamouti HARQ and other schemes such as LG. In

order to solve this problem, one can simply scale the power in the retransmissions so that

the same total power is always used.

Consider the 3xM case with one retransmission (extension to more

retransmissions and more element antennas is straightforward). For the first transmission,

the received signal is given by

The power normalized retransmitted signal

For the first transmission the received signal after matched filter
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For the received signal from the first retransmitted and after matched filter and

normalization, we have

Then, after soft combining

After zero forcing:

The scheme maintains its cancellation properties (which is what makes it different

from all other schemes). In addition, normalization, equivalently causes the noise

The impact of such a change in noise correlation on the selection criterion is as

follows: The determinant criterion is based on the SNR, which a function of the noise

autocorrelation matrix. Using the proposed power normalization this matrix is given by,
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It can be shown that

because Det|C 2| is a common factor in all diagonal elements ofRNN . In order to apply the

same criterion as before, we can re-write (3.2.8) as:

The determinant of this matrix is:

We can generalize this expression for the case of N transmitter antennas and

L transmissions.

Note that this expression is only valid in a time invariant channel, since we

assume that the channel remain constant in all the retransmissions.
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Note also that, in the normalized case, the selection criterion is based on this

determinant (3.2.12). The following two figures 3.5 and 3.6 for 3 and 4 antenna element

respectively compare the bit error rates versus Eb / No for the multiple Alamouti HARQ

scheme when we use this normalization and when we do not use it. The value of R is the

number of times the signal has been transmitted.

Figure 3.5 Effect of power normalization on the performance of Multiple Alamouti
Coding HARQ for the case of 3x3 antennas



Figure 3.6 Effect of power normalization on the performance of Multiple Alamouti
Coding HARQ for the case of 4x4 antennas

Clearly with normalization, the performance is improved, since it is keeping the

cancellation properties while at the same time reducing the equivalent noise power.

3.3 Performance Comparison between Multiple Alamouti Coding and LG HARQ

Schemes

Once we normalized the transmitted average power of the Multiple Alamouti Coding, we

can make a fair comparison of its performance with that of the LG HARQ scheme.

The bit error rates performance comparisons are depicted in figure 3.7 versus

Eb / No for R 2 , R3 and R4 using the proposed determinant selection algorithm for the LG

scheme and the modified algorithm of the multiple Alamouti (termed normalized).

R, presents the first transmission.
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Figure 3.7 BER comparison between LG and normalized Multiple Alamouti Coding
HARQ schemes

In figure 3.8 we compare the throughput between the two schemes when

maximum four transmissions are allowed.
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Figure 3.8 Throughput comparisons between LG and normalized Multiple Alamouti
Coding HARQ schemes
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Note that, for low values of E b / No , the normalized multi-Alamouti scheme is

better in terms of throughput, this because as shown in figure 3.7 the BER performance

for the R 3 and R 4 transmissions is better than that with LG scheme. However, when the

Eb / No is higher, which means we need less transmissions to obtain the correct packet,

LG has better throughput. This is because the BER performance for R 2 with LG is almost

3 dBs better than the multiple Alamouti.

For the case of 4 element transmitter, the bit error rates performance comparison

are depicted in the figure 3.9 versus Eb / No for R1 to R 7 using the corresponding

determinant. R 1 presents the first transmission.

Figure 3.9 BER comparisons between LG and normalized Multiple Alamouti Coding

Again, in figure 3.10 we compare the throughput between the two schemes when

seven transmissions are allowed.



Figure 3.10 Throughput comparisons between LG and normalized Multiple Alamouti
Coding

In this case of 4 antennas, the LG scheme is much better in both throughput and

BER. This difference is due to the strong effect of the first retransmission; in LG the

chances to receive the correct packet after the first retransmission are almost 5 dBs

higher than the multiple Alamouti scheme, resulted from the fact that LG is using the four

antennas to send information instead of only two. This effect is reflected in the resulting

matched filtered and combined cross-correlation matrix, where 4 off-diagonal terms are

zeroed and all the values of the diagonal are increased, rather than two like in the

multiple Alamouti scheme. Although the difference between the performance of multiple

Alamouti and LG is becoming closer after each retransmission, the fact that we get an

orthogonal channel matrix at R„ it is not enough to have a better performance than the

LG scheme.
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Note that we used our determinant selection criterion in the LG's scheme, so if

LG uses another criterion the results could be quite different.



CHAPTER 4

HARQ SCHEMES FOR MIMO SYSTEMS IN A TIME VARYING CHANNEL
CONDITIONS

In the previous sections we assumed that the channel response remained constant during

all retransmissions. Clearly, this assumption is too optimistic, since in a real environment,

the channel changes. Therefore this chapter deals with the case when the channel

response remains constant only during the length of one packet. If another transmission is

required we assume a different channel response which is correlated with the previous

one. Such assumption will require different retransmission ordering algorithm than the

one we used for the invariant channel. In the first section we will present the time varying

channel model that we use. In the next section we will show a solution which cancels the

effects produced by a variant channel. Realizing is does not work well, we proposed a

modified algorithm which is present and examine in the last section.

4.1 Time Varying Channel Model

In the previous chapters, the channel was assumed to remain invariant for a maximum of

L transmissions. Thus the channel model for all retransmissions is a matrix of MxN

elements, where N is the number of transmitter antennas and M the number of receiver

antennas. The MxN channel gains are then assumed i.i.d. uncorrelated complex Gaussian

random variables (Raleigh Flat Fading) with unit power.
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where,

With the new variant channel response model, it is assumed that the channel

matrix remains constant during a packet transmission; however, it will be different at the

following retransmission. However to model a different channel matrix at each

transmission we use an Autoregressive model of order 1 (AR-1) for each channel gain,

which leads to correlation between the current channel and the previous one. To create

these channels, we perform the following steps:

• We generate a random matrix H i with M by N i.i.d. complex Gaussian

Random Variables with unit power.

The AR-1 model has the following discrete low pass expression

the transmission packet index.

Yule-Walker equations [15]

where Rh (0) and Rh (1) are the values of the correlation between samples of

successive channels.
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• Since, different channel gains are assumed uncorrelated and with unit variance,

then from (4.1.3)

• Note that the first value keep the power normalization to 1, and the second

define how correlated is the channel with the previous ones. Clearly a 1 =1

means that the new channel is the same as the previous one, and a l = 0 means

that the new channel is completely uncorrelated with the previous one.

• Note also that we do not need to normalize the power of the new channel

coefficients, as can easily be shown from (4.1.3) that

4.2 Modified Channel Combining Algorithm

In the previous chapters we showed that with the Multiple Alamouti combining HARQ

scheme, the resulting combined channel correlation matrix after matched filtering

(N N -1) becomes diagonal following 	 retransmissions (where N is the number of transmit2

antennas). With, the proposed determinant criterion, we exploited that property; zeroing

after each retransmission the most effective off diagonal terms. However, in a time

varying channel we lose these cancellations properties of the off-diagonal terms, because

at consecutive retransmission we will not have a common matched filtered matrix like we

used to have when the channel was invariant. Therefore for time variant case, we

proposed to modify each received packet from a retransmission so that to have the same
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matched filtered matrix as the first transmission. In such a way, when we combine all the

retransmitted packets, we will be able to reach a diagonal matrix as in the invariant case.

To present such modification the resulting combining after each retransmission we will

use in the following an example of 3x3 MIMO system.

4.2.1 Example of Channel Combining for 3x3 MIMO System

- First Transmission (R 1 )

- First channel matrix: H 1

- Second Transmission (R 2 )

where γ1 is the matrix that relates second transmission packet to the first.



where I is the 3x3 identity matrix.

- After matched filtering to the modified packet at the receiver,

- Now, we can combine these packets

- Third Transmission (R3 )

where 72 is the matrix that relates third transmission packet to the first.
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- After matched filtering to the modified packet at the receiver,



where,
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where r3 is the matrix that relates fourth transmission packet to the first.

- After matched filtering to the modified packet at the receiver,

- Now, we can combine with the previous packets

where,



Note that,
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This is the same equation that we get in (2.3.11)

4.2.2 Numerical Results

In the following figures, the performance of the proposed combining algorithm

(probability of error versus E b / N0 ), called "Modified Channel Combining", is compared

to the case when "non modified channel combining" is implemented on a time varying

channel. That is in the later although the channel is changing at each retransmission, the

receiver combines the packets as if it was an invariant channel, i.e. used the channel

matrix of the first retransmission. The other case in the figure called "Invariant channel"

is depicted as a reference, where in the channel remains constant in all the repetitions.

The time varying channel is modelled with an AR-1 with the following

parameters:
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For the three cases we depict from the performance after second retransmission

(R2 ) to fourth retransmission (R4 ). Note that for R, all the cases are the same. In these

results is not used any criterion of selection, since for each case should be a different

criterion, and the aim of this graphic is to see if this algorithm work out.

Figure 4.1 BER performance of the proposed Channel Combining scheme in a time
variant channel

From figure 4.1 we can notice that if we just combine the received retransmission

packet without modification, hence not taking aiming to finally reach a diagonal matrix,

the performance is much better than to use the channel modification proposed above.

This is due to the increase in level of noise every time we do modification when

factor has more effect than the fact that the channel is varying at each retransmission.

Another conclusion that we can draw from these result is that the difference between the

variant and invariant case is not so high (at least for R2 and R4 ), hence, we thought that if
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we adapt the retransmission order algorithm for the case of the variant channel, we can

get better results, since from figure 4.1 we noticed that the fact of reaching a diagonal

matrix is not a priority.

4.3 Modified Retransmission Order Algorithm for a Time Varying Channel

(without Channel Modification)

As was described in previous section, channel modification approach which was

motivated by the goal of obtaining after the final retransmission (the fourth for 3x3

MIMO) a diagonal channel matrix did not perform well enough. Therefore we intend in

this section not to modify the channel matrix. Recalling in section 2.4 since the channel

was assumed the same in all the retransmissions it was possible to decide on the best

order of retransmission once the channel matrix was known after the first transmission.

This is because the alternative selection algorithm always used the channel matrixes of

previous transmission and the one for the next retransmission, which all are the same for

the invariant channel. For the new scenario, where the channel matrix changes at each

retransmission, instead of using the determinant criterion at the beginning of the

transmission, we use an algorithm which checks every time that a retransmission is

needed. However when we use the algorithm to decide on the next retransmission

alternative, we know the previous channel matrixes, but we do not know the channel

matrix of the next transmission, which we have to estimate in some way.
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4.3.1 The Determinant Criterion in a Time Varying Channel

The following example describes how to use the algorithm for the case of 4xM

antennas (extension to different number of element antennas is straightforward). As

described in chapter 3 we apply the determinant criterion with power normalization.

After the first transmission ( R 1 ), if a retransmission ( R 2 ) is required, we check

the following determinants to decide on one of the alternatives

where I is a 4x4 identity matrix and W is the noise matrix of the AR-1 model with

Mx4 elements. Note that we estimate the next channel using the expected value of the

AR-1 model that we defined earlier. If a third transmission is required (R 3 ), the new

determinants that we have to check to decide among one of the five alternatives left are

given by,

where i is the first vector selected and j is the second one. Note that j belongs a set of

numbers which i is not included. In (4.3.3) C2 is the actual channel matrix (H2 ) through
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which the second transmission is received. Similarly for the third transmission we do not

know H3 yet, hence we estimate again its value

In case that more transmission were required, we would follow the algorithm like

we did in previous sections, but at each step we would have to estimate the value of the

future channel, as in (4.3.4). Note that in case that a seventh transmission (R 7 ) is

required, we use the last alternative left.

4.3.2 Numerical Results

The next figures depict the performance of the multiple Alamouti scheme with the

modified determinant algorithm for the case of a time varying channel in a 4x4 MIMO

system. The first one (Fig. 4.2) shows the BER versus Eb / N0 when the channel that at

each retransmission is quite correlated with the previous one, with 	 0.9 . In figure 4.3

we use a channel more varying in time (a 1 = 0.5 ). In both figures, the new selection

algorithm is termed "Time Varying (T.V.) with proposed". For comparison also added in

the figure what is termed "T.V. without proposed" i.e. the selection of s(i), i = 2,...,7 to

send R 2 up to R, are done at the beginning, using the values of the first channel (H 1 ),

despite change in the channel. Also for comparison, in both figures is added the

performance of the algorithm in an invariant channel.
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Figure 4.2 BER performance of the proposed modified retransmission order algorithm in
a Time Varying Channel with a l = 0.9

Figure 4.3 BER performance of the proposed modified retransmission order algorithm in
a Time Varying Channel with a l = 0.5

The next two figures depict the throughput of the two cases described above. In

brackets, we showed the maximum number of allowed transmissions.



Figure 4.4 Throughput performance of the proposed modified retransmission order
algorithm in a Time Varying Channel with a l = 0.9
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Figure 4.5 Throughput performance of the proposed modified retransmission order
algorithm in a Time Varying Channel with a, = 0.5

The results show that, in a varying channel using the proposed modified

retransmission order algorithm, the BER performance is better than an invariant channel
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in the first stages (for R2 and R3 ). This performance trend is also noticed in the

throughput, where from -6 to 2 dBs of Eb No the variant channel outperform the

invariant channel, since the chances to receiver the correct packet at the first's stages

are 2 dBs higher in the variant channel than in the invariant (for the case of a time varying

channel with a l = 0.5 ). This effect is due to the fact that in a varying channel the

diversity of the channel change at each step from which the proposed algorithm we can

benefit. For a high number of retransmissions, where in the channel matrix approaches

diagonal, the invariant channel outperforms the variant channel. Note also that the

proposed algorithm always has better performance than the case where in the

retransmission are decided at the first stage using the value of the first channel (11,)

(although the channel is variant in time).



CHAPTER 5

CONCLUSION

HARQ is an important protocol used in packet transmission to provide reliable data

communications. MIMO systems are also well known to increase the spectral efficiency

and the capacity of a communication system. In chapter 2 scheme termed Multiple

Alamouti Coding (MAC) was suggested for HARQ. At each retransmission data is sent

on 2 antennas out of N to form with the corresponding previously sent data, an Alamouti

code, hence eliminating the effect of the corresponding cross term of the channel matrix.

In this thesis a Retransmission Order Algorithm supporting HARQ for MIMO is

proposed for a NxM MIMO channel in two different scenarios: time invariant channel

and time varying channel. This selection algorithm exploits the proprieties of the channel

matrix to choose the better sequence for retransmission with the MAC. Simulation shows

that in a slow varying channel with the proposed selection algorithm better performance

is obtained than with the random selection for retransmission of the Multiple Alamouti

sequences. For example, from Figure 2.11 (the case of 4 element transmitter) we noticed

an improvement of up to 4 dBs . In a time varying channel, we modified the algorithm so

that the better alternative to retransmit is decided based on estimation of the next channel.

Results show that at the first stages of retransmission (R 2 for example), the performance

in a varying channel is better than an invariant channel. This is due to the fact that in a

varying channel the diversity of the channel changes is exploited by the modified

algorithm. For a high number of retransmissions, the system with invariant channel
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outperforms the variant channel, since with the former an almost diagonal matrix is

approached, while not so with the later.

In this thesis, we also compared the performance MAC scheme with another

scheme, proposed by LG Electronic, noticing the former outperforms MAC, even though

it does not finally approach a diagonalized channel matrix as with the latter. This

indicates that such diagonalization is not crucial. In section 3.1 it is shown, for the case of

4 element transmitter, that after the first retransmission, the resulting matched filtered and

combining the cross-correlation matrixes four off-diagonal terms are zeroed and all the

values of the diagonal are increased. This result can explain the huge difference in Figure

3.9 in favour of LG scheme for R, in a time invariant channel. Nevertheless, for a high

number of retransmissions this difference diminishes as the Multiple Alamouti scheme a

diagonal matrix is reached with MAC.

The retransmission order algorithm proposed in this thesis was proposed for the

multiple Alamouti scheme, however, we showed by simulation that this algorithm is also

suitable for other schemes, such as LG. The key feature of the algorithm is that it depends

only on the resulting matched filtered and combined cross-correlation matrix, hence, it

does not matter what code is used to send the data.

In future we suggest processing in the frequency domain instead of the time

domain to hand fast fading dispersive channel. Also, it would be interesting use different

models for the time varying channel, and find out if the proposed selection algorithm

would have better performance than an invariant channel. Finally, we suggest using the

selection algorithm in other schemes, such as Basis Hopping and compare its

performance with the other schemes discussed in this work.



APPENDIX

MATLAB SOURCE CODES
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Main Program

HARQ function



Alamouti Generator function
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Packet function
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CRC function



Encoder Function
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Modulation Function

90

Split function

Decisor Function



Determinant Function
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Send Fuction

Zero forcing Function

Distance Function



Mindistance Function (in C)
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Demodulation Function
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Decoder Function
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Hamdistance Function (in C)
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Minimum Function



equal=0;
for (k=1:L)

if(v(k)<v(min))
min=k;

end;
end;
for(k=1:L)

if((k~min)&&v(k)==v(min)))
equal=1;

end;
end;
if(equal==1)

min=0;
end;
return
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