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ABSTRACT

DETECTION OF NETWORK ANOMALIES AND NOVEL ATTACKS IN THE
INTERNET VIA STATISTICAL NETWORK TRAFFIC SEPARATION AND

NORMALITY PREDICTION

by
Jun Jiang

With the advent and the explosive growth of the global Internet and the electronic commerce

environment, adaptive/automatic network and service anomaly detection is fast gaining

critical research and practical importance. If the next generation of network technology is

to operate beyond the levels of current networks, it will require a set of well-designed tools

for its management that will provide the capability of dynamically and reliably identifying

network anomalies. Early detection of network anomalies and performance degradations

is a key to rapid fault recovery and robust networking, and has been receiving increasing

attention lately.

In this dissertation we present a network anomaly detection methodology, which

relies on the analysis of network traffic and the characterization of the dynamic statistical

properties of traffic normality, in order to accurately and timely detect network anomalies.

Anomaly detection is based on the concept that perturbations of normal behavior suggest

the presence of anomalies, faults, attacks etc. This methodology can be uniformly applied

in order to detect network attacks, especially in cases where novel attacks are present and

the nature of the intrusion is unknown.

Specifically, in order to provide an accurate identification of the normal network

traffic behavior, we first develop an anomaly-tolerant non-stationary traffic prediction techni-

que, which is capable of removing both pulse and continuous anomalies. Furthermore we

introduce and design dynamic thresholds, and based on them we define adaptive anomaly

violation conditions, as a combined function of both the magnitude and duration of the

traffic deviations. Numerical results are presented that demonstrate the operational effective-



ness and efficiency of the proposed approach, under different anomaly traffic scenarios and

attacks, such as mail-bombing and UDP flooding attacks.

In order to improve the prediction accuracy of the statistical network traffic normality,

especially in cases where high burstiness is present, we propose, study and analyze a new

network traffic prediction methodology, based on the "frequency domain" traffic analysis

and filtering, with the objective of enhancing the network anomaly detection capabilities.

Our approach is based on the observation that the various network traffic components,

are better identified, represented and isolated in the frequency domain. As a result, the

traffic can be effectively separated into a baseline component, that includes most of the low

frequency traffic and presents low burstiness, and the short-term traffic that includes the

most dynamic part. The baseline traffic is a mean non-stationary periodic time series, and

the Extended Resource-Allocating Network (ERAN) methodology is used for its accurate

prediction. The short-term traffic is shown to be a time-dependent series, and the Auto-

regressive Moving Average (ARMA) model is proposed to be used for the accurate prediction

of this component. Furthermore, it is demonstrated that the proposed enhanced traffic

prediction strategy can be combined with the use of dynamic thresholds and adaptive

anomaly violation conditions, in order to improve the network anomaly detection effective-

ness. The performance evaluation of the proposed overall strategy, in terms of the achievable

network traffic prediction accuracy and anomaly detection capability, and the corresponding

numerical results demonstrate and quantify the significant improvements that can be achieved.
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CHAPTER 1

INTRODUCTION

Today's networks have become highly heterogeneous and vary greatly in the services they

offer and the traffic they carry. While network heterogeneity provides more flexibility

in utilizing the latest technologies and allows for customization by user applications, it

also increases the risk of the occurrence of network anomalies [1, 2]. However if the next

generation of network technology is to operate beyond the levels of current networks, it will

require a set of well-designed tools for its management, that will provide the capability of

dynamically and reliably identifying and correcting network faults and anomalies. It has

been also demonstrated that network perform- ance monitoring is essential for managing a

network efficiently and for ensuring reliable operation of the network [3, 4, 5].

As networks and their performance/utilization dynamics are becoming exponentially

more complex and the sources and scope of network anomalies multiplying, human network

operators find it increasingly difficult to analyze and recognize network faults and/or perform-

ance degradations in real-time, and to do it accurately and reliably. In the near future, given

the stringent network reliability requirements, it may well be impossible, even in theory,

to rely much on human operators for detection, diagnosis, and network planning. Thus,

algorithms and methodologies that are capable of detecting and diagnosing performance

degradations and/or network anomalies automatically are in high demand.

1.1 Network Anomalies

Network Anomalies mainly fall in two categories: Network/Service Faults and Network

Intrusions. Throughout this dissertation we will use the term network anomalies to represent

both network/service faults and network intrusions, since in most cases, if they persist, they

all present abnormal and unexpected events that lead to significant performance degradations

which eventually affect negatively the network behavior and the users' quality of service

(QoS) requirements.

1
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1.1.1 Network/Service Faults

In general an anomalous event is a surprising event [6] that may present some deviation

of some performance metric from its corresponding expected value, and thus may be

considered as anomalous. Network anomalies/faults are exceptional conditions in network

protocol layers that impact negatively the performance and the functioning of networked

applications and services, hence leading to service exceptional conditions, namely service

faults. These exceptional conditions can be hard faults (severe outages and failures), or

soft faults (performance degradations) such as broadcast storm in a shared Ethernet, etc.

In this dissertation we refer to the detection of soft faults which are more difficult to be

detected by traditional and conventional network management systems. Detection of hard

faults, such as link cut and power failure, are usually engineered as element alarms/traps by

equipment manufacturers, and are detected and diagnosed by fault diagnosis systems such

as alarm correlation systems. Furthermore, issues associated with the network/service fault

detection become even more critical in multiple service-class and wide-area communication

infrastructures (such as next generation Internet supporting multimedia services), where

performances of service classes are mutually dependent and strongly correlated.

1.1.2 Network Attacks/Intrusions

There are several types of attacks in the Internet that may range from information leakage,

to routing table poisoning attacks, to packet mistreatment, to Denial of Service (DoS), etc.

[7]. Some of these attacks may affect a single user, while others may affect the performance

of a large group of users or classes of service. In this dissertation we mainly emphasize on

the detection of attacks and/or intrusions that fall in the latter category, since in general they

present an impact on the performance of the whole network, or of a significant part of it.

Such an attack for instance is the DoS attack. These attacks become extremely dangerous

and very hard to prevent, especially when a group of attackers coordinate in DoS [7, 8].

In addition to intentional direct DoS attacks against specific servers or hosts, it should also
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be noted that several other attacks against the transmission infrastructure, such as routing

table poisoning and packet mistreatment, may result in massive DoS attacks against entire

groups or whole portions of the Internet. Common types of DoS attacks include: a) UDP

flooding where large number of UDP packets with spoofed return address are launched;

b) TCP/SYN Flooding where the attacker may send a large volume of SYN packets to a

victim with spoofed return address and thus the victim queues up SYN-ACKs but cannot

continue its operation since it never receives ACKs from the spoofed addresses; and c)

ICMP/Smurf where the hacker broadcasts ICMP ping requests with the returned address

spoofed to show the victim's address [7, 8].

In recent years all the attacks have been significantly gaining in sophistication and

power to harm. Attacks are increasingly automated, so that now the attack tools may initiate

new attack cycles by themselves, with no person involved. Distributed attack tools are

capable of coordinating the use of numerous attack platforms and scripts spread out through

the Internet, thus launching truly devastating DoS attacks.

1.2 Detecting Network Anomalies

Currently known security techniques, such as authentication and encryption, although have

significantly contributed to the data transfer protection, can not provide absolute security,

neither can prevent users from misbehaving and thus degrading the network performance

and security. A lot of attacks are simply based on software flaws and design errors [9].

Therefore security of computer systems and networks must be included and performed,

at all levels, top-to-bottom. With the increasing complexity of the networks the task of

detecting and preventing the network abuse becomes more and more difficult. Therefore

additional countermeasures are required.

In figure 1.1 [10], the main approaches that have been proposed and developed for

the detection of potential network anomalies, are presented.
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One of the most common approaches is the misuse detection (or signature-based

detection), which is based on the use of "signatures" of known attacks (i.e. the patterns

of attack behavior or effects) to identify a matched activity as an attack instance. Several

systems (such as Network Security Monitor [11, 12], NSTAT [13] and BRO [14]) have

been developed based on this approach due to its implementation simplicity and the low

computational resources required. However, in practice, this approach may result in high

false-alarm probability because it is difficult to select the appropriate signatures that can

successfully detect the real anomalies without creating false alarms for normal traffic. More

importantly, the signature-based detection techniques are not effective against new attacks

which do not present well known signatures.

Therefore, in order to be able to detect new/novel anomalies in real networking

environments, several strategies have been proposed. For instance, the bottleneck verification

[15] approach has been introduced when there are only a few, well defined ways to transition

between two groups of states. An illegal transition between the two groups of states,

which did not exist when the bottleneck verification system was created, can be detected

Figure 1.1 The strategies for anomaly detection
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as potential anomaly. However this method is not scalable and can only be implemented in

limited scenarios.

Specification-based anomaly detection [16] can detect anomalies that make improper

use of system or application programs. This method requires the pre-defined security

specifications that describe the normal intended behavior of programs. Once these pre-

defined specifications are violated, potential anomalies can be detected. Although, this

approach has the potential to provide very low false alarm probability and detect a wide

range of anomalies, it is unfortunately very difficult to be implemented in practice, because

the pre-defined security specifications have to be written for all monitored programs that

are constantly updated.

Therefore, anomaly detection is one of the most frequently suggested methods to

detect novel anomalies. Anomaly detection is based on the concept that perturbations of

normal behavior suggest the presence of anomalies, faults, defects, attacks etc. It develops

and identifies normal behavior patterns and profiles (i.e. the expected behavior), in order

to identify any unacceptable and significant deviations from the usual behavior, as possibly

a network anomaly. Some of the advantages of this technique is that in principle it is not

restricted to any specific environment, and that can provide a way of detecting both network

faults as well as network attacks, especially in cases where novel attacks are present where

the nature of the intrusion is unknown.

1.3 Research Challenges and Motivations

The main objective of this dissertation is to develop a framework, the corresponding algori-

thms and a novel model that provide accurate statistical network traffic normality prediction

methodologies, and based on them to detect network anomalies or performance degradations

proactively and adaptively. Such framework and techniques can be used to improve the

operational and functional capabilities of the Internet by facilitating many processes such

as network management, network security, network data analysis, etc.
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In our research work we adopt the anomaly detection approach. However, there

are still a lot of issues and challenges associated with the development of efficient and

effective anomaly detection methodologies. As mentioned before, one main component

of these techniques is the capability of accurately predicting, analyzing and identifying

the normality in the system and user behavior. This task is complicated by the following

factors:

a) Users may slowly change their behavior with the system and time evolution (e.g.

the traffic in a network may present changes and variations), and therefore any associated

algorithm should be capable of dynamically and adaptively evaluating and determining

the network normality, therefore minimizing and if possible eliminating the possibility of

falsely identifying as an anomaly a new legitimate behavior;

b) The analysis and prediction about the expected system normality should be based

on normal data, while all the data that may be anomalous and may affect the accuracy and

correctness of the normal behavior prediction/identification should be excluded. In this

case an anomaly-tolerant methodology is required;

c) In current communication networks, traffic has shown the self-similarity features

and characteristics of black and brown noise [17]. The non-stationery signals originate

from the complex dynamic behavior of underlying dynamic systems, which should be best

described in terms of some nonlinear differential equation. However, in most cases, the

particular differential equation is either completely unknown or very difficult to estimate.

Therefore the accurate network traffic prediction is further complicated by the network

noise and the occurrence of anomalous traffic.

Furthermore in order to properly execute anomaly detection it is required to introduce

and define some threshold values that denote the network traffic normality, and based on

these thresholds the corresponding anomaly violation conditions may be defined. The

challenge in this case concerns the definition of the corresponding threshold values. This is

further complicated by the well-known fact that performance variables (such as utilization)
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of networks undergo cyclic evolution and temporal fluctuation [18]. Therefore the use of

dynamic and adaptive thresholds are required, so that based on them anomaly violation

conditions may be defined as combined functions of magnitude and duration of the traffic

deviations.

1.4 Dissertation Contributions and Outline

In this dissertation motivated by the aforementioned observations, we propose a framework

and a novel network anomaly detection approach based on a statistical traffic normality

prediction. Specifically, first in Chapter 2 an anomaly detection algorithm, namely the

Extended Resource- Allocating Network (ERAN), is proposed based on the Resource-

Allocating Network (RAN) [19]. The proposed approach presents several improvements

and enhance- ments, including the development of an anomaly-tolerant non-stationary

traffic prediction algorithm and the introduction of dynamically defined thresholds. The

designed algorithm can provide accurate traffic prediction by removing both single pulse

noise anomalies as well as continu- ous anomalies. We also introduce dynamic thresholds

and threshold violation conditions that can be used to detect the anomaly traffic resulting

from an attack, timely and accurately. Our main objective is to use such a framework and

techniques in order to improve the security related operational and functional capabilities of

the Internet, especially in the presence of novel attacks. In this chapter, we also provide an

extensive evaluation of our proposed framework and its effectiveness for intrusion detection,

under various test case scenarios, such as the mail bombing attack and the UDP flooding

attack.

Furthermore analyzing various Internet traffic samples, we can observe that in many

cases there are some underlying trends regarding the corresponding traffic patterns (e.g.

daily, weekly patterns, etc.), which are mainly caused by different temporal and in some

cases physical phenomena. These traffic components are mainly located in the low frequency

area in the "frequency domain", while the dynamic part of the Internet traffic is mainly
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located in the high frequency. In addition, it was demonstrated in [20, 21] that the ERAN

algorithm can provide accurate prediction for non-stationary time series traffic, mainly in

cases with low burstiness. However, in the high burstiness scenarios (such as the expected

real traffic in Internet) the corresponding prediction errors may increase due to the very

dynamic characteristics of the traffic.

Therefore, in chapter 3 of the dissertation, we emphasize on the design and develop-

ment of enhanced strategies that can be used to further improve the accuracy of the prediction

of the network traffic normality, and as a result of the overall anomaly detection methodology,

especially in cases where high burstiness is present. We first propose a methodology

that provides effective traffic separation based on "frequency domain" data analysis and

filtering. Specifically we separate the traffic into two main components: the baseline

component and the short-term component. The baseline component includes most of the

low frequency and non-stationary traffic and presents low burstiness, while the short-term

component includes the most dynamic part. Since the baseline traffic is a mean non-

stationary periodic time series, the ERAN algorithm described in chapter 2, can be used

for the accurate prediction of this part of the traffic. The short-term traffic is shown to

be a time-dependent series, and the Autoregressive Moving Average (ARMA) model is

proposed to be used for the accurate prediction of this component.

One of the key principles of our proposed methodology is that most of the non-

stationary traffic is separated and included into the baseline component, and therefore

the short-term traffic, as shown in this dissertation, can be well and accurately modeled

using the ARMA model. Numerical results presented in this chapter demonstrate that the

proposed methodology of separating the traffic based on the "frequency domain" analysis

and predicting each component separately by the appropriate method, improves significantly

the prediction accuracy of the total combined Internet traffic, which in turn improves the

performance of the network anomaly detection as well.

Finally Chapter 4 concludes the dissertation.



CHAPTER 2

NETWORK ANOMALIES DETECTION VIA STATISTICAL NETWORK
TRAFFIC NORMALITY PREDICTION

In this chapter, we propose and evaluate a new Network Anomaly Detection Algorithm,

based on a statistical traffic normality prediction approach. The proposed algorithm consists

of a novel anomaly-tolerant non-stationary traffic prediction mechanism and the introduction

of dynamically defined thresholds and adaptive violation conditions. The proposed algorithm

can provide accurate traffic prediction by removing single pulse noise anomalies as well as

continuous anomalies. The remaining of this chapter is organized as follows. In section

2.1 we present some background work related to the proposed algorithm. In section 2.2 we

describe the anomaly-tolerant non-stationary traffic prediction mechanism and in section

2.3 we introduce dynamically defined thresholds and anomaly detection conditions, in

order to adaptively detect potential anomalies in the network. In section 2.4 we introduce

some performance metrics that are used in order to evaluate the accuracy of the traffic

prediction mechanism as well as the effectiveness of the overall anomaly detection method-

ology, while in sections 2.5 and 2.6 we provide the corresponding numerical results under

different traffic patterns and anomalies.

2.1 Background and Related Work

One of the challenges and difficulties in developing efficient and accurate anomaly detection

statistical based approaches is related to the non-stationary characteristics that the Internet

traffic presents. Non-stationary time series are properly encountered in a variety of real

world situations ranging from engineering to economics. For instance forecasting is common

in several diverse areas such as weather prediction [22] and projections of future economic

performances [23].

In current communication networks, traffic has shown the self-similarity features and

characteristics of black and brown noise [17]. The non-stationery signals originate from the

complex dynamic behavior of underlying dynamic systems, which should be best described

9
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in terms of some nonlinear differential equation. However, in most cases, the particular

differential equation is either completely unknown or very difficult to estimate. Moreover

the accurate network traffic prediction is further complicated by the network noise and

the occurrence of anomalous traffic. These uncertain properties frequently restrict the

traditional stochastic analysis to deliver a realistic estimation.

In the past decades modeling of non-stationary multivariate time series has always

been a challenging topic [24, 25]. In order to model or predict the non-stationary signals,

traditional statistical methods such as parzen windows approximation [26], and Artificial

Neural Networks (ANN) such as the Radial Basis Function Network (RBFN) [27], have

been proposed and implemented. The parzen windows approximation allocates a new unit

for every learned sample to approximate the underlying distribution. The problem with

such methods is their high computation complexity when the number of samples is very

large. The artificial neural networks have been successfully used in the multivariate and

non-linear time series prediction [28, 29]. However, traditional ANNs perform very poorly

in non-stationary time series prediction because of the deficiency of feedback mechanism

to accommodate the input distribution changes. Moreover, capacity should be reserved

for all existing and future observations. For example, the RBFN method uses the centers

of each basis function as the prototype of a local region, to memorize an abstraction of

the data set explicitly. The number of hidden units could be smaller than the number of

training samples. One of the main drawbacks of the traditional RBFN is that the number

of centroids of RBFN has to be determined in advance. If the number of centroids is not

determined properly, the accuracy of RBFN is seriously affected.

In summary, due to the time-variable characteristic of the non-stationary signals,

fixed size neural networks may not predict the signals properly. If a neural network is very

simple, it cannot reflect the complexity of real-world problems, and it has low accuracy. If

the neural network is too complex, the generalization capability may suffer if sufficient

training samples are not available, while the corresponding computation is very time-
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consuming. To overcome some of these problems several solutions have been proposed

in the literature by the formulation of online adaptive learning procedure for a variety of

ANNs [19, 30, 31, 32].

In [19] the authors introduced a Resource-Allocating Network that allocates a new

computational unit whenever an unusual pattern is presented to the network. This algorithm

is suitable for sequential learning and is based on the idea that the number of hidden units

should correspond to the complexity of the underlying function as reflected in the observed

signals. RAN [19] was developed to overcome the problem of NP-completeness in learning

with fixed size network. In that network, the computation time may either linearly or

exponentially increase due to the complexity of the data. But in RAN, by allocating new

resources, learning could be achieved in polynomial time. In RAN similar skills as in

parzen window estimation are used, except that it improves this method by storing fewer

observations which makes the size of RAN grow sub-linearly and eventually saturate.

A detail description of the sequential learning procedure in the ANN which the RAN is

derived from, is presented in appendix A.

2.2 Anomaly Tolerant Non-Stationary Traffic Prediction

In this section we introduce the RAN algorithm and describe in detail an anomaly-tolerant

non-stationary traffic prediction algorithm based on the RAN algorithm.

2.2.1 Resource-Allocating Network

RAN can be simplified as a single hidden layer network whose output response to sequential

inputs is a linear combination of the hidden unit responses (figure 2.1).

The overall network response function can be expressed as follows:
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where X is an M-dimensional input vector, ao is the bias term, ai are the weights between

the hidden and the output layers, and parameter J is the hidden unit number. Each hidden

unit possesses a unit center. A unit passes the Euclidean distance between its center and the

network input vector through a nonlinear function. In general in literature, the nonlinear

function is selected as a Gaussian function [19]. The RAN hidden unit responses MX)

are given by:

where ui is the unit center or mean of the Gaussian and cri is the spread of the

neighborhood or width of the Gaussian, while II II denotes the Euclidean norm. Here we

represent the network response at time frame n as f (X„), while the corresponding actual

observation output scalar is denoted by yn,. Here the input vector X,-, is being defined as

We start the prediction procedure without hidden units. The first observation is

(Xo, yo) , where yo is the target output scalar, and in the initial stage the coefficient ao=Yo•

Figure 2.1 Logical diagram for Resource-Allocating Network
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As observations are received the network grows by storing some of them and adding new

hidden units. The decision to store an observation (X n ,y n) depends on its novelty, as

presented by the following two conditions:

where unj  is the nearest stored pattern to Xn in the input space, threshold (distance) En

represents the scale of resolution in the input space, and the value e min is chosen to represent

the desired accuracy of the network output. The first condition says that the input must be

far away from stored patterns and the second one says that the error between the network

output and the target must be significant. When a new hidden unit is added to the network,

the parameters and weights associated with this unit are assigned as follows:

where cp is the overlap factor that determines the overlap of the responses of the hidden units

in the input space. The value for the width crj +1 is based on a nearest-neighbor heuristic.

When the observation (Xn,yn) does not satisfy the novelty criteria, we need to update the

network parameters in order to minimize the prediction error. The RAN algorithm uses a

Least Mean Square (LMS) algorithm to update the unit parameters.

When the observation (Xn, yn) does not satisfy the novelty criteria, the LMS algorithm

is implemented to adapt the network parameter W = [a o, u7,;, 1 T , and is

updated for the n-th time frame as follows:

where n is the adaptation step size and an =Vw f (X n ) is the gradient of the function

f(x) with respect to the parameter vector W evaluated at W (71-1) which is given by the
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following expression:

2.2.2 Extended Resource-Allocating Network

The updating of the LMS algorithm in RAN is not accurate under anomaly status since it

simply updates every incoming traffic. Moreover, LMS algorithm converges slowly [33]. In

the following we propose the Extended RAN network (ERAN) in order to avoid erroneous

updates during the anomaly status. We design an updating window of size (2 * Tpers i- 11ers . 1) ,

where Tpers isis the time required for anomaly detection. Only the corresponding parameters

during "normal" network status will be updated within the updating window. It should

be noted here that undetected anomalous traffic may still be included, while detected

anomalies are excluded from the updating process. This is achieved by choosing the median

value of the corresponding parameters every time that the window is updated. Thus, this

method can remove anomaly effects up to Tpers time frame, including the single pulse

noise anomaly. Continuous anomalies larger than Tpers time frame, will be detected and

the window will not be updated during the anomaly status.

In the following we introduce the Median Extended Kalman Filter (MEKF) Algorithm

for the ERAN updating, where the Kalman Filter algorithm converges faster than LMS

[34]. The MEKF Algorithm is used to update the ERAN parameters in order to minimize

the prediction errors when no new hidden unit is being introduced. Here we define: W =

[ao , a ig, al , ..., aj , u5, CY ji T , and is updated for the n-th time frame as follows:

The 'median' function Med is applied element by element while we choose the median

value from the update vectors: Wi e'1 ,1 < 1 < (2 * Tpers + 1), where k is the kalman gain

vector and 6 denotes the error scalar. The median function is very important for accurate
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prediction because it tends to remove both the single occurrences of large spikes of noise

and the continuous anomaly traffic during prediction. In relation (2.7), k2t-pers+1 is the

latest updated kalman gain vector, and it equals to k'n at time frame n. The kalman gain

vector k'n at time frame n is given by:

where an, = V t, f (Xn ) is the gradient vector given by the following expression:

where Rn is the variance of the measurement noise. The error covariance matrix is updated

as follows:

Here parameter Q o is a scalar that determines the allowed random step in the direction of

the gradient vector. The error covariance matrix Pn is a P X P positive definite symmetric

matrix, where P is the number of parameters being adapted. Whenever a new hidden

unit is added the dimension of P increases and hence the new rows and columns must

( Pn--1 0
be initialized. Here we choose the error covariance matrix P n = where

0 Po/
Po is an estimate of the uncertainty in the initial values assigned to the parameters, which

in this algorithm is also the variance of the observations X n and yn . The dimension of

identity matrix I is equal to the number of new parameters introduced by adding a new

hidden unit.
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The algorithm begins with en = Emax , the largest scale of the size of the entire input

space of nonzero probability density. The distance e n decreases exponentially since en =

max femax -yn, eminl, where 0 < -y < 1 is a constant [19]. The value for En, decreases until it

reaches emir,. At the beginning, the system creates a coarse representation of the function,

which is refined gradually by allocating units with smaller and smaller widths. Finally,

when the system has learned the entire function to the desired accuracy and length scale, it

stops allocating new units.

2.2.3 Algorithm Stabilization

In order to avoid the anomaly traffic and the noise effect on adding a new unit we use a

root mean square (RMS) [34] prediction error sliding window method to store the "normal"

traffic prediction error with sliding window size Wpe such that: 0 < Wpe < (2*O*Tp +1)ers - , •

Here 9 is an integer larger than 1 in order to minimize the effect of the undetected anomaly

traffic. The RMS value of the network output error at n-th observation is given by

(2.11)

where eh is the prediction error in the RMS sliding window. Therefore, in addition to the

two criteria presented in relation (2.3), we need a third criterion which must be satisfied

before adding a new hidden unit as follows:

Moreover, we should remove those units which have very small contribution to the output

for a long period of time. Therefore the output of each hidden unit is:
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output value of the hidden unit. If rj is lower than some prespecified threshold 77 for a

prespecified number of successive inputs, we will remove the hidden unit from the ERAN

network. In this way we can limit the size of the network and increase the efficiency of the

algorithm.

2.3 Detection of Anomalies Based on ERAN

Adaptive anomaly detection can be summarized as composing of three sets of methods

and algorithms. Firstly, performance related data of the network are measured. Secondly

temporal based performance thresholds for specific network traffic parameters that are

identified as important and are monitored, are built for baselining performance characteristics,

based on the traffic prediction algorithm described in the previous section. Thirdly anomaly

detection procedure is executed by comparing the measured data and the baselines to

detect anomalies and diagnose the occurrence of anomalies. In order to demonstrate how

the anomaly-tolerant non-stationary traffic prediction algorithm developed in the previous

section can facilitate the detection of anomalies in the network, in this section we introduce

and design dynamic thresholds, and based on them we define adaptive anomaly violation

conditions as a combined function of both magnitude and duration of the traffic deviations.

2.3.1 Definition of Dynamic Thresholds

During our prediction procedure, instead of seeking a single prediction value which is

predicted according to the ERAN network, we can attempt to find the specific interval of the

predicted values, that is highly likely to contain the actual value. In particular we begin by

specifying some high probability, say 1— /3 , and then we pose the following problem: Find

an interval [LI, UA] such that P[LI < yr, < Utrih] = 1— /3 where yr, is the real-time traffic

at time frame n. Then we define the dynamic lower and upper thresholds respectively as

.qh and U. For accurate prediction, we define the new interval by using the probability of
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the prediction errors. First, we define the threshold sliding window. This window will store

the prediction errors under "normal" network status. The size of this sliding window can be

determined according to the experiment. Let us assume that the minimum and maximum

prediction error in the threshold sliding window is e mir, and emax respectively. Although we

do not have apriori knowledge of the distribution of the random variables in the threshold

sliding window, we can determine the probability density function (pdf) according to the

random variables in the sliding window. In the following let us assume that the pdf of the

random variable in the threshold sliding window is g(s). Then the interval (S1 , S2) which

gives confidence that the prediction errors will have probability 1— can be calculated by

the following expression:

Here f (Xi?) is the predicted traffic at time frame n. For instance in figure 2.2 we provide

an example how to define the interval according to the pdf of prediction errors. It should be

noted that the area under the pdf curve, for the interval (—S, S), occupies 1— of the total

area, and based on that we can easily obtain the desired value S. Therefore the dynamic

lower and upper thresholds can be defined respectively as follows:

Here Si = max (— S, emiri ); 52 min(S, emax ). Please note that the thresholding sliding

window is being updated as time involves.
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Figure 2.2 Probability calculation based on the pdf of prediction errors

2.3.2 Anomaly Violation Conditions and Detection

Since network anomalies may present different characteristics that vary both in amplitude

as well as time duration, in the following we define the anomaly detection based on the

above thresholds, as a combined function of both magnitude and duration. The reason of

utilizing such a combination of both magnitude and duration, is to highlight the occurrence

of anomalies that present a potential degradation in the network performance and behavior,

while minimize the flagging of temporary anomalies that are "non-threatening" for the

network's performance. We also define an anomaly violation sliding window with size T

(0 < T < Tp ) , which will record the anomaly status if the traffic crosses the dynamicers,

threshold. Thus we define the anomaly violation condition as follows:
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where a- (t) = var[Z (0], Z(t) is the data in the prediction error window at time t and k

is a constant that may be determined experimentally. When the traffic crosses the dynamic

threshold, the violation magnitude and the corresponding time will be recorded and an

anomaly detection alarm will be sent out if relation (2.17) is satisfied. This indicates that the

network is under "anomaly" status and all time frames within the anomaly violation sliding

window that are judged as being in anomaly status will be marked. Then the corresponding

prediction errors marked with anomaly status will be removed from the threshold sliding

window and RMS prediction error sliding window, the hidden unit added during anomaly

status will also be removed from the hidden layer, while the anomaly violation sliding

window will be reset to "empty".

2.4 Performance Evaluation Metrics

In order to evaluate and characterize the prediction accuracy of the ERAN methodology

we utilize the Mean Absolute Percentage Error (MAPS) as a performance metric, which is

defined as follows:

Here in and / 71* is the actual and predicted network traffic load at time instance n, and L

represents the length of the evaluation window.

Furthermore three additional performance metrics of interest are utilized in order

to better evaluate the effectiveness of the overall anomaly detection algorithm: detection

probability Pb, false alarm probability Pf and miss probability Pm. Here the detection

probability is defined as the probability that the abnormal traffic is being detected and

recognized. The false alarm probability is defined as the probability that the normal traffic

events are being classified as anomalies, while the miss probability is defined as the probability

that an anomaly traffic is failed to being recognized. A successful anomaly detection



21

algorithm should achieve high Pb, low pf and low Pm . Since Pb Pm=1, we usually

evaluate the detection algorithm performance by the detection probability and the false

alarm probability. In this dissertation, we use the Receiver Operating Characteristic to

express the relationship of these two probabilities. Receiver Operating Characteristic (ROC)

curves are a way of visualizing the trade-offs between detection and false alarm probabilities.

2.5 Performance Evaluation for Chaotic Non-stationary

Time Series in the Presence of Anomaly Traffic

In this section we evaluate the proposed algorithm's operational efficiency and the correspond-

ing anomaly detection capabilities in the presence of network anomaly traffic. The real

traffic considered is based on a non-stationary chaotic time series: X (n + 1) = (1 —

b)X (n) + a x(n-r) The constant parameters in the algorithm are chosen as follows: a1+X(n—r) 1 °

= 0.2, b = 0.1, T = 17, Emax =1, emir, =0.01, yo = 0.84,7 = 0.999 , emin =0.02, e'min =0.1,

M=60, =0.001, Tpe„ = 4,0 = 0.03, Qo = 0.0002.

In figure 2.3, we present the traffic index (vertical axis) that shows the traffic magnitude,

versus the index that presents the prediction data counting number as time evolves (horizontal

axis). The continuous line corresponds to the predicted traffic based on our proposed

strategy, while the dotted line depicts the actual traffic. From this figure we can clearly

see that the ERAN algorithm predicts the traffic proactively and accurately, when there

are no network anomalies. For the case under consideration the corresponding MAPE is

3.245% between time index 4500 to 5000.

In figure 2.4, we present the hidden unit number (vertical axis) that shows the number

of hidden units required in the original RAN algorithm, and in the ERAN network respectively,

versus the index that presents the counting number as time evolves (horizontal axis). Compar-

ing the hidden unit number in figure 2.4, we can see that not only the number of hidden units

in the ERAN network is considerably lower, but the network converges to this value very
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Figure 2.3 Predicted traffic vs. real traffic under normal status.

fast. These features make the ERAN network a very efficient methodology for detecting

real-time anomalies.

In the following, we demonstrate the operation of ERAN algorithm under two different

traffic anomaly scenarios. In the first one (scenario 1) we tested the algorithm's operation

under the occurrence of single pulse anomaly traffic, while in the second one (scenario 2)

we injected some continuous traffic anomalies in the system.

For scenario 1 we set the anomaly pulse traffic APT = 1X + 0.11 * Mod(n/80)

where X follows the normal distribution with parameters (0,0.35) and n is the prediction

data counting number. We can see from figure 2.5, that despite of the large pulse anomaly

of the real traffic, our prediction algorithm removes the pulse anomaly effect on the traffic

prediction, which confirms our claim that our proposed methodology is anomaly-tolerant.

In figure 2.6 we present the actual traffic as it evolves, as well as the dynamic upper and

lower thresholds as they are defined by our strategy. As can be seen by this figure the

algorithm can effectively detect the anomaly traffic that crosses the dynamic upper or lower

thresholds.



Figure 2.4 Hidden unit number in RAN and stabilized ERAN algorithm.
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Figure 2.5 Anomaly-tolerant prediction under pulse anomaly.



Figure 2.6 Anomaly detection based on BRAN algorithm for scenario 1
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Figure 2.7 Anomaly detection based on ERAN algorithm for scenario 2
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Figure 2.8 ROC Curve for continuous anomaly traffic scenario.

For scenario 2 we added some continuous anomaly traffic with normal distribution

with parameters (0,0.4), from data set (indices) 4700 to 4850. We can see from figure 2.7

that in this case anomalous traffic crosses the dynamic thresholds for long period of time,

while the algorithm can detect the anomaly timely and accurately. Moreover when the

traffic is back to normal (after index 4850) the actual traffic is included very well within the

predicted dynamic thresholds, due to the anomaly-tolerant feature of the traffic prediction

technique we developed.

Figure 2.8 displays the plot of the detection probability vs. false alarm probability

using the Receiver Operation Characteristic curves under different anomaly ratios. Here

the anomaly ratio is the ratio between the mean anomaly traffic and the background traffic.

The x-axis of this figure presents the false alarm probability (which is the probability of the

typical traffic events being classified as anomalies), while the y-axis of the figure depicts

the detection probability which is calculated as the ratio between the number of correctly

detected faults/anomalies to their total number. For each curve, the point at the upper left
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corner represents the optimal detection, with high detection probability and low false alarm

probability. From figure 2.8, we can observe that the detection performance improves as

the anomaly ratio increases. Also, we should note that there is a close relationship between

the detection probability and the dynamic thresholds which are based on the prediction

errors. If the anomaly ratio is very small, for example, 2%, we can see from ROC curves

in Figure 2.8 that the detection probability is low as well. In this case the anomaly ratio

is below the MAPE which is 3.245%. However the detection probability greatly improves

once the anomaly ratio becomes larger that the MAPE.

2.6 Performance Evaluation under Network Attacks/Intrusions

In order to validate our statistical models and evaluate the operational effectiveness and

performance of our methodology, we carried out an extensive set of experiments of the

network performance evolution in the presence of intrusion traffic, and studied how the

proposed methodology achieved accurately and timely to detect the presence of attacks.

This evaluation was achieved via modeling and simulation using the Optimized Network

Engineering Tool (OPNET). In this section we present the performance evaluation process

and some numerical results under typical background traffic and two different types of

attacks and anomaly traffic characteristics. The attacks that were modeled and simulated

in these experiments include the Internet "mail-bombing" attack and the UDP flooding

attack. Specifically in section 2.6.1 we present the network model architecture that was

utilized and describe the background network traffic characteristics as well as the details of

the attack models that were used throughout these experiments, while section 2.6.2 contains

the corresponding numerical results along with relevant discussions and observations.

2.6.1 Model and Assumptions

Network Architecture

The corresponding network architecture that was used throughout this evaluation is shown
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in Figure 2.9. It consists of three subnetworks connected by 3 routers. The various clients

are located in all the three subnetworks, i.e. Subnet_1 (Ethernet Network - Figure 2.10 ),

Subnet_2 (Fast Ethernet Network) and Subnet_Server (FDDI Network - Figure 2.11). Each

of the three subnetworks supports several clients that can establish communication with the

Main Server located in Subnet_Server, which can support several applications such as http,

ftp and e-mail applications.

Figure 2.9 Network model

Figure 2.10 Diagram for subnet_1
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Figure 2.11 Diagram for subnet_server

Background Traffic Configuration

In our experiments the background traffic is modeled as a mix of http, ftp and e-mail

applications. The background traffic is collected at the MAC layer of the Main Server.

In order to model and simulate an http conversation, we modeled the following

characteristics: Number of bytes per object (for client to server and for server to client),

active off time, inactive off time, and number of objects per page. Specifically the number

of bytes per object from client to server accounts for the size of an http request message

in the client to server direction, while the number of bytes per object from server to client

accounts for the size of each object (e.g., an image or a main body in HTML format)

transferred from the server to the client. The active off time refers to the time between the

transfers of the components of a single web page, while the inactive off time corresponds

to the time between the transfer of two web pages; this is the user "thinking time". The

number of objects per page corresponds to the number of objects embedded in the web page

plus the main body of the page. In our simulation, we assume that HTTP1.1 is used, which

means that all the objects, including the main body of the web page, will be transferred in

a single connection.
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An ftp communication is modeled and simulated as follows. First the client establishes

an ftp control connection to the server. After that, a series of Put/Get commands are

sent to the server through this connection. The inter-arrival time between two successive

commands is distributed according to Pareto distribution. On receiving an ftp command

from the client, the server will respond with a control packet. Following that, a separate

ftp data connection will be established for the file transfer. The size of the file is also

distributed according to Pareto distribution

Finally, an e-mail communication is simulated as follows. First, the e-mail client

makes a request to send e-mail data to the e-mail server; then the server responds according

to the request of the client. No connection is established between client-server. The

inter-arrival time between Send (Receive) commands is distributed according to lognormal

distribution, while Send (Receive) group size follows a normal distribution. On receiving

an UDP request from the client, the server responds with a control packet. Following that,

a separate UDP data port will be opened for the data to be transmitted. The size of the data

portion of the e-mail is distributed according to pareto distribution.

In this dissertation we used 24 clients (8 clients in each subnet) to simulate the daily

Internet activities. These clients are connected to the network periodically to simulate the

real network traffic. Figure 3.5 presents the corresponding simulated data for four weeks

of network background traffic, where the vertical axis represents the traffic intensity in

kbits/sec while the horizontal axis represents the time evolution (in hours). For presentation

purposes, the time resolution in this simulation is set to 5 minutes. It should be noted

that the data used here are for demonstration purposes only, in order to mainly represent

the trend and the behavior of the expected Internet traffic, while the actual values could

be different and usually depend on several parameters including the time resolution, the

number of users, the traffic density, the applications etc.
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Figure 2.12 Background traffic

Attack/Anomaly Models

Two different attacks, namely the mail-bombing attack (scenario 1) and UDP flooding

attack (scenario 2) were modeled and used throughout our evaluation. Internet "mail-

bombing" is the act of sending an extraordinarily large number of duplicate or random

messages via Internet electronic mail to a target whose account typically resides on a system

other than the one the messages were originated from. The characteristics of the anomalous

injected traffic for the scenario 1 attack ("mail-bombing" attack) are as follows: the packet

length of injected traffic follows exponential distribution with mean 1000 bits; The send

and receive interarrival time follow pareto distribution with parameters of (30,1.8); The

target group size follows exponential distribution with mean 200 users.

An UDP flooding attack repeatedly transmits a UDP packet to a specified port at the

target machine for a specified period of time. The characteristics of the anomalous injected

traffic for the scenario 2 attack ("UDP flooding" attack) are as follows: the repetition

interval follows lognormal distribution with parameters (0.37,2.25) and the packet length



31

is exponentially distributed with mean 1000 bits. In our experiments, a client (workstation)

in the subnet_l is assumed to generate and send the mail-bombing attack or UDP flooding

attack packets to Subnet_Server.

2.6.2 Numerical Results and Discussion

In this section we provide some numerical results to evaluate the proposed algorithm's

operational efficiency and the corresponding anomaly detection capabilities. The constant

parameters of the algorithm are chosen as follows: c max =1, min =0.01, co = 0.84, 'y

0.999, emin=0.02, emin =0.1, n =0.001, Tpers = 4, fi = 0.05, Q0=0.0004.

In figure 2.3, we present the traffic index (vertical axis) that shows the traffic intensity

(kbits/sec), versus the time index (hours) as the system evolves. The curve with the asterisks

corresponds to the predicted traffic based on our proposed strategy, while the solid line

depicts the real traffic. From this figure we can clearly see that the ERAN algorithm predicts

the traffic proactively and accurately, when there are no network anomalies. For the case

under consideration the corresponding MAPE is 7.927% between time indices 500 to 548.

In order to demonstrate the operational efficiency of the proposed methodology, in

figure 2.14, we present the hidden unit number (vertical axis) that shows the number of

hidden units required in the original RAN algorithm and in the ERAN algorithm, versus

the time index (horizontal axis). We can see that not only the number of hidden units

in the ERAN network is considerably lower than the RAN algorithm, but the network

converges to this value very fast. These features make the ERAN network a very efficient

methodology for detecting real-time anomalies.

In the following, we demonstrate the operation of ERAN algorithm under the two

different attack scenarios that we described above: scenario 1 ("mail-bombing attack) and

scenario 2 ("UDP flooding attack"). For scenario 1 we injected anomaly "mail-bombing"

traffic in the network at two different time instances, time index 515 and time index 530,
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Figure 2.13 Predicted traffic vs. real traffic under normal status.

while the duration of each such occurrence was one hour. We can see from figure 2.15,

that despite of the large pulse anomaly of the real traffic (represented by the solid line), our

prediction algorithm removes the pulse anomaly effect on the traffic prediction (represented

by the line with asterisks), which confirms our claim that our proposed methodology is

anomaly-tolerant. In figure 2.16 we present the real traffic as it evolves, as well as the

dynamic upper and lower thresholds as they are defined by our strategy. As can be seen by

this figure the algorithm can effectively detect the anomaly traffic that crosses the dynamic

upper thresholds (represented by the line with stars) or lower thresholds(represented by

the line with squares). Therefore based on relations (2.17) and (2.18) we can configure

the system to automatically detect the anomaly and alarm the corresponding condition, if

required.

For scenario 2 we injected some UDP flooding attack traffic from time index 515

to time index 525. We can see from figure 2.17 that in this case the anomalous traffic

crosses the dynamic upper thresholds(represented by the line with triangles) for a long
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period of time, and the algorithm can again detect the anomaly timely and accurately, based

on conditions (2.17) and (2.18). Moreover when the traffic is back to normal (after index

525) the actual traffic is again included very well within the predicted dynamic thresholds,

due to the anomaly-tolerant feature of the traffic prediction technique we developed.

Figure 2.18 displays the plot of the detection probability vs. false alarm probability

using Receiver Operation Characteristic curves. The x-axis depicts the false alarm prob-

ability while the y-axis presents the corresponding detection probability. For each curve,

the point at the upper left corner represents the optimal detection, with high detection

probability and low false alarm probability. Here the anomaly ratio is the ratio between the

mean intrusion/anomaly traffic and background traffic. From this figure, we can observe

that the detection performance improves as the anomaly ratio increases, as it was also

demonstrated in the previous sections. We also observe here as well that there is a relationship

between the detection probability and the dynamic thresholds which are based on the

prediction errors. If the anomaly ratio is very small, for example, 4%. We can see from the

33
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Figure 2.15 Anomaly-tolerant prediction under pulse anomaly (scenario 1)

ROC curves in Figure 2.18, that the detection probability is low as well. In this case the

anomaly ratio is below the MAPE which is 7.927% for this scenario.



Figure 2.16 Anomaly detection based on ERAN algorithm for scenario 1
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Figure 2.17 Anomaly detection based on ERAN algorithm for scenario 2



Figure 2.18 ROC curve for UDP flooding attack.
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CHAPTER 3

ACCURATE TRAFFIC SEPARATION-COMBINATION AND
PREDICTION STRATEGIES

3.1 Introduction

This chapter, emphasizes on the design and development of enhanced strategies that can

be used to further improve the accuracy of the prediction of the statistical network traffic

normality, and as a result of the overall anomaly detection methodology, especially in cases

where high burstiness is present. In the previous chapter we presented the ERAN algorithm

and we demonstrated that it can provide accurate prediction for non-stationary time series

traffic, mainly in cases with low burstiness. In the high burstiness scenarios (such as the

expected real traffic in Internet) the corresponding prediction errors may increase due to

the very dynamic characteristics of the traffic. Furthermore it was demonstrated that the

anomaly detection performance is directly correlated with the traffic prediction accuracy in

the proposed anomaly detection algorithm.

Analyzing various Internet traffic samples, we can easily observe that there are some

underlying trends regarding the corresponding traffic patterns (e.g. daily, weekly patterns,

etc), that are mainly caused by different temporal and in some cases physical phenomena.

These traffic components are mainly located in the low frequency area in the "frequency

domain", while the dynamic part of the Internet traffic is mainly located in the high frequency.

Therefore, in this chapter we first propose a new methodology that analyzes the traffic in

the frequency domains. Specifically we separate the traffic into a baseline component that

includes most of the low frequency traffic and presents low burstiness, and the short-term

traffic that includes the most dynamic part. Since the baseline traffic is a mean non-

stationary periodic time series, the methodology developed in the previous chapter will

be used for its accurate prediction. The short-term traffic is shown to be a time-dependent

series, and the Autoregressive Moving Average (ARMA) model is proposed to be used for

the accurate prediction of this component.

37
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One of the key principles of our proposed methodology is that most of the non-

stationary traffic is separated and included into the baseline component, and therefore the

short-term traffic, as shown here, can be well and accurately modeled using the ARMA

model. Numerical results presented in this chapter demonstrate that the proposed method-

ology of separating the traffic based on the "frequency domain" analysis and predicting

each component separately by the appropriate method, improves significantly the prediction

accuracy of the total combined Internet traffic, which in turn improves the performance of

the network anomaly detection as well.

3.2 Background Information

In order to gain some insight about the various characteristics of the Internet traffic, and

present the observations that motivated our proposed strategies based on the traffic separation

in the "frequency domain", we first provide some examples regarding typical Internet

traffic patterns from two datasets available in the literature and from simulated traffic that

Figure 3.1 Traffic intensity on a HTTP server in dataset 1
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Figure 3.2 Power spectral density for dataset 1 (with frequency cycles/week)

was generated using the Optimized Network Engineering Tool (OPNET) Modeling and

Simulation Tool. The two datasets we use in this section have been collected by The

Internet Traffic Archive [35]. The variables that are chosen to represent the corresponding

data are the number of HTTP operations per second in the two datasets, and the traffic

intensity in Kbits per second for the simulated traffic.

Dataset 1 contains one-month's worth of all HTTP operations to the NASA Kennedy

Space Center WWW server in Florida. In figure 3.1, we plot the corresponding HTTP

operations' intensity. We can observe from this figure that there are some underlying

trends with respect to the daily and weekly traffic patterns. For instance, in each day the

traffic intensity starts to increase at the beginning of the business hours, while the HTTP

intensities reach the peak and remain there for most of the business hours. In figure 3.2

we present the corresponding Power Spectral Density (PSD) of the traffic in the spectral

domain (frequency unit is cycles/week). We can easily observe from this figure that the

daily and weekly spectrums are very strong, while most of the energy is located in the low

frequency area.

Dataset 2 contains 7-month's worth of data of all the HTTP operations to the University

of Saskatchewan's (Canada) WWW server. Figure 3.3 presents the corresponding HTTP

operations' intensity, while in figure 3.4 we present the corresponding PSD of the traffic



Figure 3.3 Traffic intensity on a HTTP server in dataset 2

40

Figure 3.4 Power spectral density for dataset 2 (with frequency cycles/week)
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in the spectral domain (frequency unit is cycles/week). We can observe from figure 3.4

that there is a strong presence of frequency components at the seven cycles per week (daily

pattern), while the components at the weekly level (one cycle/week) are relatively weaker.

However we do not find any identifiable monthly or seasonal patterns from the PSD of

dataset 2 (Figure 3.4), though the corresponding dataset includes data for seven months.

In the following figure 3.5 we present the data for a 4-week OPNET simulated

network traffic, while figure 3.6 depicts the corresponding PSD. It can be seen from the

latter figure that there exists a strong daily pattern, while most of the energy concentrates

within the low frequency area.

Figure 3.5 OPNET simulated traffic

Based on the above observations, we conclude that some strong patterns can be

identified in the network traffic and most of the energy concentrates with the low frequency

domain, while the bursty network traffic mainly resides in the high frequency. The traffic

within different frequency ranges may represent different phenomena, and therefore in

order to achieve high prediction accuracy it would be more efficient to apply appropriate
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Figure 3.6 Power spectral density for simulated traffic (with frequency cycles/week)

strategies on the separated traffic components. In the next section we introduce a new

methodology that separates the network traffic into a low frequency baseline traffic compo-

nent, which is non-stationary periodic traffic that contains most of the energy, and the

short-term traffic component that includes the high bursty traffic.

3.3 Proposed Traffic Separation Strategies

Techniques presented in the literature (e.g. [36, 37]) based on daily and weekly mean

average separations and in the [38] based on given cut-off frequency separation, although

can be applied in many cases, in general are not sufficient, because the energies of the

corresponding separated components are mixed and attributed to each other [39]. Such

traffic separation mechanisms may reduce the possibility of drawing accurate inferences

and make accurate predictions about the expected traffic. Therefore, as mentioned before,

motivated by the characteristics observed in the PSD figures presented above, in this chapter

we separate the Internet traffic based on the spectral domain. The most general applied

strategies for frequency separation are based on the use of the spectral filters. Among

the several high-resolution filters available for frequency separation in spectral domain,

we choose to apply here the Kolmogorov-Zurbenko (KZ) filter [40] to separate the high

frequency and the low frequency traffic. The underlying principle that motivated the use
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of KZ filter is, that it is distinguished by its simple algorithm and the preservation of true

information when applied to a nonequally spaced and/or missing data environment [39, 41].

The KZ(m,k) filter is defined as k applications of a simple moving average of m

points. The KZ filter can be expressed as the following equations:

where X is the original time series and t denotes the time. The time series produced by

1 iterations of the filter described by equation (3.1) is denoted by 1 4 (t). From the above

equations we can see that the KZ filter is an iterated moving average filter, since the output

from the simple moving average is again subjected to the same moving average operation

for a specified number of iterations. The transfer function of the KZ filter can be expressed

as follows [39]:

Please notify that when m=1, the KZ filter becomes an all-pass filter and it is not able to

separate the traffic. Therefore we define m 1 in this dissertation. Moreover, according

to equation 3.1 and 3.2, m can not be an even number because parameter s has to be an

integer for time consistent. Based on equation (3.3) and the corresponding figure 3.7,

we observe that the KZ filter is a low-pass filter [42]. Parameter k controls the level of

noise suppression. For example, if a value of k is to be chosen such that the height of the

additional peaks in the squared transfer function is less than 10 -5 , the resulting value for k

will be > 4 (see figure 3.7). Once k is fixed, m is chosen such that:
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Figure 3.7 Characteristics of the transfer function of the KZ filter

where w0 is the desired separating frequency. This is the approximate solution for

In order to analyze the Internet traffic based on the KZ filter, we first build a conceptual

model for the Internet traffic. We define:

where R(t) is the original traffic time series, L(t), W(t) and D(t) represent the long-

term, weekly and daily traffic components respectively, while S(t) is the short-time variation.

In the following we assume that the baseline traffic consists of (L(t)+W(t)+D(t)). Therefore

each part of the traffic can be estimated as follows:
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where KZ( ) denotes the operation that the corresponding signal passes through

the KZ filter. Please note that based on this separation the baseline traffic is a mean

non-stationary periodic signal with low burstiness, and as a result the ERAN algorithm

described in the chapter 3 provides an efficient and accurate prediction for this traffic.

In the remaining of this section we describe how to define the separating frequency

and the KZ filter parameters m and k. The effective filter width of the KZ(m,k) filter

is approximately m \a [39], which results in an approximate separation frequency 0.5/

(mVk).  After we determine the separating frequency from the spectral domain and the level

of noise suppression which is determined by parameter k, we can calculate the corresponding

m for each separating frequency according to equation (3.4). Moreover, given the level of

noise suppression, we can also find the most appropriate separating frequency by calculating

the minimum covariance ratio with the corresponding parameter m.

The energy of the separated processes should be concentrated at different frequencies

(spectral domain) and the information in the natural physical processes that cause these

energies should be independent of each other. The filter's squared transfer function (gain)

shows the transfer of energy to each component affected by a separation technique [39]. A

good separation technique is characterized by a gain function that concentrates the energy

at the timescale of interest and does not mix energies from different timescales. Although

the squared transfer function (gain) provides information about the transfer of energy to the

resulting components, it does not define whether these energies are mixed. More precisely,

we want to obtain a measure of the correlation between the resulting components of the KZ

filter. The traffic can be successfully separated only if the correlation between the separated

components is small enough.

The covariance between the result of the KZ filtration and the residual [1- KZ], is:

and therefore, the kernel for the covariance between KZ and [1-KZ] is given by:
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Usually there is high correlation between the filtered data and the residuals for small

values of k; also, the width of the kernel gets smaller as m and k increase. Therefore we

need to find appropriate values of m and k to guarantee that the separated traffic is not

correlated and the power is mainly located in the kernel.

To verify the effectiveness of the separation, the covariance of the different parts of

the traffic should be calculated and evaluated. The total variance of R(t) can be written

as a sum of the variances and covariances between the corresponding traffic components.

Therefore:

The covariance is

If the covariance Rcov is small compared to the total variance (e.g. less than 2% of the

total variance as demonstrated in [39]), it indicates an effective separation of the traffic

components. Here we define the covariance ratio as follows:

In the following, we use the OPNET simulated traffic presented in the previous

section, as an example, for the demonstration of the network traffic separation strategy.

Specifically, figure 3.8 shows the ratio between the covariance of the separated traffic and

the total variance versus parameter m. We can observe from figure 3.8 that the ratio reaches

the lowest point when parameter m is 5. The ratio 1.83% indicates a good separation of

the baseline and the short-term traffic components. Here we can estimate the baseline
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Figure 3.8 The ratio between the covariance and the total variance of the traffic versus
parameter m

traffic by using a KZ filter with parameters(5,5). This KZ filter can be written as KZ 5 , 5 .

Here KZ5 ,5 refers to five passes of a simple moving average of width 5. It should be

noted that parameter k should be small enough to reduce the number of iterations, while at

the same time should be sufficiently large for effective noise suppression in KZ filtering.

The effective filter width can then be approximated, as explained before, as: 5(5 1 /2 ).

Considering that the sampled data contain 5-minute interval data, the approximate separation

frequency is 0.5/15 (51, 2/ )5] =0.008945, or separation time of approximately 111.8 minutes.\

Therefore the baseline contains phenomena that have a period longer than 111.8 minutes,

and the short-term traffic contains the high-frequency processes.

Figure 3.9 and Figure 3.10 present the separated baseline traffic and short-term traffic

respectively. From these figures we can observe that the baseline traffic is a mean non-

stationary periodic traffic, which inherits most of the energy from the original traffic and

includes most of the non-stationary components. On the other hand, the separated short-



Figure 3.9 Baseline component traffic of the simulated OPNET traffic
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Figure 3.10 Short-term component traffic of the OPNET simulated traffic
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Figure 3.11 Autocorrelation function of the short-term component of the raw data

term traffic is a bursty high-frequency process with high variance, and it only includes

a smaller part of the original traffic. Analyzing the Autocorrelation Function (ACF) of

the short-term time series in figure 3.11, we can observe that all the autocorrelations are

significantly outside the range defined by the two dashed-lines (which define a significance

level of 5%). Here we assume that the autocorrelation function values that lie between

the dashed-lines are statistically identical to zero (with a significance level of 5%). This

suggests that the data contain significant time-dependency and therefore the short-term

traffic is time-serial dependent. The prediction of this part is further complicated by the

bursty characteristics of the short-term time series.

3.4 Accurate Network Traffic Prediction Strategies

3.4.1 Prediction of Short-term Traffic

In this subsection, we propose the application of the Autoregressive Moving Average (ARMA)

model [43] to predict the short-term traffic, mainly due to the fact that ARMA model is
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distinguished by its ability to effectively predict time-dependent series. The following

equation (3.13) presents the expression that characterizes the ARMA model.

The first and second terms on the right-hand side of equation (3.13) correspond to the

AR and MA models respectively. Here 8(t) denotes the short-time series, p and q represent

the autoregressive and moving average orders of the AR and MA models respectively.

OW , i = 1, ...p and 0(j), j = 1, ..., q are ARMA parameters, while we assume that the

noise e(t) is a sequence of Independent and Identical Distributed(IID) Gaussian random

variables with a mean of zero and a variance of a2 , (i.e. IID(0, al)). Without loss

of generality, in the following we assume that OW 0, 0(i) 0 and 0(0) = 1.

In order to predict the short-term traffic accurately, the AR model's order p should be

optimized. In general, the optimum order popt of an AR model is chosen as the optimizer of

a predetermined order selection criterion. Several order selection criteria, such as Akaike's

Final Prediction Error Criterion [44] and Schwarz's Bayesian Criterion [45], have been

developed and proposed in the literature. It is demonstrated in [46] that Schwarz's Bayesian

Criterion, in general chooses the correct model order in most of the cases, and achieves

the smallest mean-squared prediction error of the corresponding fitted AR models. For a

detailed discussion regarding the demonstration of the order optimization, the interested

readers may refer to [46, 47].

In the following, we present the methodologies used for the ARMA parameters

estimation. Specifically, equation (3.13) can be rewritten as follows:

where e(t) is a IID(0, cre ) Gaussian white noise,
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Here ae, 	 (011 025 • • • OP) and ii)q = (0 1 ,02 , ..., ?,bq ) are all unknown parameters

that need to be estimated. In order to decide the autoregressive order p and the moving

average order q in the ARMA(p,q) model, Schwarz [45] introduced a Bayesian criterion

based on Laplace's asymptotic approximation. In the following, we provide an overview

of the Schwarz's Bayesian criterion (SBC) criterion and describe its applicability in our

proposed methodology.

3.4.2 Applying SBC Criterion

Let S7, denote the sequence of the separated short-term traffic. We assume that Sn can

be described using a suitable model Mu, which is selected from a sequence of candidate

models 	 ML, which are not necessarily nested. Here each model's parameters can

be expressed using a vector 8 = (0 e 	 7:6q).. This vector lies in a parameter space (w) C

Rw. The predictive density of S = 	 S2, ..., Sn ) under the ARMA(p,q) can be defined as

where L (p ,q)(81 S) is a likelihood function and 7r(p , q) (8) is a prior density under the ARMA(p,q)

model.

Under Laplace's asymptotic approximation, the predictive density of S can be approxi-

mated as follows [48]:

Here i(p , q) is the observed information matrix and b is the maximum likelihood

estimation of b under ARMA(p,q) model. As shown in [49], SBC criterion ignores the

term in the second brace of equation (3.18) since this part is irrelevant for the purpose of
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model selection. Then, ignoring this term and applying (-21n) function on relation (3.18),

we can approach the SBC criterion as follows:

Here 11(p ,q)(61Sn) denotes the corresponding empirical likelihood, while Du, is the

dimension of Mu, and it actually represents the number of functionally independent para-

meters in 6, which here equals to (p+q+l). The basic idea of the SBC criterion is to find

suitable values for p and q to maximize the predictive density in equation (3.17), while at

the same time minimize the SBC(p,q).

After determining the optimized order of the ARMA model, we can estimate the

corresponding parameters of the ARMA model. In order to improve the efficiency of the

ARMA model, we define an upper bound P. ), for the AR model order. We use the stepwise

least squares algorithm [50] to calculate the optimum orders. The least squares estimates of

AR parameters can be obtained by implementing the AR model in the form of an ordinary

regression model, and using the method of least squares to estimate the regression model

parameters [47]. In [51], Bjorck provides a standard method that involves the factorization

of a data matrix for the least squares problem. We calculate the fitting model for different

orders from 1 to Amax , by stepwise downdating a regularized QR factorization of a data

matrix for the model with order of p max. A QR factorization of matrix A is A=QR, where

Q has orthogonal columns (i.e. Q TQ=I) and R is upper triangular with non-zero entries

on the diagonal. For an a x b matrix A with linearly independent columns (which means

a b), a QR factorization A, is defined as a full QR factorization, if Q is a x a and R

is a x b, (here Q is square and hence orthogonal, while R is not invertible unless a=b).

Accordingly, a QR factorization of matrix A, is defined as a reduced QR factorization, if Q

is a x b and R is b x b (here R is square and hence orthogonal, while Q is not invertible unless

a=b). Therefore, given a full factorization, we can get a reduced factorization by discarding
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unwanted columns and rows. As result we first calculate the full QR factorization with

order Pmax, while then we can calculate the reduced QR factorization with order p opt .

Furthermore let us define:

Then the approximate least squares estimates of parameters eTel (j17 	 i4opt ) can be

computed for the model with order poet that optimizes the order selection criterion [50].

3.4.3 Evaluation Framework for Model Adequacy

Before the structure of the fitted AR model is analyzed or used for prediction, it is necessary

to evaluate whether the fitted model provides an adequate representation of the given time

series [52, 53]. In the following for simplicity in the representation, we choose one order

MA model. In order to evaluate the model adequacy we need to determine whether the

statistics of the residuals are consistent with the assumptions intrinsic to the ARMA model.

The residual traffic can be expressed as follows:

If we denote the estimated parameters by OW, the predicted short-term traffic can be

expressed as follows:

The correlation of the residuals is tested using the estimate MO of the lag i correlation

matrices that consist of the elements

where r is the maximum lag and
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contains the lagged residual cross-products. The mean of the residuals can be expressed as

It is shown in [54] that under the null hypothesis of model adequacy, for Gaussian

noise, and for sufficiently large r, the quantity

is asymptotically x2 -distributed with f = d2 (r — p) degrees of freedom. Here xii(i)

includes the components of the matrix MO, parameter d is the dimension of the short-term

time series, superscript T indicates the transposition, while the operation U ® V denotes

the Kronecker product of U and V. Assuming that U is an (a x c) matrix and V is a (b x d)

matrix, the Kronecker product of U and V, which is an (ab x cd) matrix can be expressed

as follows:

According to the asymptotic distribution of the Li-McLeod statistic [54], with respect

to Qt., we have the following: the hypothesis that the residual components are uncorrelated

will be rejected with approximate significance level p, if Qr > xl_p (f), where xl_p (f) is

a solution of
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and

is the incomplete gamma function. Here

Equivalently, if the significance level pQr < p, the hypothesis that the residual

components are uncorrelated will be rejected. Here we define pQr = 1 — N, 221- ) and

p denotes the probability that the hypothesis that the residual components are uncorrelated

will be rejected. Typically, we choose p = 0.05 which indicates a 5% significance level.

This means that, if the correlation of the residual components is below 5%, they can be

treated as statistically uncorrelated.

Figure 3.12 presents the residual component of the short-term traffic after the AR

model has been applied, while Figure 3.13 shows the corresponding autocorrelation function

(ACF). From the latter figure, we observe that the ACF of the residual traffic is located

within the two dashed-lines (that represent a significance level of 5%), which is consistent

with our assumption that the e(t) is a sequence of independent random variables, and clearly

demonstrates that the time-dependent model is well fitted.

3.4.4 Baseline Traffic Prediction

As it was explained in chapter 2, the Extended Resource-Allocating Network (ERAN)

algorithm [20] is a noise-tolerant non-stationary traffic prediction technique, which is capable

of removing both single pulse noise and continuous anomalies, and allows for accurate

and effective prediction of non-stationary traffic with low burstiness. Since, as it was

demonstrated before, the baseline traffic presents these characteristics, ERAN algorithm

will be applied for the prediction of this component. In addition to its prediction accuracy,

the ERAN algorithm is used here, due to its simplicity and low complexity, especially when



Figure 3.12 The residual component of the short-term traffic
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Figure 3.13 Autocorrelation function of the residual component of the short-term traffic
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compared to other schemes which present high complexity when the number of samples is

large.

3.5 Performance Evaluation and Discussion

In this section we evaluate the operational effectiveness and performance of our proposed

methodology, via modeling and simulation using the Optimized Network Engineering Tool

(OPNET). To achieve that, we carried out two sets of experiments. In the first one, the

objective is to evaluate the performance of the proposed strategy in terms of the achievable

accuracy and effectiveness in predicting the network traffic, especially in realistic traffic

scenarios where high burstiness may be present. In the second one, the emphasis is placed

on the evaluation of the corresponding improvement that can be achieved with respect to the

network anomaly detection capabilities, and therefore the network performance evolution

in the presence of intrusion traffic is studied.

3.5.1 Models and Assumptions

Network Architecture and Simulated Traffic

A high-level diagram of the corresponding network architecture that was used throughout

this evaluation is shown in Figure 2.9. It consists of three subnetworks connected by 3

routers. The various clients are located in all the three subnetworks, i.e. Subnet_1 (Ethernet

Network), Subnet2 (Fast Ethernet Network) and Subnet_Server (FDDI Network). Each of

the three subnetworks supports several clients that can establish communication with the

Main Server located in Subnet_Server, which can support several applications such as http,

ftp and e-mail applications.

The corresponding simulated data for four weeks of network traffic was presented in

figure 3.5. In this figure, the vertical axis represents the traffic intensity in kbits/sec while

the horizontal axis represents the time evolution (in hours). It should be noted that the data

used here are for demonstration purposes only, in order to mainly represent the trend and
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the behavior of the expected Internet traffic, while the actual values could be different and

usually depend on several parameters including the number of users, the traffic density, the

applications etc.

Attack/Anomaly Model

The UDP flooding attack was modeled and used throughout our evaluation, for the second

set of the experiments. It should be noted, that the UDP flooding attack represents one of the

most common Denial of Service (DoS) types of attacks, and was used for demonstration

mainly purposes here. Additional types of attacks such as TCP/SYN flooding, Internet

mail-bombing attack, etc. have also been modeled. For comparison purposes, the same

UDP flooding attack described in chapter 2, has been used here as well.

3.5.2 Accurate Network Traffic Prediction with

the Proposed Separation-Combination Strategy

In this subsection, we first present some numerical results regarding the prediction of each

traffic component separately (baseline and short-term traffic), while next the capabilities

of the proposed methodology in predicting the total combined traffic are evaluated. In

order to quantify and obtain a better understanding of the improvements achieved by the

proposed traffic separation and combination strategy, we also compare its performance with

the corresponding performance obtained when only the ERAN methodology is utilized

to predict the total traffic (without using the proposed separation strategy). Figure 3.14

presents the original baseline traffic (depicted by the solid line) as well as the predicted

baseline traffic based on the ERAN methodology (curve with asterisks). The vertical axis

shows the corresponding traffic intensities (in Kbits/sec), while the horizontal axis depicts

the time index (hours), as the system evolves. From these results we observe that the

baseline prediction is very accurate by utilizing the noise-tolerant ERAN algorithm. The

main reason for the high prediction accuracy of this part of the traffic, is due to fact that
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the bursty high-frequency traffic has already been removed from the original traffic, as

described in section 3, and therefore the remaining (baseline) traffic has low burstiness,

which can be well predicted by ERAN algorithm. The main advantage here is that we can

predict the pattern-mixed low frequency baseline traffic with high prediction accuracy. In

order to predict the bursty short-term high-frequency traffic, we implemented the proposed

ARMA model. Figure 3.15 is the predicted short-term traffic based on the ARMA model

for all data. In figure 3.16 we compare the predicted short-term traffic based on the ARMA

model, with the original separated short-term traffic, between the time indices 500 and

550. Although throughout that time interval, the prediction errors are still high in some

instances, even by utilizing the ARMA model, from figure 3.13 we observed that the ACF

of the residual traffic is below 5%, which indicates that the time-dependent AR model is

well fitted.

The combined predicted traffic 1(t), based on the prediction of the individual com-

ponents, can be expressed as follows:

Figure 3.14 Prediction of the separated baseline traffic component



Figure 3.15 Separated short-term traffic prediction based on the AR model
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Figure 3.16 Original short-term traffic vs. predicted short-term traffic
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Figure 3.17 Original total traffic vs. predicted total traffic based on the separation and
combination proposed strategy

In figure 3.17, we present the combined total traffic intensity in Kbits/sec (vertical

axis), versus the time index in hours (horizontal axis), as the system evolves. The curve

with asterisks corresponds to the predicted combined traffic based on our proposed strategy,

while the solid line depicts the original traffic. From this figure we can clearly see that

our proposed algorithm predicts the traffic proactively and accurately. For comparison

purposes, we also present in figure 3.18 the corresponding results obtained when only

the ERAN methodology is utilized to predict the total traffic (without using the proposed

separation strategies) [20].

Comparing figures 3.17 and 3.18, we observe that the prediction accuracy and cor-

responding effectiveness have been significantly improved by the use of the proposed
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Figure 3.18 Original total traffic vs. predicted total traffic based on ERAN algorithm only

separation and combination strategy. In fact, the Mean Absolute Percentage Error (MAPE)

drops from 7.927% to 6.205% when the separation-combination strategy is implemented,

which indicates a 21.7% improvement in the prediction accuracy. Also, the corresponding

variances of the absolute percentage error drops from 0.009802 to 0.006006, which indicates

an improvement of approximately 33%. The reason for this improvement is two fold. First

by separating the baseline traffic we removed the high burstiness traffic component, and

therefore the prediction accuracy of the baseline traffic is considerably improved, when the

ERAN algori- thm is applied to this part. This is very important and its impact on the overall

prediction accuracy is very critical, since as explained before, the baseline traffic inherits

most of the energy of the original traffic, while the bursty, short term traffic, contains only a

smaller part of the original traffic. Second, as demonstrated above, the introduction and use

of the ARMA model can further improve the prediction of the burst, high-frequency time-

dependent short-term traffic. Therefore, the overall prediction accuracy improvement is
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Figure 3.19 Simulated total network traffic with the injected anomaly traffic

due to the combined effect and outcome of both these interrelated factors and observations.

3.5.3 Network Anomaly Detection

In this subsection, we evaluate the operation of the proposed strategies and demonstrate the

improved network anomaly detection capabilities, under a UDP flooding attack scenario.

As a result, for this experiment we injected into the network some UDP flooding attack

traffic from time index 515 to time index 525. Specifically, figure 3.19 presents the network

traffic data, including the UDP Flooding attack traffic, while figures 3.20 and 3.21 depict

the corresponding separated baseline traffic and short-term traffic, respectively, when the

KZ5 , 5 filter (described in section 3) is applied. We can observe from figure 3.20 that the

baseline traffic contains most of the energy, while the majority of the anomaly traffic has

been separated into the baseline traffic component.



Figure 3.20 Separated baseline traffic with anomaly

64

Figure 3.21 Separated short-term traffic with anomaly



Figure 3.22 Baseline prediction under anomaly conditions
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Figure 3.23 Short-term traffic prediction by ARMA model
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Figure 3.24 Traffic prediction based on traffic separation and proposed strategy under
anomaly status

Figure 3.22 presents the original (solid line) and predicted (with asterisks) baseline

traffic component, between the time indices 500 to 550. As we observe from this figure,

the predicted baseline traffic does not follow the anomaly injected traffic, and therefore our

proposed strategy provides an accurate and anomaly-tolerant strategy for predicting this

type of traffic. The corresponding results, with respect to the short-term traffic where the

ARMA model is used for prediction, are presented in figure 3.23 (the curve with diamonds

corresponds to the predicted short-term traffic based on ARMA model, while the solid line

depicts the separated original short-term traffic).

In figure 3.24 we present the total traffic as it evolves, as well as the total combined

predicted traffic, while figure 3.25 depicts the total traffic and the dynamic upper and lower

thresholds as they are defined by the anomaly detection strategy, based on the predicted

total traffic. As can be seen from figure 3.25, the anomaly traffic that crosses the dynamic

upper thresholds (represented by the line with stars) or lower thresholds (represented by the
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Figure 3.25 Network anomaly detection

line with squares), can be clearly detected, and therefore appropriate actions can be taken

before the specific anomaly negatively affects the network performance.

Our results demonstrate that based on our approach, both the anomaly detection

probability and false alarm probability can be improved. Specifically, figure 3.26 displays

the detection probability vs. the false alarm probability, using Receiver Operation Character-

istic (ROC) curves after the proposed separation-combination strategy has been applied on

the traffic. Here the detection probability is defined as the probability that the abnormal

traffic is being detected and recognized, while the false alarm probability is defined as the

probability that some normal traffic events are classified as anomalies. The different curves

correspond to different scenarios with respect to the ratio between the mean intrusion/anomaly

traffic and background traffic (i.e. anomaly ratio). The x-axis depicts the false alarm

probability while the y-axis presents the corresponding detection probability. For each

curve, the point at the upper left corner represents the optimal detection, with high detection

probability and low false alarm probability. From this figure we confirm, that the detection
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Figure 3.27 ROC curve comparison for UDP flooding attack (with/without traffic
separation-combination strategy)
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performance improves as the anomaly ratio increases. We also observe here, that the

detection probability increases, as a result of the improvement of the prediction accuracy.

This is more clearly demonstrated in figure 3.27, where we compare the ROC curves

under the proposed separation-combination strategy, and the corresponding anomaly detect-

ion results that are obtained when only the ERAN methodology is utilized to predict the

total traffic (without using the proposed traffic separation strategies). We can observe

from this figure that the anomaly detection probability increases, while the false alarm

probability decreases when the separation-combination strategy is applied, which indicates

a significant improvement of the anomaly detection performance.



CHAPTER 4

CONCLUSION

Efficient network and traffic management, and timely identification of potential performance

degradation and anomalies, are required to increase the cost effectiveness and QoS support

of multimedia applications in next generation Internet. As we increasingly rely on infor-

mation systems, computers and networks, to support critical operations in telecommunication,

banking, electronic commerce, defense and other systems, intrusions present serious obsta-

cles and threats on the deployment of various computing systems and networks. The

information technology advances that provide new capabilities to the network users and

providers, also provide with new and powerful tools the network intruders that intend to

launch attacks on critical information resources. Therefore, algorithms and methodologies

that are capable of detecting and diagnosing performance degradations and/or network

anomalies automatically are in high demand.

In this dissertation, we proposed, developed and evaluated network anomaly detection

methodologies, which rely on the analysis of network traffic and the characterization of

the dynamic statistical properties of traffic normality, in order to accurately and timely

detect network anomalies. Specifically, in chapter 2, we proposed a new anomaly detection

algorithm in order to detect novel anomalies in the Internet. Our approach is based on

the concept that perturbations of normal behavior suggest the presence of attacks and

anomalies. Therefore our methodology first develops and identifies normal behavior patterns

and profiles (i.e. the expected behavior), in order to identify any unacceptable and significant

deviation from the usual behavior, as possibly a network attack. Due to the observation

that Internet traffic presents non-stationary characteristics, as part of our approach, we

first proposed and developed ERAN, an anomaly-tolerant non-stationary traffic prediction

technique, which is capable of removing both single pulse noise anomalies and continuous

anomalies, and therefore allowing for accurate traffic prediction. Motivated by this approach,
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we also designed dynamic thresholds and created anomaly detection/violation conditions,

in order to study and demonstrate how the developed anomaly-tolerant non-stationary

traffic prediction algorithm can be used as the basis to effectively detect possible network

attacks. The operational efficiency and effectiveness of the proposed methodology was

tested and evaluated under different attack scenarios, such as mail-bombing attack and

UDP flooding attack, and the corresponding numerical results demonstrated that it can

accurately and proactively detect potential network attacks and traffic anomalies.

A new network traffic separation-combination strategy was also proposed in this

dissertation in order to improve the network traffic prediction and network anomaly detection,

especially in realistic traffic scenarios where high burstiness may be present. Our approach

is based on the observation that the various network traffic components, that may be caused

by different temporal and in some cases physical phenomena, are better identified, represent-

ed and isolated in the frequency domain. Therefore, a new methodology, that analyzes

and filters the traffic data in the frequency domain, was first introduced and designed.

As a result of this separation strategy, the traffic is divided into two main components:

the baseline component and the short-term component. The baseline component includes

most of the low frequency and non-stationary traffic and presents low burstiness, while

the short-term component includes the most dynamic part. Furthermore, the relationship

between the cut-off frequency and the residual covariance of the baseline traffic and the

short-term traffic was discussed as well.

As it is demonstrated in chapter 3, the traffic components within different frequency

ranges present different characteristics, and therefore in order to achieve high prediction

accuracy and improve the operational effectiveness in the Internet, it would be more efficient

to apply appropriate strategies on the separated traffic components. Specifically, since

based on the traffic separation strategy proposed here, the baseline traffic component is

a mean non-stationary periodic signal with low burstiness, the ERAN algorithm was used

for the efficient and accurate prediction of this traffic part. With respect to the short-term
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traffic, which was shown to be a time-dependent series, the ARMA model is proposed to

be used for the prediction of this component. Then, the overall predicted traffic can be

obtained by the combination of the predicted individual separated traffic components.

The performance evaluation process and the corresponding numerical results presented

here, demonstrated that the proposed methodology of separating the traffic based on the

"frequency domain" analysis and predicting each component separately by the appropriate

method, improves significantly the prediction accuracy of the total combined Internet traffic.

Since, the effectiveness of the anomaly detection strategies is directly correlated with

the traffic prediction accuracy, we also demonstrated that using our proposed strategies,

and combining them with the use of dynamic thresholds and adaptive anomaly violation

conditions, we can improve significantly both the anomaly detection probability and the

false alarm probability, therefore enhancing the operational effectiveness of the Internet.

It should be noted that in the work presented in this dissertation the emphasis is placed

on the accurate traffic prediction and the detection of unknown anomalies in Internet. In

order to design and develop an integrated framework and novel system architecture that is

capable of improving the overall management and security related operational capabilities

of Internet, the proposed anomaly detection approach can be integrated with methods that

intend to identify and track the source of an attack or fault when such an occurrence is

detected.

Finally, although the application of the proposed anomaly detection algorithm was

demonstrated for next generation Internet, we believe that our research and framework can

be applied for anomaly detection in various networking environments, such as:

- Wide area networks where proactive detection and timely recovery of service perfor-

mance degradations (or soft faults) are important (compared with generating and processing

hard network alarms )

- Next Generation Internet, Wide area networks and E-commerce infrastructures
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- Multiple service-class networks where resource sharing is significant and service-

class performances are correlated (e.g., in a multiple service-class transaction network, or

a virtual private networking infrastructure)

- Networks where the non-managed parts and environmental components (e.g., customer-

site equipment, and attached networks) can fail and consequently degrade the performance

of the managed network proper.

- Next generation wireless networks supporting multimedia services

Although the differences between the various networking environments (e.g. wireless

networks and the wired networks) are known and well documented in the literature and

practice, we believe that similar concepts and methodologies can be applied in both kind

of networks, since in any case the objective is the same for the network/service anomaly

detection and optimal use of resources. The main differences would lie in the observables to

be measured and monitored, the objective functions to be constructed, the shared resources

to be controlled, and the environment/infrastructure to be applied. Additionally, in wireless

mobile networks the offered traffic may vary both temporally and spatially, with the spatial

variation significantly higher than in wired networks.



APPENDIX

SEQUENTIAL LEARNING IN ARTIFICIAL NEURAL

NETWORKS

Artificial neural networks estimate a sequential data mapped by a Gaussian Radial Basis

Function (GaRBF) network that adds a hidden unit to each observation. It is basically

a sequence learning approach in which the task is to estimate an underlying function

sequentially. The learning procedure of the ANN is the mapping from a set of data in

the form of input - output observation pairs(Xn , yn,), where X,„, is an M-dimensional input

vector and yn, is an output scalar. The input lies in a subset S' of the space of all real valued

M-dimensional vectors RM . The n th observation can then be described as:

When the observations ON, n= 1,...,N are assumed to be free of noise and consistent

with an underlying function f* , we have

The difference between the ANN mapping and the underlying function is measured

by some distance metric D(f, f* ). The L2-norm is one common and popular metric used

with ANNs, which is given by,

where NI denotes the L 2 -norm. The squared-norm is given by,
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Where 1.1 is the absolute value of its argument. The L 2 -norm describes a function

space which contains all the square integrable real valued functions. Since an inner product

can also be defined in this space, it is a Hilbert space, denoted by,

The mapping described by an ANN satisfies the above requirement in general and

hence all possible functions an ANN can describe lie in the function space H. The inner

product between two functions is given by [55],

When the output of the network is not limited to the interval (0 1), the hidden-output

layer transformation is linear [56]. Then the single hidden layer ANN linearly combines

the output of the hidden units. Each of the hidden units construct a mapping and hence

these mappings can be viewed as the basis functions Oj E H, j = 1, ..., J, the total number

of hidden units being J. The output is thus represented as,

In sequential estimation, an estimate is required at each time instant n. The ANN

mapping after it has learned from the nth observation On) is denoted by PO . This is

known as the posterior estimate of the underlying function and f (n-1 ) as the prior estimate.
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The sequential function estimation problem can be stated as follows: Given the prior

estimate f (n-1) and the new observation On ) , how can we obtain the posterior estimate

f (n)? Here we assume that the observations are free of noise. One approach to sequential

estimation is to choose an optimal estimate at each step. The step-wise optimal estimate is

given by the principle of the F-Projection[57), which states,

where Hn is the set consisting of all the functions in H that satisfy the constraint

f (Xn ) = yn . The posterior is a projection of the prior onto the space Hn . The principle is

an analogue of the projection algorithm for linear models [58], where the prior parameter

vector is projected onto the constraint hyperplane in the parameter space. The equality

constraint f (Xn ) = yn can be rewritten as an inner product in the function space,

where 6n = 6(X — Xn ) is the impulse function . The constrained minimization can

be solved exactly to give,

where en is the prediction error, given by,

and hn = 
llon

n
 112• This solution adds a spike at the point Xn to f (n-1) (X) such that

f (n) (X) goes through the point (Xn , yn). It discounts the fact that the underlying function
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is smooth and an observation has a bearing on its neighborhood in the input space $.

Smoothness constraints must then be added to obtain a posterior estimate. The smoothness

constraint must be imposed on which has the following property:

hn(Xn) = 1 and hn(Xn+ s) = 0 for any s74 0. Smoothing this impulse like function

subject to the constraint that f (n) (X) = yn , yields the Gaussian RBF , given by,

with un = Xn and an representing the required smoothness . Now the properties

of an are: On (Xn) = 1 and On (Xn + s) 0 as II s oo. The parameter an is the

spread of the GaRBF representing its span around in the input space. This view is similar

to the method of the potential functions [26] where each observation in the input space

contributes to its neighborhood via the potential of a charge placed on the observation,

the span signifying the region of influence of the charge. Hence, from the principle of

F-Projection and smoothing its solution, we have the posterior function estimate f ( n ) ,

given by,

Let us use the GaRBF network to map the function estimate f(n-1). Assume that

there are J hidden units (basis functions) in the network that maps f(n-1) . Then the

posterior is given by,

The posterior estimate is mapped by the GaRBF network with a new hidden unit

added and the parameters associated with it are assigned as follows:
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The network we have arrived at grows with each new observation. The observations

Xn, are implicitly stored as the centers of the Gaussian hidden units and e n, (hence yn )

are implicit in their coefficients. This estimate is similar in spirit to the Parzen window

density estimation procedure where the number of kernels are the same as the number of

observations and are centered on the input observations [26]. The difficulty with using

this network for estimation is that the network grows indefinitely as the observations are

continually received.
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