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ABSTRACT

Q0S PROVISIONING IN MULTIMEDIA STREAMING

by
Hong Zhao

Multimedia consists of voice, video, and data. Sample applications include video

conferencing, video on demand, distance learning, distributed games, and movies on

demand. Providing Quality of Service (QoS) for multimedia streaming has been a

difficult and challenging problem. When multimedia traffic is transported over a

network, video traffic, though usually compressed/encoded for bandwidth reduction,

still consumes most of the bandwidth. In addition, compressed video streams typically

exhibit highly variable bit rates as well as long range dependence properties, thus

exacerbating the challenge in meeting the stringent QoS requirements of multimedia

streaming with high network utilization. Dynamic bandwidth allocation in which

video traffic prediction can play an important role is thus needed.

Prediction of the variation of the I frame size using Least Mean Square (LMS)

is first proposed. Owing to a smoother sequence, better prediction has been achieved

as compared to the composite MPEG video traffic prediction scheme. One problem

with this LMS algorithm is its slow convergence. In Variable Bit Rate (VBR) videos

characterized by frequent scene changes, the LMS algorithm may result in an extended

period of intractability, and thus may experience excessive cell loss during scene

changes. A fast convergent non-linear predictor called Variable Step-size Algorithm

(VSA) is subsequently proposed to overcome this drawback. The VSA algorithm not

only incurs small prediction errors but more importantly achieves fast convergence.

It tracks scene changes better than LMS. Bandwidth is then assigned based on the

predicted I frame size which is usually the largest in a Group of Picture (GOP).

Hence, the Cell Loss Ratio (CLR) can be kept small. By reserving bandwidth at

least equal to the predicted one, only prediction errors need to be buffered. Since



the prediction error was demonstrated to resemble white noise or exhibits at most

short term memory, smaller buffers, less delay, and higher bandwidth utilization can

be achieved. In order to further improve network bandwidth utilization, a QoS

guaranteed on-line bandwidth allocation is proposed. This method allocates the

bandwidth based on the predicted GOP and required QoS. Simulations and analytical

results demonstrate that this scheme provides guaranteed delay and achieves higher

bandwidth utilization.

Network traffic is generally accepted to be self similar. Aggregating self similar

traffic can actually intensify rather than diminish burstiness. Thus, traffic prediction

plays an important role in network management. Least Mean Kurtosis (LMK), which

uses the negated kurtosis of the error signal as the cost function, is proposed to predict

the self similar traffic. Simulation results show that the prediction performance

is improved greatly as compared to the LMS algorithm. Thus, it can be used to

effectively predict the real time network traffic.

The Differentiated Service (DiffServ) model is a less complex and more scalable

solution for providing QoS to IP as compared to the Integrated Service (IntServ)

model. We propose to transport MPEG frames through various service classes of

DiffSery according to the MPEG video characteristics. Performance analysis and

simulation results show that our proposed approach can not only guarantee QoS but

can also achieve high bandwidth utilization. As the end video quality is determined

not only by the network QoS but also by the encoded video quality, we consider

video quality from these two aspects and further propose to transport spatial scalable

encoded videos over DiffServ. Performance analysis and simulation results show that

this can provision QoS guarantees. The dropping policy we propose at the egress

router can reduce the traffic load as well as the risk of congestion in other domains.
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CHAPTER 1

INTRODUCTION

Multimedia traffic has become one of the major traffic to be transported through

networks. Multimedia applications such as video conferencing, video on demand,

distance learning, distributed games, and movies on demand, are cluttering different

distribution networks with a tremendous amount of traffic. These applications

require high bandwidth and stringent Quality of Service (QoS). Provisioning QoS

for multimedia streaming has been a difficult and challenging problem. When video

traffic is transported over a network, the end video quality is determined not only by

the network QoS but also by the encoded video quality. We thus need to consider QoS

from these two aspects: video processing and network QoS provisioning to support

transporting multimedia traffic over networks.

1.1 Quality of Service

Intuitively, QoS represents qualities like how fast data can be transfered, how much

the receiver has to wait, how accurate the received data are, and how much data are

likely to be lost. The International Organization for Standardization (ISO) defines

QoS as a concept for specifying how good the offered networking services are. Thus,

typical metrics used for QoS include:

• The available bandwidth

• The end-to-end transfer delay

• The data delay variation

• The data loss ratio

Measuring video quality is a complex undertaking, as video quality depends on:

1
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• Human spatial temporal contrast sensitivity

• Variability in the frame rate

• Variability in the distortion factor

• Peak Signal to Noise Ratio

Quality assessment is far more complicated when it comes to transmission

of video, since the end quality of video is determined not only by network QoS

parameters but also by the encoded video quality. The encoded video quality is

completely determined by the video encoder and its parameters such as quantizer,

frame resolution, and frame rate, while the decoded video quality depends on the

same encoder parameter selection and the networking QoS parameters.

QoS is often perceived/measured differently in the video and networking

communities. In the networking community, QoS is measured in terms of delay,

jitter, packet losses, and bounds on delay. As a result, the design goal from the

network's perspective is to meet negotiated QoS guarantees as well as to maximize

the network utilization. In contrast, the designer of a video system is considered with

maximizing decoded video quality, which is clearly affected by the negotiated network

transmission parameters. There is a trade off between the two.

1.2 Video Compression

When multimedia traffic is transported over a network, video traffic consumes most

of the bandwidth. Compression is usually employed to reduce the bandwidth

requirements and achieve transmission efficiency. Organizations such as ISO/IEC

and ITU (International Telecommunication Union) have proposed several standards

for video compression.
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1.2.1 MPEG

MPEG, which stands for the Moving Picture Experts Group, is an ISO/IEC working

group, established in 1988 to develop standards for digital video and audio formats.

There are several MPEG standards being used or in development. Each compression

standard was designed with a specific application and bit rate in mind, although

MPEG compression scales well with increased bit rates.

• MPEG-i

MPEG-i was published in 1993 as ISO/IEC 11172 [1]. It is a three-part standard

defining audio and video compression coding methods and a multiplexing system

for interleaving audio and video data so that they can be played back together.

MPEG-i principally supports video coding up to 1.5Mbps. It is used in video-

CD systems for storing video and audio in CD-ROM.

• MPEG-2

MPEG-2 is an extension of MPEG-i, and is directed toward broadcasting at

higher bit rates; it provides extra algorithms for efficiently coding interlaced

video, supports a wide range of bit rates, and facilitates multichannel surround

coding. The biggest commercial application for MPEG-2 is DVD. DTV (Digital

Television) has also adopted MPEG-2 as well.

• MPEG-4

MPEG-4 has been developed to provide users a new level of interaction with

visual contents. It provides technologies to view, access and manipulate objects

rather than pixels, with great robustness at a wide range of bit rates. The

MPEG-4 natural video standard consists of tools that support applications such

as digital television, video streaming, and mobile multimedia.

• MPEG-7

MPEG-7 is also called the Multimedia Content Description Interface. It
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provides a framework for multimedia content processing including content

manipulation, filtering and personalization, as well as the integrity and security

of the content. While MPEG-4 natural video focused on representation

and manipulation of video objects, MPEG-7 focuses on the description of

multimedia content. Prior to MPEG-4, the efforts were mainly on coding video

information.

• MPEG-21

Work on this standard, also called the Multimedia Framework, has just

begun. MPEG-2 will attempt to describe the elements needed to build an

infrastructure for the delivery and consumption of multimedia content, and

how they will relate to each other.

1.2.2 H.26D

ITU has completed the following standards:

• H.261

H.261 is an ITU standard designed for two-way communication over ISDN lines

(video conferencing) and supports data rates in multiples of 64Kbps.

• H.262

Generic coding of moving pictures and associated audio information, same as

MPEG-2.

• H.263

It was designed for low bit rate communication; early drafts specified data rates

less than 64Kbps, but this limitation has now been removed. It is expected that

the standard will be used for a wide range of bit rates, not just low bit rate

applications. It is expected that H.263 will replace H.261 in many applications.
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1.2.3 Scalable Video Coding

Scalable compression is useful in today's heterogeneous networking environment in

which different users require different rates, resolution, display, and computational

capabilities. If the video can be encoded into different layers, receivers can obtain the

appropriate video quality based on their available bandwidth. Thus, scalable video

encoding has been proposed. There are three types of scalable encoding.

• SNR scalability

SNR-scalable compression refers to encoding a sequence in such a way that

different quality video can be reconstructed by decoding a subset of the encoded

bit stream. Pictures are first encoded with coarse quantization in the base layer,

and the differences between the reconstructed and original are then encoded in

the enhancement layer.

• Temporal scalability

Temporal scalability in a video stream refers to the property that allows the

user to extract from the single bit stream a video sequence at different frame

rates (although at the same spatial resolution). The base layer is coded at a

lower frame rate. The enhancement layer provides the missing frames to form

a video with a higher frame rate. For MPEG video, I and P frames compose

the base layer, and B frames form the enhancement layer.

• Spatial scalability

Spatial scalability in a video stream refers to the property that allows the

user to extract from the single bit stream a video sequence at different spatial

resolutions (although at the same frame rate). The base layer is coded at a

lower spatial resolution. The reconstructed base layer is up sampled to form

the prediction for the high resolution in the enhancement layer. The differences
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between up sampled decoded base layer and their original picture are encoded

in the enhancement layer.

1.3 Network Support

There are several networks coexisted in the Internet. For different networks, different

technologies are needed to support transporting video traffic.

1.3.1 ATM Networks

ATM provides several options for transporting video traffic:

• Constant Bit Rate (CBR) service

• Real time VBR (rt-VBR) service

• Renegotiated CBR (RCBR) service

• Available Bit Rate (ABR) service

CBR and rt-VBR services can be easily used. The CBR service provides a constant

bandwidth pipe that can be used to support stringent QoS guarantees on the Cell Loss

Ratio (CLR), maximum Cell Transfer Delay (maxCTD), and Cell Delay Variation

(CDV). The rt-VBR service provides guarantees on the same QoS parameters,

but since it optionally uses statistical multiplexing, the resulting guarantees are

probabilistic in nature. For adaptive video applications, some researchers suggested

using the ABR service, which guarantees a Minimum Cell Rate (MCR) in addition to

a CLR. It is assumed in this case that video sources can adapt their rates according to

network feedback that is conveyed using an explicit rate based congestion mechanism.

Rate adaptation is performed by adjusting the quantization values in the encoding

algorithm at the expense of variable video quality. Since VBR-coded video is known to

exhibit multiple time scale variations and the bit rate is strongly modulated by scene

changes, renegotiated CBR has been introduced to accommodate this behavior. The
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bandwidth for a connection can be renegotiated several times during the life time

of the connection. This approach promises to provide CBR-like service at a much

lower cost. Naturally, RCBR will require a more complicated traffic management

than CBR.

1.3.2 IP Networks

The IP-based Internet was not designed to support QoS guarantees. There is a

growing interest within the telecommunications industry in providing voice and video

services over IP networks. The Internet Engineering Task Force (IETF) has been

exploring various possibilities for supporting video over IP. The followings are some

proposals made by IETF:

• Real-Time Transport Protocol (RTP)

• Integrated Services (IntServ)

• Differentiated Services (DiffServ)

RTP is the first step toward supporting multimedia over the Internet. It is a session

layer protocol that runs on top of the User Datagram Protocol (UDP). This means

that RTP is transparent to network routers, and cannot be used to support network-

level QoS guarantees. However, it provides several functions that are useful for real

time communications. RTP relies on the Real Time Control Protocol (RTCP) to

convey various types of information.

IntSery is one of the notable efforts to support QoS over the Internet. IntSery

used the Resource Reservation Protocol (RSVP) as a working protocol for signaling

in the IntSery architecture. This protocol assumes that resources are reserved for

every flow requiring QoS at every router hop in the path between a receiver and

a transmitter, using end-to-end signaling, and must maintain a per-flow soft-state

at every router in the network. "Soft state" regards the reservation state as cached



8

information that is installed and periodically refreshed by the end hosts. Unused state

is timed out by the routers. If the route changes, the refresh messages automatically

install the necessary state along the new route [2]. RSVP uses the soft state method

for reservation protocols.

DiffSery is an architecture proposed by IETF that allows different QoS levels

to different classes of aggregated traffic flows, as opposed to individual flows. Traffic

entering a network is classified and possibly conditioned at the boundaries of the

network, and assigned to different aggregate behaviors. Each aggregate behavior is

identified by a single Differentiated Service Code Point (DSCP). Within the core

of the network, packets are forwarded according to the Per-Hop Behaviors (PHBs)

associated with DSCPs.

1.3.3 Protocols for Multimedia Streaming

The Internet has been used primarily for the reliable transmission with minimal or

no delay constraints. The TCP/IP protocols were designed for this type of traffic

and work very well in this context. However, multimedia traffic, which comprises

a significant portion of potential multicast traffic, possesses different characteristics,

and hence requires the use of different protocols to provide the necessary services. In

addition, the "slow start" TCP congestion control mechanism can interfere with the

audio and video "natural" playout rate. Since there is no fixed path for datagrams to

flow across the Internet, there is no mechanism for ensuring that bandwidth needed

for multimedia is available between the sender and the receiver, and thus quality of

service cannot be guaranteed. In addition, TCP does not provide timing information,

a critical requirement for multimedia support.

Fig. 1.1 shows a protocol architecture for multimedia streaming. Because of

their unpredictable delay and availability, TCP/UDP are not suitable for applications

with real time characteristics. The RTP is a thin protocol providing support for
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applications with real-time properties, including timing reconstruction, loss detection,

security and content identification. RTCP is the control protocol that works in

conjunction with RTP, but RTP can be used without RTCP if desired. RTSP, the

application level Real Time Streaming Protocol (RTSP), aims to provide an extensible

frame work to enable controlled delivery of real time data. It is designed to work with

established protocols such as RTP, HTTP, and others to provide a complete solution

for streaming media over the Internet. It supports multicast as well as unicast.

It also supports interoperability between clients and servers from different vendors.

Resource Reservations Protocol (RSVP) is a network control protocol that allows

Internet applications to reserve resources along the data path to obtain special QoS

for their data flows.

Session Initial Protocol (SIP) developed by IETF, and H.323 developed by ITU

are two application level signaling protocols. Both SIP and H.323 provide

• Call control, call set up, and tear down.

• Basic call features such as call waiting, call hold, call transfer, call forwarding,

call return, and call identification.

• Capabilities exchange.

SIP is less restrictive and easier to implement as compared to H.323. Thus,

more applications are moving to SIP.

Overall, application level signaling protocol SIP and H.323 are designed

to initiate and direct delivery of media data from media servers. RTP is the

transport protocol for the delivery of real time data while RTCP is a protocol

for monitoring delivery of RTP packets. UDP and TCP are lower layer protocols

for RTP/RTCP/RTSP/SIP/H.323 packets, and IP provides a common platform for

delivering UDP/TCP packets over the Internet. RSVP is the protocol that reserves



10

the resources for real time applications at the router on the path. The combination

of these protocols provides a complete streaming service over the Internet.

Figure 1.1 Protocol stacks for multimedia streaming.

1.4 EDisting Bandwidth Allocations for MPEG Videos

Variable Bit Rate (VBR) is one of the major services to be supported by broadband

packet switched networks. Video is inherently dynamic, and MPEG [3] video coding

results in VBR. If the bandwidth is allocated according to the peak rate of the video

traffic, no packet loss occurs, but a substantial amount of bandwidth is wasted during

most of the transmission. On the other hand, if the bandwidth is not allocated close

to the peak rate, large delay and excessive packet loss may be experienced. So in

transporting the VBR video traffic, QoS guarantees provisioning is not trivial due to

the bursty characteristics of the VBR traffic.

Issues related to transport MPEG video over network can be divided into two

categories:

• Transport of pre-stored MPEG video
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• Transport of real-time MPEG video.

1.4.1 Video on Demand

Video on Demand is one of the major applications provided by B-ISDN [4] [5] [6] [7].

It is a technology which enables a viewer to choose a video from a large selection,

specify the video's start time, and have the video sent over a telecommunication

channel to his home.

• Store and Forward (SAF)

SAF is a well known approach [6]. The components of this architecture are

Information Warehouses (IWHs), Central Office (CO) service circuits, and the

Customer Premise Equipment (CPE). The IWHs are connected to the network

via high capacity STS-3 (155Mbps) or STS-12 (622Mbps) lines, and therefore

the information trunking between the IWH and the customer's CO can be done

faster than real time. At the user's local CO, the information is buffered, the

data rate is then converted to the video coding rate, and then possibly decoded

to the original video signal form. The video signal is then transported to the user

in the form which corresponds to the local access switching and transmission

parameters and the user's CPE capabilities. Thus, the MPEG video data are

first transported from the IWH to CO in bursts, and then the video data are

buffered at the CO before delivering to the playback destination in real time.

• Constant Rate Transmission and Transport (CRTT)

The basic concept of CRTT [7] is transporting a large amount (but not all)

of video data to a playback buffer on the user side before the playback is

commenced. The key issue of CRTT is to determine the required transmission

bandwidth as well as the capacity of the playback buffer to guarantee neither

underflow nor overflow during the playback. Considering a MPEG video

sequence of N frames is played back at a fixed rate of F frames per second, the
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CRTT scheme first sets up a fixed start-up delay d; then the minimum required

transmission bandwidth, burin (d), to guarantee no buffer underflow during the

playback time can be determined by

Transporting MPEG video data in CRTT is via CBR, and thus it has a lower

transport cost than using VBR and greater playback flexibility than using best

effort service; however, CRTT requires a playback buffer with a very large

capacity and also involves long delay before the starting of playback.
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1.4.2 Real Time Video

Emergence of multimedia communications has inspired a number of dynamic

• Dynamic Search Algorithm (DSA)

DSA, proposed by Fuip et al. [11], dynamically adjusts the resource allocation

based on the measured quality of service. The Cell Loss Probability (CLP) is

calculated up to the current period, and the service rate for the next period

is adjusted based on the current CLP. Let to denote the nth renegotiation

instant, and the interval between renegotiation points to and tn+1 as the nth

update interval An . The service rate during An is constant and is denoted as

During the nth interval, let the number of arrivals be represented by A n , and

the number of losses as An . The CLP of the nth interval is then calculated as

An=Ln/An.The cumulative CLP of all the intervals up to and including the

nth is

The CLP desired by the user is denoted as Q. The goal of DSA is to adjust

the server rate in order to provide the desired Q1 as efficiently as possible with

few renegotiations.

At each renegotiation point, DSA adjusts the server rate according to the

r-11_ • 	 r-..-----1
-
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The constant K amplifies the response of the error function and this product

ultimately determines how much the server rate can be increased or decreased.

Parameter a allows the rate to be increased twice as fast as it can be. Owing

to the difficulty of assessing the CLP on line and indirect relationship of the

current CLP and User Parameters (UPs) with future bandwidth requirements,

this approach is not effective enough to enhance the QoS and improve the

bandwidth utilization.

• D-BIND

Knightly and Zhang [12] proposed a renegotiated deterministic service model

to support the VBR video. They used a traffic model called Deterministic

Bounding Interval Length Dependent (D-BIND) model to support the VBR

video. With the D-BIND model, sources characterize their traffic with A rate

interval pairs {(Rk , 4)1k = 1, 2 • • • , A} where Rk is the bounding rate over

the interval 'k , which are specified to the network at the connection-setup

time. The network then performs the CAC tests based on both the D-BIND

traffic parameters and the requested QoS parameters. The D-BIND constraint

function is defined as:

Renegotiating for more resources requires the admission control strategy to test

if the maximum delay of all the connections can still be met. This requires the

construction of the constraint function of the aggregate traffic of the connections
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that are admitted in the network. This clearly results in a much more expensive

renegotiation as compared to RCBR. For live video, Knightly and Zhang [16]

proposed that the D-BIND model parameters of the last M frames of the video

be estimated and compared to the already reserved parameters. A heuristic

algorithm is then used to decide when to renegotiate and what parameters to

reserve. The estimation of Rk is computationally expensive, especially for on

line use.

• Frequency Domain Prediction

Chong et al. [13] presented a novel approach to dynamically allocate the

transmission bandwidth for transporting real-time video in ATM networks.

The video traffic is described in the frequency domain: the low frequency

signal captures the slow time variation of consecutive scene changes; the high

frequency signal exhibits the feature of the strong frame autocorrelation. Their

study indicated that the video transmission bandwidth in a finite buffer system

is essentially characterized by the low frequency signal. Thus, they proposed

a method to dynamically allocate the bandwidth based on predicting the low

frequency part of the video rate input sequence.

• Wavelet Domain Prediction

Wavelet transformation is an emerging technique that has a significant

advantage in analyzing time-domain signals. The wavelet transform

approximately diagonalizes the correlation matrix of the input data that permits

independent adaptation of each of the filter coefficients. In addition, it

reduces the eigenvalue spread of the correlation matrix of the input data.

It is well known that the autocorrelation matrix of the input data governs

many properties of LMS algorithm. Particularly, the eigenvalue spread of the

above matrix determines the convergence speed of LMS; the larger the spread,
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the slower the convergence speed is. When wavelet transform is used, the

autocorrelation matrix is transformed to

with a possible eigenvalue spread reduction, where R is the wavelet transform

matrix, and xr and vv, are the input data vector and wavelet-transformed input

data vector, respectively. Thus, the wavelet predictor converges faster, and

hence tracks scene changes better. The problem is that the computational

complexity is rather high and not suitable for on line traffic prediction. We

propose a fast non-linear algorithm in Chapter 2, that can not only track scene

change better, but also has a low computation complexity.

• Adaptive Linear Prediction

An adaptive linear prediction scheme was proposed by Adams [14]. This scheme

does not require any prior knowledge of the video statistics nor does it assume

stationary, and is thus very suitable for on-line real time prediction. The

simplicity and relatively good performance make it of particular interest. One

problem associated with the LMS algorithm is its slow convergence. Thus, when

there are scene changes, the bit rate variation is so high that the prediction

error can be large. Xu and Qureshi [17] proposed a composite MPEG traffic

prediction scheme which smoothes the predicted data based on predicting

relative changes of frame size between adjacent GOPs by using LMS. Since I, P

and B possess different statistical characteristics, this method is not effective in

guaranteeing the CLR and needs re-negotiations for every frame, a big burden

to network management.



CHAPTER 2

EFFICIENT BANDWIDTH PREDICTIONS FOR MPEG VIDEOS

Variable Bit Rate is one of the major applications to be supported by broadband

packet switched networks. Video is inherently dynamic, and MPEG video coding

results in VBR. If the bandwidth is allocated according to the peak rate of video

traffic, no packet losses occur, but a substantial amount of the bandwidth is wasted

during most of the transmission. On the other hand, if the bandwidth is not allocated

close to the peak rate, large delays and excessive packet loss may be experienced.

Bandwidth should be allocated on demand, and dynamic bandwidth allocation

and negotiations during the connection's life time should be considered. As bandwidth

prediction plays an important role in bandwidth allocation, we propose our bandwidth

prediction schemes in Section 2.2 and Section 2.3.

2.1 Characteristics of MPEG Video

For compression, an MPEG video is obtained by using intraframe technique, which

exploits the spatial redundancy within a picture, as well as interframe technique,

which exploits the temporal redundancy present in a video sequence. An MPEG

stream contains three major frame types:

• I frame - An intra-coded picture, is an encoded picture based entirely on the

information in that frame.

• P frame - A predictive-coded picture, is based on motion compensated

prediction between that frame and the previous reference frame.

• B frame - A bidirectionally predictive-coded frame, is based on motion

compensated prediction between that frame and the previous or next reference

frame.

17
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An MPEG video stream is divided into units called Group of Pictures (GOPs).

A GOP consists of an I frame and an arrangement of B and P frames as shown in

Fig. 2.1 1 . I frame must appear regularly in the stream, since they are needed to

decode subsequent inter-coded frames such as P frames and B frames. The decoding

process cannot begin until an I frame is received.

Figure 2.1 GOP structure of an MPEG video.

An MEG video is inherently VBR. The variation of the bit rate generated

in the codification is produced by both extrinsic and intrinsic reasons when a fixed

quality is set. The extrinsic ones are produced by the changes of the complexity

and activity of the sequence to be coded. The intrinsic reasons are related to the

codification modes applied on the frames. The changes in the output rate of an

MPEG encoder are attributed to the following three aspects:

• The encoding of one block to the next within a picture.

• From one picture to the next within the video sequence being encoded.

• From one scene to the next within the video sequence.

This figure was the courtesy from Y. Q. Shi and H. Sun, Image and Video Compression
for Multimedia Engineering, CRC Press, 2000, p. 334.
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Thus, within each frame type, the size of the I frame varies depending on the

picture content; P and B frames vary depending on the motion present in the scene

as well as the picture content.

Through the analysis of the MPEG video trace we find that I frames often have

large frame sizes, and B frames have small frame sizes. Most of the time, when the

I frame size changes significantly, the P and B frame size also change significantly,

implying that the increase or decrease of the I frame size often indicates the increase

or decrease of the P and B frame sizes, and therefore we only need to predict the I

frame size.

2.2 Predicting the Relative Size Change of the I Frames

Let /k be the size of the I frame of the kth GOP and Ik_i be the size of the (k —1)th

(-MP then the relative cite rhancrP of T frame 	 is defined 11‘,

The sequence ski is much smoother than the sequence /k. So the linear adaptive

prediction will perform better if we predict the sequence Usk instead of the sequence

/k ; the I frame size can then be retrieved by

A one-step linear predictor can be used to predict the ski sequence, i.e., prediction

of ski using a linear combination of the current and previous values of ski. The

number of the current and previous values of Uskused to predict skiis called the

order of the linear predictor. The pth-order linear predictor has the following form:
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where p is the order of the linear predictor, and wig, for 1 = 0, 1, . . . , p — 1, are the

prediction filter coefficients. The prediction error is

The LMS predictor minimizes the mean squares error by adaptively adjusting

the coefficient vector W. In the normalized LMS algorithm [14], if we use the one-step

linear predictor, W is updated by

The Akaike Information Criterion (AIC) [18] is used to choose the best order

not greater than 12. The AIC criterion associates a cost function with the order

of the filter. It was found by numerous simulations that the autocorrelation of the

prediction error ek is close to that of the white noise. Thus, we use one-step, 12-order

adaptive linear predictor for both our algorithm and the composite prediction scheme

[17].

The performance of our algorithm for the video trace CD122 2 , justified by the

inverse Signal to Noise Ratio (SNR1 ) is

Fig. 2.2 shows that forecasted values appear close to the actual values except at sharp

transitions, which are most likely due to scene changes.

Fig. 2.3 shows the actual and forecasted frame size variation proposed by Xu

and Quresh [17], which predicts the relative size change of every frame between two

adjacent GOPs. The sequence is defined as follows:

2The video trace CD122 was the courtesy of Wu-chi Feng of the Ohio State University.
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where Fk is the size of the kth frame in the MPEG encoded video sequence, d is

the length of the GOP, and fk is the relative change of frame sizes between adjacent

GOPs. Since I, B, P frames are coded with different compression levels, they have

different statistical properties. fk is more fluctuated than ski, and so the prediction

error of fk shown in Fig. 2.3 is larger than that of Uskshown in Fig. 2.2.

The performance of the composite prediction scheme for CD122 is

From Figs. 2.2 and 2.3 and their SNR-1 , our proposed scheme is more accurate than

the composite prediction scheme [17]. On the other hand, it is not possible to allocate

bandwidth based on every frame size, because the negotiation frequency is very high,

thus imposing a big burden to the network. Hence, we should not predict every frame

size.

Since the sequence {s(k)} is smoother than the sequence {/(k)}, the prediction

error is smaller than predicting directly the original sequence.



22

Figure 2.3 Actual and forecasted frame size variation (I, P, B) for CD122.

2.3 The Fast Algorithm for Video Traffic Prediction

The algorithm proposed in the previous section not only smoothes the predicted data,

reduces the renegotiation frequency, but also achieves much smaller prediction error

than that of the composite MPEG traffic prediction scheme. The only drawback is

its slow convergence. In VBR video traffic characterized by frequent scene changes

as shown in Fig. 2.4 3 , the LMS algorithm may result in an extended period of

intractability, and thus may experience excessive cell loss during scene changes; hence,

we propose a fast convergent nonlinear adaptive algorithm to predict the relative size

changes of I frames. This new algorithm converges fast, and hence, tracks scene

changes better.

3The author would like to thank Mark Garrett of Telcordia and Wu-chi Feng of the Ohio
State University for the video traces provided by them.
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Figure 2.4 Video traffic Star Wars.

2.3.1 The Fast Algorithm

In the standard LMS algorithm as shown below, p is a constant; we refer to this

algorithm as the Fixed Step-size Algorithm (FSA). Since the video traffic is bursty,

if we increase the step size ,u, we can achieve fast convergence at the cost of a large

prediction error. On the other hand, the prediction error can be made small by

decreasing the step size ti, at the cost of the convergence rate. The choice of the step

size reflects the trade off between the misadjustment and the speed adaptation.
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Kwong and Johnston [19] proposed a variable step size algorithm for adjusting

the step size ilk :

The initial step size Bo  is usually taken to be a little large, although the algorithm

is not sensitive to the choice. As can be seen from Eq. (2.10), the step size is always

positive and is controlled by the size of the prediction error, and the parameters a

and 'y. Intuitively, a large prediction error increases the step size to provide faster

tracking. If the prediction error decreases, the step size will be decreased to reduce

the misadjustment. The constant ti nier is chosen to ensure that the Mean Square

Error (MSE) of the algorithm remains bounded. Usually, Amin is chosen to be close

to the value that has been chosen for the fixed step size algorithm. We propose to

modify Eq. (2.10) to the following:

where Al +A2 = 1 to accommodate the video traffic characteristics. Since a video frame

sequence consists of many scenes, the bit rate varies greatly among different scenes,

while during a scene, the bit rate in the frame sequence has a strong auto-correlation,

and thus better prediction performance is expected. Equation (2.12) includes an

additional error term ek_i, to smooth out the drastic change of (i.e., a spike) during

the transition from one scene to another as shown in Fig. 2.5, thus easing the buffer

management. We refer to this algorithm as the fast convergent Variable Step-size

Algorithm (VSA), and Kong and Johnston's method as KVSA in this thesis. Here,
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ek and ek_1 are the current and previous prediction errors, respectively, and Ai and A2

Figure 2.5 Comparison of step-size.

2.3.2 Simulation Results

Simulations on four 1.5-hour long empirical VBR traffic data sets were conducted.

These data sets correspond to the relative size change of I frames. For performance

comparison among VSA, KVSA and FSA, we use SNR-1 = E:24n as a metric, which

is the ratio of the sum of squares of the prediction errors and sum of squares of the

input data. For a fair comparison, VSA, KVSA and FSA use the same 12-order and

one-step ahead prediction, and parameters a and ry are the same in both VSA and

KVSA. The results are shown in Table 2.1.

From Table 2.1, VSA and KVSA incur smaller prediction error than FSA in

all the four tested sequences. VSA further reduces the prediction errors as shown

in Table 2.1. The performance has been improved greatly if we use VSA instead of
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Table 2.1 Performance Comparison of FSA, KVSA, and VSA Predictors on Relative
Size Change of I Frames

FSA as shown in Table 2.1. The percentage improvement is with respect to VSA over

FSA. Figure 2.6 shows the convergence properties of FSA (B = 0.009) and VSA. Note

that VSA converges much faster than FSA. If the step size is increased to B = 0.3 for

FSA, the convergence is faster as shown in Fig. 2.7 (note that the MSE is expressed

in dB), but the prediction error is increased greatly; here, the iteration represents the

2.4 Summary

Prediction of the relative size change of I frames is proposed in this chapter. As the

sequence {s(k)} is smoother than the sequence {f (k)}, better prediction performance

can be achieved. Compared to the scheme proposed by Adas [14], the number of

predictors is reduced from three to one, thus reducing the burden to the network.

A variable step size predictor is also proposed in this chapter for VBR videos,

where the step size adjustment is controlled by the squares of the prediction errors to

reduce the trade off between misadjustment and tracking ability of the fixed step size

LMS algorithm. Simulation results show that VSA not only incurs small prediction

errors but more importantly also achieves fast convergence. The additional overhead

over the VSA for computation is essentially one more weight update at each time
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step, so that the increase in complexity is minimal. The computational complexity

is much smaller as compared to Wavelet prediction. The prediction, when combined

with dynamic allocation, could provide a solution that achieves network efficiency

and meet QoS guarantees. Since VSA can significantly reduce the CLR, we introduce

the bandwidth allocation based on predicted I frames and GOP using VSA in the

next chapter.
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Figure 2.6 Comparison of convergence properties of FSA (,a = 0.009) and VSA on
CD122 trace.



CHAPTER 3

DYNAMIC BANDWIDTH ALLOCATIONS FOR MPEG VIDEOS

An efficient resource allocation comprises determining optimal buffer sizes, assigning

bandwidth, and other resources in order to meet the desired QoS expressed in terms

of parameters such as queuing delay, transmission time, packet loss probability, and

bit error rate. There are two kinds of bandwidth allocation method:

• Static Bandwidth Allocation (SBA)

• Dynamic Bandwidth Allocation (DBA)

In SBA, the available resources are assigned to the source traffic at service

initialization and are kept the same throughout the lifetime of the connection. The

bandwidth can be allocated according to the peak rate or the mean cell rate of the

VBR traffic. For highly correlated traffic like video, if the bandwidth is allocated

according to the peak rate of the traffic, no packet loss occurs, but a substantial

amount of bandwidth is wasted during most of the transmission. On the other

hand, if the bandwidth is allocated based on the source mean cell rate, the video

service will suffer from unacceptable losses and delays, especially those with hard real

time constraints as shown in [20]. Thus, dynamic bandwidth allocation is needed for

VBR traffic. To implement the dynamic bandwidth allocation, there are two different

operations: synchronous and asynchronous operations [13]. In synchronous operation,

the bandwidth is periodically adapted at a fixed time interval. In asynchronous

operation, the bandwidth will be updated whenever a need is detected [13], [21], [22],

[23]. The asynchronous operation can significantly reduce the adaptation frequency.

Prediction can be used in many ways for allocating bandwidth for the VBR video

traffic. The bandwidth allocation mechanism can be activated by each prediction, or

29
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only those predictions whose results are larger than a certain threshold. The variation

reflects the trade-off between the network utilization and the overhead for bandwidth

negotiation. The choice for a network application depends on many factors, such as

the network service model, latency, and implementation complexity.

3.1 Dynamic Bandwidth Allocation and its Queuing Performance

Since the increase or decrease of I frames often indicates the increase or decrease of

P and B frames, we propose to allocate bandwidth based on the predicted I frame

size using VSA to improve the QoS and network utilization. Queuing performance is

also analyzed for our proposed scheme in Section 3.1.2.

3.1.1 Dynamic Bandwidth Allocation Based on Predicted I Frames Using

VSA

A single server First In First Out (FIFO) queue is simulated. The assumed network

service model is RCBR [24]. Let 4 be the size of the predicted I frame of the kth

GOP, R be the transmission rate for the previous GOP and 6 be a threshold, then

the dynamic bandwidth allocation algorithm can be stated as follows:

where N is the number of frames needed to be transmitted per second.

The negotiation frequency can be reduced significantly because only I frames

need to be checked. Since the I frame size in a GOP is the largest most of the time,

the bandwidth allocated is very close to the largest one needed for transmission of

frames in the GOP, and therefore CLR can be kept small. The CLRs for different

values of 8 for the sequence CD122 are shown in Fig. 3.1.

Fig. 3.2 shows the performance of the video trace "Talk2" show using our

prediction algorithm, where (5 = 1000, and the buffer size stands for the size of



the buffer needed at the switch. The prediction performance is

31

Figure 3.1 CLR versus buffer size for different values of 6.

3.1.2 Impact of Autocorrelation on Queue Size

The frame size trace from the output of the MPEG video contains all statistical

information about the encoded video. The frame by frame correlation depends on

the pattern of the GOP, and in principle always looks like Fig. 3.3 if the same

GOP pattern is used for the whole sequence. For this example, the GOP pattern

is IBBPBBPBBPBBI....

Fig. 3.3 shows the Autocorrelation Function (ACF) of the MPEG coded Star

Wars (lag is expressed in terms of the frame number), in which the largest positive

peaks stem from I frames, the larger positive ones from P frames, and the smallest

ones from B frames. A large I frame is followed by two small B frames, then a middle
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size P frame is followed by two small B frames again. The pattern between two I

frame peaks is repeated with slowly decaying amplitude of the peaks.

This figure shows that the MPEG video is highly correlated. If it is not served

at a rate close to the peak rate, large queues, large delays and excessive cell loss will

result, but if the bandwidth is reserved at least equal to the predicted value, only

the error caused by the prediction needs to be buffered. If the error resembles white

noise or at most short memory, only small buffers will suffice, and high utilization

and small delays can be achieved.

By reserving the bandwidth at least equal to the predicted values, only

prediction errors need to be buffered. The autocorrelation of the prediction errors of

the relative size change of I frames for video sequences CD122 and Talk2 are shown

in Figs. 3.4 and 3.5, respectively. Note that they resemble white noise, a rather

uncorrelated process. Since traffic autocorrelation has great impact on the queuing

performance, understanding how the queue responds to different autocorrelations is

very important.
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Figure 3.3 ACF of an MPEG video.

Li and Hwang [25] analyzed this impact in the frequency domain. Consider

a Markov modulated Poisson process, where the underlying Markov Chain (MC) is

used to reflect the time correlation of the input process at the macro-level; each state

of MC is associated with a constant input rate. The local dynamics of individual

packet arrivals at the micro-level, while in each state of MC, is characterized by the

Poisson process. This process is described by an N state discrete time MC transition

matrix A which is diagonalizable, and its associated input rate vector 1. The input

rate correlation is expressed as follows:

where A / is the lath eigenvalue of A, 01 is associated with both the latheigenvector of

A and the input rate 1, co = arg(A1  T is the time unit, liar is the subset of the

real eigenvalues of A, 1L the subset of complex eigenvalues of A, and Im(x) is the

imaginary part of x.



From Eq. a3.1) and Eq. a3.2), essential characteristics of the input correlation

(or its power spectrum) are captured by the input MC eigenvalues, and at the same

time one may identify the contribution of each eigenvalue to both Ran) and Paw).

For the positive real A / , the larger the A i , the stronger the correlation for Ran), the

more the input power is in the low frequency band of Aaw) [26]. A negative real

eigenvalue contributes most power in the high frequency band. Each conjugate pair

of eigenvalues contribute two symmetric bell shaped curves centered at the resonant

frequencies w = ±co / in Aaw), that corresponds to a damped sinusoidal term in Ran);

the bell position is described by the resonant frequency wig = arg(Ai) while the bell

shape is characterized by the damping coefficient A.



Figure 3.5 Autocorrelation of the prediction error for Talk2.

Li and Hwang [25] analyzed the queue response to the input correlation or the

power spectrum by an N-state periodic chain to match the input power spectrum.

While in state i, the packet arrivals are characterized by a Poisson process with input

rate 'N. The model discussed here is a typical two-dimensional MC in the discrete-time

domain. The mean queue size is expressed as follows:

cl is the /the element of the boundary vector "C‘ [27]. The first item in Eq. a3.3) is also

equal to the mean queue size of the M/D/1 model, which in our case is equivalent

to the queue response to the white noise input. The second moment of the queue is



By examining the queue response to various input correlation properties on the

basis of the input power spectrum in the discrete frequency domain, we conclude

that the queuing behavior is dominated by input power in the low frequency band,

and many high-frequency components existing in the input process can be replaced

by a constant input rate, with little impact on the queue response [25]. Thus, we

can neglect the high frequency power in the power spectrum. This is true especially

for multimedia traffic queuing analysis, where the input process often contains the

dominant low frequency power as shown in Fig. 3.6. The larger the autocorrelation,

the more input power is in the low frequency band and the longer the mean queue

size is.



From the above analysis, we observe that the queuing performance is mainly

dominated by input streams with high positive correlation. The higher the positive

correlation in the time domain, the more the input power is in the low frequency

band, and so the mean queue size will be larger. From the network perspective,

the key point is to assign the link capacity to a given multimedia traffic in order to

provide guaranteed quality of service. Video traffic is highly correlated, as shown in

Fig. 3.3. The power spectrum, as shown in Fig. 3.6, has spikes appeared at harmonic

frequencies due to the strong autocorrelation of periodic I frames. More input power

is located in the low frequency band, thus resulting in large queue size, and hence

we cannot guarantee the quality of service. A large queue will introduce a long delay

that cannot be tolerated for video delivery especially for real time videos. Here, we

propose a bandwidth allocation scheme based on the predicted I frame size aretrieved

from Usk) in which only prediction errors need to be buffered. From Figs. 3.4 and 3.5,

we note that the prediction error resembles white noise, or at most short memory,

a rather "uncorrelated" process resembling white noise; this has little impact on the
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queuing dynamics, and thus smaller buffers, less delay, and higher utilization can be

achieved. Similar results are also derived for other sequences such as SoccerWM,

News and Simpsons [28].

3.2 Q0S Guaranteed Bandwidth Allocation

The bandwidth allocation scheme proposed in Section 3.1 can keep the CLR small

and reduce negotiation frequency. As bandwidth is allocated based on the predicted

I frames in this method, the network bandwidth utilization is not high, hereby the

bandwidth utilization is defined as the ratio of the actual required bandwidth over

the allocated bandwidth. If the bandwidth is allocated based on the predicted GOP,

the network utilization can be increased, but the QoS is not guaranteed. In this

section, we propose a QoS guaranteed on-line bandwidth allocation based on the

predicted GOP using VSA and required QoS. Here, we consider only delay as the

QoS parameter, and the bandwidth is renegotiated based on the delay bound and the

predicted GOP at a given resource utilization. This scheme allocates the bandwidth

based on the predicted GOP and delay requirement, thus, not only the QoS can be

guaranteed but also the high bandwidth utilization can be achieved.

3.2.1 QoS Requirements

QoS is a generic notion that can be defined at various levels in the protocol stack,

particularly the application and network levels. Application-level QoS is essentially

visual and hard to measure in an objective manner [29]. It depends on the viewer's

sensitivity to glitches in the video awhich can be caused by lost packets), variability in

the frame rate, variability in the distortion factor, and so forth. We should correlate

these application-level QoS requirements to network-level QoS requirements in terms

of throughput, delay, and packet loss.

Throughput reAuirements: Video is produced by displaying frames at a fixed rate
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known as the playback rate. This rate varies from one video format to another.

Several standardized video formats are available, including NTSC a30 frames/s) and

PAL a25 frames/s). To ensure continuous streaming of video, the rate at which frames

are transported over the network must be, on average, no smaller than the playback

rate.

Delay reAuirements: Delay requirements clearly vary depending on the applications.

For interactive video communication applications, a maximum end to end delay of

some 150-400ms [30] is appropriate, while a much longer delay would be tolerable for

a user simply watching a recorded clip or movie in a video playback application.

Loss reAuirements: In early MPEG reference models, cell loss rates lower than 10 -9

were proposed, but rates of 10' are currently being considered as acceptable. The

acceptable loss rate depends on several factors, including the compression scheme,

duration of the loss interval, relative importance of the lost data and error concealment

mechanism. In general, the loss requirement at the network level is expected to be

in the range of 10 -2 to 10 -6 [30]. The network may provide a video stream with

multiple loss rates, depending on the importance of the transmitted data. The effect

of cell loss depends not only on the average cell loss rate but also on the distribution

of cell losses over time. Periods of high cell loss rate due to network congestion can

have a serious detrimental impact on the image quality.

3.2.2 Delay Guaranteed Bandwidth Allocation

In this section, we consider only delay as the QoS parameter. The bandwidth is

allocated based on the predicted future traffic and the QoS under the given resource

utilization. There are two methods in changing a Virtual Circuit aVC) bandwidth.

One is by closing the existing VC and opening a new one with the new allocation, and

the other is by changing the allocation without closing it. Both methods incur some

overheads, and thus these adjustments should not be made too often. There is a trade-
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off between transmission efficiency and processing efficiency in the design of dynamic

bandwidth allocation. On the one hand, a high transmission efficiency can always be

achieved by more frequent adaptation of the bandwidth to its required bandwidth.

On the other hand, since the decision of the dynamic bandwidth allocations is often

made at the network layer, the frequency of the bandwidth adaptation is limited by

the network processing time. Analysis shows that the video transmission bandwidth

needs to be adapted only at the interval of several hundred milliseconds, which is

feasible in the practical network design. Owing to the above reasons, predicting GOP

is suitable for practical applications. Fig. 3.7 shows the autocorrelation of the GOP

for Star Wars. Note that the autocorrelation is high, and thus better prediction

performance by our proposed fast non-linear adaptive algorithm [28] is expected. We

thus propose to use this algorithm to predict the GOP size.

Our proposed QoS guaranteed dynamic bandwidth allocation aQDBA) scheme

is based on the predicted GOP size and QoS requirements. We shall first define the

following notations.

• M— the number of frames in the GOP

• N— the number of frames to be transmitted per second ai.e., 30 frames/sec for

NTSC)

• p— required bandwidth utilization

• average bandwidth utilization during the service time

• ,u0 — initial bandwidth

• Bail)— allocated bandwidth at time slot i

• Hai)— queue size at the end of time slot i

• 4- average queue size
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• otherwise, Bail) = R, which keeps the bandwidth unchanged.

The QDBA algorithm at time slot i computes the queue size at the last time

slot, and computes the required bandwidth to meet the delay. Three cases are

to be considered in allocating the bandwidth. In the first case, if the current
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transmission rate exceeds the bandwidth utilization, it means that the predicted

bandwidth is smaller than the current transmission rate, and thus the bandwidth

utilization is smaller than required. In this case, a renegotiation is triggered, and

the QDBA algorithm will choose a larger one between the predicted bandwidth Rai)

and delay constrained bandwidth Rai) in order to ensure the guaranteed delay. In

the second case, if the current transmission rate is lower than the delay constrained

rate, the transmission rate is changed to meet the delay requirement. Otherwise, the

transmission rate is kept unchanged. Note that this algorithm provides the guaranteed

delay. If the delay is very stringent, the delay is met at the cost of the bandwidth

utilization. Simulations have been conducted on several video traces. For example,

for the Star Wars video trace, the prediction performance using the non-linear fast

convergence algorithm [28] has a 29% improvement over that of [14]. For prediction

itself, our fast algorithm can achieve better bandwidth utilization and QoS guarantees

than using the LMS prediction. This QDBA algorithm provides a delay guaranteed

bandwidth allocation at the given resource utilization.

Figure 3.8 shows the actual delay for the video trace Star Wars, in which case

the maximum allowed delay is T = 0.01s with bandwidth utilization p = 0.8. Note

that the maximum allowed delay is guaranteed. Figure 3.9 shows the actual allocated

bandwidth when the required resource utilization is p = 0.9 and the maximum allowed

delay is T = 0.1. The renegotiation frequency is f = 3629, and the average utilization

is /3=0.9266 for the whole one and a half hour video trace Star Wars. To reduce the

renegotiation frequency, we may decrease the bandwidth utilization p or increase

the maximum delay. Figure 3.10 shows the actual allocated bandwidth when p =

0.5, and T = 0.2. In this figure, the renegotiation frequency has been decreased

greatly, in which case f = 531. Figures 3.11 and 3.12 show the actual allocated

bandwidth under the same condition ap = 0.8 and T = 0.1s) for video traces Talk

Show and SoccerWM, respectively. Since SoccerWM is more "dynamic" than Talk
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Show, the renegotiation frequency in SoccerWM is expected to be higher than that

in Talk Show under the same bandwidth utilization and delay requirements. The

renegotiation frequency for Talk Show and SoccerWM is 376 and 755, respectively,

and the achieved bandwidth utilization is p = 0.9450 and j) = 0.9099, respectively.

Table 3.1 presents the simulation results of the impact of the maximum delay and the

required bandwidth utilization on the renegotiation frequency. The average queue

size is decreased with decreasing required bandwidth utilization and decreasing delay

as shown in Fig. 3.13.

3.2.3 Performance Analysis

The QoS guaranteed bandwidth allocation scheme allocates the bandwidth based on

the delay bound and required resource utilization. Note from Table 3.1 that the

achieved average bandwidth utilization is higher than the required most of the time.

Only in the case that the delay is very stringent and high utilization is required, is
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the average utilization lower than the required. This is attributed to the additional

flexibility provided by another constraint, delay. If the required delay is not satisfied,

it can trigger a negotiation to adapt the required bandwidth. The delay is met at the

cost of the bandwidth utilization.

The probability distribution of the prediction error and the corresponding

Gaussian-fit distributions are shown in Fig. 3.14. Note that the prediction error

is Gaussian-like. The PDF for the Gaussian random variable X is given by

Gaussian-like with Gaussian distribution. For the target bandwidth utilization p, we
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use R — Rp instead of R — Rob to decide whether to change the current transmission

rate in our algorithm; since Rob is not known at that time, we use the predicted value

to replace it. The achieved bandwidth utilization in our algorithm is changed to

Figure 3.14 PDF of the prediction error for Star Wars and the corresponding
Gaussian-fit distribution.

For the underestimated case En > 0, the achieved bandwidth utilization is

lower than the required; for the overestimated case e n < 0, the achieved bandwidth

utilization is higher than the required. The variation of the average bandwidth

utilization is ?id. The probability distribution of the random variable enis symmetric

as shown in Fig. 3.14. The probability of the random variable c ry, exceeding a threshold

(5 can be expressed as follows:
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where m and a > 0 are the mean and standard deviation of random variable E n and

the Q-function is defined by

The larger the threshold 8, the smaller the probability A[€ii > 6]. The change

of the bandwidth utilization ft is much smaller compared with 6, and at the same

time the probability distribution of E n is symmetric, and thus this effect on utilization

may be neglected. This can be proved from the statistical perspective. The expected

value of ii is expressed as follows:

Thus, the required bandwidth utilization can be achieved from the statistical

perspective. Actually, the average utilization is higher than the required if the delay

requirement is not very stringent. This is due to the algorithm which sets a threshold

of the utilization, which, if exceeded, triggers a renegotiation. If the delay constraint is

very stringent, the delay can be guaranteed at the cost of decreasing the bandwidth

utilization as shown in Table 3.1. Note from Table 3.1 that the achieved average

bandwidth utilization is higher than the required and the renegotiation frequency
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can be reduced by decreasing the required bandwidth utilization or increasing the

delay.

3.3 Summary

Dynamic bandwidth allocation based on predicted I frames is first proposed in this

chapter. As I frame is the largest in a GOP most of time, the CLR can be kept

small. From the buffering standpoint, instead of buffering highly correlated input

traffic directly, our proposed scheme buffers the residuals aerrors) of the prediction,

a rather "uncorrelated" process resembling white noise, thus requiring much smaller

buffer space.

In order to further improve bandwidth utilization and guarantee quality of

service, a delay guaranteed bandwidth allocation is also proposed in this chapter.

In this scheme, the bandwidth is allocated based on the predicted GOP, delay bound,

and bandwidth utilization. Simulation and analytical results demonstrate that this

scheme does provide the guaranteed delay with high bandwidth utilization, and thus

can be used for on line real time video delivery.



CHAPTER 4

SELF-SIMILAR TRAFFIC PREDICTION USING LEAST MEAN

KURTOSIS ALGORITHM

Recent studies of high quality, high resolution traffic measurements have revealed that

network traffic appears to be statistically self similar. Contrary to the common belief,

aggregating self-similar traffic streams can actually intensify rather than diminish

burstiness. Thus, traffic prediction plays an important role in network management.

In this chapter, Least Mean Kurtosis aLMK), which uses the negated kurtosis of

the error signal as the cost function, is proposed to predict the self similar traffic.

Simulation results show that the prediction performance is improved greatly over the

Least Mean Square aLMS) algorithm.

4.1 Introduction

Recent studies have shown that aggregate Internet traffic does not comply to the

Poisson model. It exhibits long term correlations which cannot be modeled by a

Markov model. Leland et al. [32] analyzed the Ethernet traffic data and showed that

the generally accepted argument for the "Possion-like" nature of aggregate traffic that

aggregate traffic becomes smoother as the number of traffic sources increases has very

little to do with reality. "Self-similar" or "fractal like" processes can describe more

effectively the actual network traffic. A self similar phenomenon exhibits structural

similarity across all aor at least a wide range) of time scales. For self similar traffic,

there is no natural length for a burst; traffic bursts appear on a wide range of time

scales. From a mathematical point of view, self similar traffic differs from other traffic

models in the following way [33]. Let s be a time unit representing a time scale, such

as s = 10' seconds ain = 0, ±1, ±2 ...). For every time scale, let X(s = X,Cis

denote the time series computed as the number of units apackets, bytes, cells, etc)

51
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per time unit s in the traffic stream. Traditional traffic models possess the property

that as s increases, the "aggregated" process, X is ) , tends to be a sequence of i. i. d.

random variables acovariance stationary white noise). However, for a self-similar

process, they either appear visually indistinguishable from one another a"exactly

self-similar") but distinctively different from pure noise, or they converge to a time

series with a non-degenerate autocorrelation structure a"asymptotically self-similar").

A mathematical definition of a self-similarity process will be given in Section 4.2.1.

Two formal mathematical models that yield elegant representations of the self-

similarity phenomenon are the Fractional Gaussian Noise aFGN) and the Fractional

Autoregressive Integrated Moving Average aFARIMA) processes. Since the FARIMA

process is much more flexible with regard to the simultaneous modeling of the short

term and long term behavior of a time series than the FGN process, the FARIMA

process is adopted here to simulate the network traffic.

The prediction of network traffic plays an important role in resource allocation

and network management. Many types of traffic have the property of Long Range

Dependence aLRD), and aggregated Internet traffic also shows long term correlations.

The higher correlation in the time domain, the longer the mean queue size, and thus

the delay will be long. From the network perspective, the key point is to assign

the link capacity to a given traffic in order to provide guaranteed quality of service.

By prediction, we can not only achieve this but also keep the bandwidth utilization

high. In this chapter, we propose to predict the self similar traffic by the least mean

kurtosis algorithm. This prediction is based on a higher order statistics rather than

the second order statistics used in the LMS algorithm. Simulation results show that

this LMK algorithm achieves better performance than LMS in predicting self similar

traffic generated by the FARIMA model. In Section 4.2, self-similar traffic and its

widely used models are introduced; the LMK algorithm is also proposed to predict
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the self similar traffic in this section. Section 4.3 presents the performance analysis

of our proposed scheme.

4.2 Traffic Prediction

The ability to predict traffic within a network is one of the fundamental requirements

of network design and management. The prediction quality depends on the amount of

uncertainty that accompanies the prediction and the nature of traffic itself. Prediction

must be as accurate as possible so that bandwidth and buffer resources are not wasted

and at the same time QoS can be guaranteed. The LMK algorithm is proposed to

predict the self similar traffic, and is shown to outperform the LMS algorithm.

4.2.1 The Self Similar Traffic Model

A self-similarity time series has the property that when aggregated, the new short

time series has the same autocorrelation function as the original. Each point in

the short time series is the sum of multiple original points. The self-similar process

is defined as follows [32]: Let X = aX t : t = 0, 1, 2, - • -) be a covariance stationary

stochastic process with mean it, variance a2 , and autocorrelation function r ak) , k > 0.

In particular, we assume that X has an autocorrelation function of the form

varying at infinity. For our discussion below, we

,mptotically constant. For each m = 1, 2, 3 • ,

denote the new covariance stationary time series

obtained by averaging the original series X over non-overlapping blocks of size m.

That is, for each m = 1, 2, 3, • 	 Xim) is given by



54

Its corresponding autocorrelation function is r(m). The process is called aexactly)

second-order self-similar with self-similarity parameter H = 1 — 12, if for all m =

X is called aasymptotically) second-order self-similar with self-similarity parameter

H = 1 — i3/2 if for all k large enough,

with r ak) given by Eq. a4.1). Intuitively, the most striking feature of aexactly or

asymptotically) second-order self similar process is that their aggregated process Xim)

possesses a non-degenerate correlation structure, as m ooh.

In practice, traffic model is often used to simulate the network traffic. An

important requirement of practical traffic modeling is to generate synthetic data

sequences that exhibit similar features as the measured traffic. For self-similar

traffic, there are two formal mathematical models: FGN and FARIMA processes,

that generate elegant representations of the self similarity phenomenon. Since the

FARIMA process is more accurate in simulating network traffic than FGN, we adopt

FARIMA to generate traffic used in this chapter.

The FARIMAap, d, A) process, an extension to ARIMAap, d, q), is defined as [34]:

where d is the indicator for the strength of long range dependence and assumes the

value between 0 and 1/2. Et is a Gaussian white noise, and
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are polynomials of degree p and A, respectively, in the backward shift operator B.

The operator V d = a1 — B) d can be expressed by the binomial expansion
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H = d + 0.5, and thus we can generate FARIMA traffic according to the parameter

H. In our simulations, the FARIMA traffic with H = 0.8 is used to evaluate the

performance of the LMK predictor.

4.2.2 The LMK Algorithm

Since the FARIMA model can yield elegant representations of the self similarity

phenomenon, and it is more flexible than FGN with regard to the simultaneous

short-term and long-term behavior of a time series, FARIMA is used to simulate

the network traffic.

Let X an) be the time series traffic generated by the FARIMA model. A path-

nrrlor linear ryrarlio+nr back + ha form



Tanrikulu et al. [36] have compared the computational complexities of LMS

and LMK, and found that LMS requires 0[2N + 1M, N + 1A] and LMK requires

0[2N + 5M, N + 3A] where N is the number of adaptive coefficients, M denotes

multiplication, and A denotes addition. Therefore, only four extra multiplications

and two extra additions which are independent of N are necessary for the LMK

algorithm.
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Table 4.1 Comparison of the SNR" Performance of LMK and LMS Predictors on
Self Similar Traffic

4.3 Performance Analysis and Comparison

A simulation is conducted on the self-similar traffic generated by the FARIMA model.

Since the self similar process has the the property of long range dependence, and

the history of long range dependence process has significant impact on the present

value of the process, it is natural to assume that the longer the dependence, the

better the prediction. string and Sirisena [38] considered the prediction of long

range dependent process and demonstrated that long-range dependence has only

marginal value in improving prediction. It is the short term correlation within

the structure of a self similar process rather than the long term correlation that

dominates the performance of the predictors. So the Akaike information criterion

is used to choose the best order not greater than 12. The AIC associates a cost

function with the order of the filter. It was found by numerous simulations that the

autocorrelation of the prediction error ean) is close to that of the white noise. Thus,

one-step, 12-order adaptive filter is used for both the LMK and LMS algorithm.

The performance of the algorithm is quantified by the inverse Signal to Noise Ratio

aS N R-i = e2(ri)  ). Table 4.1 shows the performance comparison of LMK based andE x2 (n)

LMS based predictors.

The Hurst parameter of the generated self-similar traffic is H = 0.8; this

simulation is repeated 50 times, and the resulting ensemble averaged SNR' is plotted
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for LMK and LMS in Fig. 4.1. Note that the step sizes are chosen as pqms = 0.6,

filmic = 0.7 that provide the least mismatch for each algorithm, in other words,

the least SNR- '. The forgetting factor in LMK is chosen to be ,C3 = 0.7 which

provides less mismatch and faster convergence. In Fig. 4.1, it is clear that LMK not

only converges as quickly as LMS but also produces significantly less prediction error;

thus, LMK outperforms LMS in predicting the self similar traffic. Table 4.1 shows the

performance comparison of SNR-1  for LMK and LMS. Note that LMK incurs smaller

prediction error in all experiments than LMS; ten results and their average values are

listed here. Thus, the performance has improved greatly if the LMK algorithm is

used instead of the LMS algorithm to predict the self similar traffic.

Figure 4.1 Averaged output SNR- ' versus number of iteration for self similar
traffic

4.4 Summary

Aggregate Internet traffic does not comply to the Poisson model, but can be more

effectively described by the self-similar process. In this chapter, the LMK adaptive

algorithm which uses the negated kurtosis of the error signal as the cost function to
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predict the self-similar network traffic generated by the FARIMA model is proposed.

Simulation results show that LMK incurs much smaller prediction error as compared

with LMS. Since the prediction performance can be improved greatly with only a

small extra computation, LMK can be used to effectively predict the real time network

traffic.



CHAPTER 5

REAL TIME VIDEO TRANSMISSION OVER DIFFSERV

Multimedia applications require high bandwidth and guaranteed quality of service.

The current Internet, which provides "best effort" services, cannot meet the stringent

QoS requirements for delivering MPEG videos. In this chapter, we first propose to

transport single layer MPEG videos through various service models of DiffServ, then

by considering QoS from both encoding side and network side, we further propose to

transport spatial scalable encoded MPEG videos over DiffServ. Performance analysis

and simulation results show that our proposed approaches can not only guarantee

QoS but can also achieve high bandwidth utilization.

5.1 The Current Internet

Internet offers "best effort" service, in which the network allocates bandwidth

among all of the instantaneous users as best as it can and attempts to service

all of them without making any explicit commitment as to the rate or any other

service quality [39]. Real time applications especially for MPEG video with bursty

characteristics often do not work well across the best effort service because of variable

queuing delays and congestion losses. The trend of recent and current developments

in IP networks is towards supporting end to end QoS. Both telecommunications

industry and research community have spent a great deal of effort on investigating

and developing network technologies that could provide QoS over IP based networks.

The first attempt focuses on providing an automatic optimization of IP traffic over

switched based networks such as ATM ae.g., MPOA, IP switching). However, the

main disadvantage of these approaches is that the application software does not have

an interface which can control the specific capabilities of the underlying network.

Another approach, proposed by the Internet Engineering Task Force, has focused on

61
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provisioning QoS support to the Internet service model. Two service models have

been proposed: the Integrated Service and Differentiated Service models.

5.1.1 Integrated Service

The Integrated Service model proposes two service classes in addition to Best

Effort Service: guaranteed service for applications requiring fixed delay bound, and

controlled load services for applications requiring reliable and enhanced best effort

service. It integrates these services with controlled link-sharing, and it is designed

to work well with multicast as well as unicast. The philosophy of this model is

that "there is an inescapable requirement for routers to be able to reserve resources

in order to provide QoS for specific user packet streams, or flows. This in turn

requires flow-specific state in routers" [2]. IntSery uses the Resource Reservation

Protocol as a working protocol for signaling in the IntSery architecture as shown in

Fig. 5.1. In order to make a reservation at a node, the RSVP daemon calls two

local decision procedures, admission control and policy control. Admission control

determines whether the node has sufficient available resources to supply the requested

QoS. Policy control determines whether the user has the administrative permission

to make the reservation. If either check fails, the RSVP program returns an error

notification to the application process that originated the request. If both checks

succeed, the RSVP daemon sets parameters in a packet classifier and packet scheduler

to obtain the desired QoS. The packet classifier determines the QoS class for each

packet and the scheduler orders packet transmission to achieve the promised QoS for

each packet.

This protocol assumes that resources are reserved for every flow requiring QoS

at every router hop in the path between the receiver and the transmitter, using end to

end signaling and must maintain a per-flow "soft state" at every router in the network.

"Soft state" regards the reservation state as cached information that is installed and
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Figure 5.1 Reservation process at a node.

periodically refreshed by the end hosts. Unused state is timed out by the routers.

If the route changes, the refresh messages automatically install the necessary state

along the new route [2]. Thus, every router has to maintain soft state for every flow

that passes through it. This makes IntSery considerably more complex and difficult

for a large user population. Because of this, Differentiated Service is introduced.

5.1.2 Differentiated Service

DiffSery is an IETF recommendation, which allows different QoS levels to different

classes of aggregated traffic flows, as opposed to individual flows. Traffic entering a

network is classified and possibly conditioned at the boundaries of the network, and

assigned to different behavior aggregates. Each aggregate behavior is identified by

a single Differentiated Service Code Point aDSCP). Within the core of the network,

packets are forwarded according to the Per-Hop Behaviors aPHBs) associated with

DSCP. The per hop behavior determines the priority, the maximum delay in the

transmission queues, the link sharing bandwidth, and the probability of a packet to

be dropped. There are two types of PHB: Assured Forwarding aAF) and Expedited

Forwarding aEF). Traffic that is characterized as EF will receive the lowest latency,

jitter, and assured bandwidth services. The AF PHB group provides delivery of IP
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packets in four independently forwarded AF classes, where each AF class is allocated

a certain amount of forwarding resources in each Differentiated Service aDS) node

[40].

The DiffSery model ensures high scalability by separating the operations

performed at the borders of the network from those accomplished in the core network.

The DiffSery architecture is shown in Fig. 5.2. Figure 5.3 shows the edge router

functions. Edge routers perform more complex tasks such as traffic classifying,

marking and shaping. The classifier is used to select packets based on the content of

packet headers according to the defined rules. Marking is the process of setting the DS

code point in a packet based on the defined rules. Shaping is the process of delaying

packets within a traffic stream to make it conform to some defined traffic profile. The

temporal properties of a traffic stream selected by a classifier are measured in the

meter. The instantaneous state of this process may be used to affect the operation

of a marker, shaper, or dropper. Prioritized routing will be performed within core

routers. Bandwidth brokers perform admission control, manage network resources,

and configure leaf and edge routers. The function in core routers is to decide which

packet is to be sent to the next hop, in which order and at which rate. Queuing

disciplines are deployed in core routers.

In order for a customer to receive differentiated services from its Internet Service

Provider aISP), it must have a Service Level Agreement aSLA) with its ISP. A SLA

basically specifies the service classes supported and the amount of traffic allowed in

each class. A SLA can be static and dynamic. Static SLAB are negotiated on a regular

basis, e.g. monthly and yearly. Customers with dynamic SLAs must use a signaling

protocol, e.g., RSVP, to request for services on demand.

The key difference between IntSery and DiffSery is that IntSery provides end

to end QoS service on a per-flow basis, while DiffSery is intended to provide service

differentiation among the traffic aggregates to different users over a long time scale,
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Figure 5.3 Edge router function

and is thus more scalable and less complex than IntServ. Here, we propose to transmit

real time videos over DiffSery using EF and AF class, i.e., I frame packets by EF PHB,

and P and B frames by AF PHB.

5.2 Transporting Single Layer MPEG Videos over DiffSery

MPEG employs both intraframe and interframe coding techniques for compression.

To decode a B frame, both the previous and future I and P frames are needed; to

decode a P frame, the previous P or I frame is needed. Thus, different frames should

be treated differently.



66

5.2.1 Transporting Architecture

DiffSery provides two types of PHB: EF and AF. The EF PHB, often referred to as

the Premium service [40] [4B], is defined as a forwarding treatment for a particular

DiffSery aggregate where the departure rate of the aggregate's packets from any

DiffSery node must equal or exceed a configurable rate. The EF traffic should receive

this rate independent of the intensity of any other traffic attempting to transit the

node [4B]. The AF PHB group provides delivery of IP packets in four independently

forwarded AF class aaAF1, AF2, AF3, AF4). Within each AF class, an IP packet can

be assigned one of three different levels of drop precedence. A DS node must allocate

a configurable, minimum amount of forwarding resources to each implemented AF

class. Thus in a DS node, the level of forwarding assurance of an IP packet depends

on

• How much forwarding resource has been allocated to the AF class that the

packet belongs to.

• What the current load of the AF class is.

• In case of congestion within the class, what the drop precedence is.

In the following, we assume that one frame is packetized into one packet, and

there are three AF classes and one EF class in the DiffSery domain. The network

topology is composed of two edge routers and one core router conforming with the

IP DiffSery model. The edge router is responsible for classifying arriving packets to

the appropriate class and connect the DS domain to other DS or non-DS-capable

domains. Within the core router, packets are forwarded according to the per-hop

behavior associated with the DS code point. In our scheme, B0Mbps link Ethernet is

considered. AFB, AF2, AF3 are each allocated with a bandwidth of 2Mbps and the

EF class is allocated 4Mbps. Class Based Queuing aCBQ) [42] is used to manage EF

and AF service classes so that each user can receive the appropriate resources based



67

on packet marking. The respective class of data packets is identified as a DSCP in

the Internet Protocol header. Since I frames are the most important and largest of

the three types of frames, our IP DiffSery MPEG video packet marking algorithm

can be summarized as follows [43]:

• if the arriving packet belongs to I frame

DSCP=EF

• if the arriving packet belongs to P frame

DSCP=AF low drop precedence

• if the arriving packet belongs to B frame

DSCP=AF medium drop precedence

Within the DiffSery domain, each DSCP is mapped to a PHB. The PHB specifies

the service by which the data packets are transported to the next hop.

5.2.2 Simulation Results and Performance Evaluation

In MPEG, frames do not have the same importance as some frames depend on the

others, and so we propose to assign different frames to different PHBs. In our scheme,

I frames are transmitted by EF class, and P and B frames are transmitted by AFB

class with different drop precedence. Here, different drop precedence is treated as

allocating different bandwidth to P and B frames, as P frames are more important

than B frames and have large size. The excess bandwidth left in the AFB class

is allocated to A and B frames proportionately. Not only can QoS be guaranteed

but a high bandwidth utilization can also be achieved by using this approach, as

demonstrated by simulations on the B.5 hour Star. Wars video.

Figure 5.4 shows the average delay of I frames at different EF class bandwidth.

In our scheme, 4Mbps is allocated to the EF class with the average delay close to 0,

so the QoS of I frames is guaranteed using the EF class, and at the same time the
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Figure 5.4 Average delay of I frames at different EF bandwidth

high bandwidth utilization can be achieved. Since an I frame is usually inserted into

a stream approximately every half second, if we define one frame duration as a time

slot a33ms for NTSC, 40ms for PAL) and the number of frames in each GOP is 12,

an I frame occupies only one out of B2 time slots; i.e., the EF traffic load attributed to

I frames is rather small as shown in Fig. 5.5; other traffic flows in the EF can benefit

from this. If we transmit all frames over EF, although QoS can be guaranteed, the

bandwidth utilization becomes very low, because A and B frames are much smaller

than I frames, and thus the bandwidth is wasted most of time. Figure 5.6 shows the

transmission time of I frames using EF with a bandwidth 3.8Mbps for video trace

Star Wars. Note that the delay of I frames can be guaranteed and the average delay

is close to 0 as shown in Fig. 5.4.

A and B frames are transmitted by the AFB class. A frames are allocated

0.8Mbps and B frames are allocated 0.4Mbps. Since an AF class may also be

configured to receive more forwarding resources than the minimum when excess

resources are available either from other AF classes or other PHB groups [44]. Here,
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Figure 5.5 Traffic load of EF class when transmitting I frames

the algorithm to allocate the "excess" bandwidth left in the AF1 class to P and B

frames according to their DSCP is proposed.

where Rep and Re are the actual bandwidth allocated to A and B frames

respectively; Rp and RB are the minimum bandwidth allocated to A and B frames,

respectively. Rleft is the leftover bandwidth of AFB class, T oad is the current traffic

load, and Alb, A2 are weights for A and B, respectively. Figures. 5.7, and 5.8 show the

average delay of I, P and B frames versus different traffic load. Note that the average

delay for I frames, regardless of the traffic load, is close to 0, i.e., QoS is guaranteed,

because the EF class provides the departure rate of the aggregate packets equal or

exceed a configurable rate. The EF traffic should receive this rate independent of the
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Figure 5.6 Transmission time of I frames for Star Wars

intensity of any other traffic attempting to transit the node. The average delay of

P and B frames varies with the current traffic load and depends on how the excess

resource left in the AF1 class is allocated to A and B frames. Figure 5.7 shows the

average delay of A and B frames when Alb = 0.8, A2 = 0.2. If we want to decrease the

average delay of P frames, we can adjust the values to Alb = 0.9, A2 = 0.B; the average

delay is shown in Fig. 5.8. Fig. 5.9 shows the average delay of A and B frames with

different weights.

Figure 5.10 shows the average delay of I, A, and B frames in the "best-effort"

scenario, i.e., the current Internet. 4Mbps is allocated to the real time traffic. The

average delay of I frame becomes larger with the current traffic load increasing, but it

has less effect on the P and B frames because they have a smaller frame size. I frame

is the most important of all the three frame types, as the other two types of frames

depend on it; if the delay exceeds the playback time, the I frame will be deleted, and

at the same time, the other frames which depend on I frames will be deleted. As the I

frame has not been given the high priority in the "Best Effort" scenario, QoS cannot
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Figure 5.11 Bandwidth utilization in the Best Effort scenario

be guaranteed. If the traffic load is light in the "best-effort" network, we can achieve

good QoS, but the bandwidth utilization is very low as shown in Fig. 5.11.

5.3 QoS Guaranteed Multiple Layer MPEG Video Transmission over

DiffSery

The end quality of video depends not only on the network QoS parameters, but also

on the encoded video quality. In order to provision QoS, we need to consider QoS

from two aspects: network and encoding sides.

At network side, DiffSery differentiates QoS levels into different classes of

aggregated traffic flows as discussed in Section 5.1.2. It provides scalable service

without the need for per-flow state and signaling at every hop. Thus, DiffSery is used

to transport layered videos.

At the encoding side, it is necessary to make an appropriate choice of a video

compression algorithm that well matches the particular channel characteristics [45].

If the exact rate at which the network can carry information without any impairment
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is known, then the best video quality will be achieved by compressing videos to fit

exactly within that rate. Secondly, videos carried in the future networks will be

to a large extent scalable encoded videos. Scalable encoded videos will dominate

because they facilitate heterogeneous multimedia services over heterogeneous wire

line and wireless networks. Thirdly, sometimes lowering the quality at the encoder

but suffering few channel losses usually results in better decoded quality than allowing

losses to occur during transmission, even if the encoded quality was superior in

this high loss transmission. In other words, it is better to lower the quality of

the videos at the encoder side, thus decreasing the bit rate of the videos during

network congestion or severe network conditions, than to maintain high quality at the

encoding side but to suffer high loss in which the change of the video quality cannot be

controlled, but the change of the video quality at the encoder can be controlled. Thus,

scalable video coding is introduced. There are three main types of scalability: spatial

scalability, temporal scalability and SNR scalability. Spatial scalability is defined

to support different picture resolutions in a single video stream. SNR scalability

facilitates at least two different video qualities. The video information provided by

the base layer can be improved by one or more enhancement layers carrying additional

information. However, the base and enhancement layers have the same spatial video

resolution. Temporal scalability is usually achieved by skipping certain frames of a

video sequence.

In this scheme, the MPEG layered video traces provided by Martin Reisslein et

al. [46] are used. Figure 5.12 shows the overview of encoding modes. Single layer anot

scalable) encoding, temporal scalable encoding, and spatial scalable encoding are the

three main categories of encoding modes. The spatial scalable encoded video traces

adopted here are encoded into two layers: a base layer and an enhancement layer.

The base layer provides video frames that are one fourth of the original size. Adding

the enhancement layer to the base layer restores the original video frames. In order
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Figure 5.12 Overview of MPEG4 encoding modes

to reduce the video bit rate during periods of network congestion, the enhancement

layers are either not transmitted or dropped from the severs or routers. Single layer

encoded videos are also used to compare performance with layered videos through

different networks.

5.3.1 Transport Architecture

The DiffSery architecture [47] is shown in Fig. 5.13 where the source and destination

are connected through domains A and B. Each domain consists of a Bandwidth

Broker aBB), core, edge, and leaf routers. The BB will exchange control messages

with edge and leaf routers for the purpose of resource management. From this point

on, leaf routers are interchangeably referred to as edge routers. The edge router

is responsible for classifying arriving packets to the appropriate class and connect

the DS domain to other DS or non-DS capable domains. Within the core routers,

packets are forwarded according to the PHB associated with each DS code. There

are several packet scheduling algorithms such as Priority Queuing aPQ), Weight Fair

Queuing aWFQ), and Class Based Queuing aCBQ). PQ is a basic scheme that simply

allows designed high priority traffic first access to available bandwidth; it provides

no means of controlling the allocation of bandwidth. Also, PQ often results in all

but the highest priority applications being completely starved of bandwidth. WFQ
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overcomes this limitation by providing for each of a small number of traffic classes

a fixed proportion of bandwidth. Its drawbacks are that classification is complex

and limited, and explicit rate control for traffic classes is not ensured. CBQ was

developed as a progression of earlier efforts such as WFQ to give IP a more flexible

set of service parameters. So, in this thesis, CBQ is used to manage AFB class with

different drop precedence. We propose to use AF1 class to transport the layered video

traffic. A Differentiated Service node must allocate a configurable, minimum amount

of forwarding resources to each independent AF class.

The spatial scalable encoded video traces are used here 1 . Every encoded frame

has a base layer and an enhancement layer. If the base layer is lost, the respective

enhancement is of no use. Our IP DiffServ MPEG spatial layered video packet

marking algorithm can be summarized as follows:

• If the arriving packet belongs to the base layer, DSCP=AF1 low drop

precedence.

• If the arriving packet belongs to the enhancement layer, DSCP=AF1 medium

drop precedence.

'The spatial scalable encoded video traces used in this chapter were the courtesy of Martin
Reisslein et. al of Arizona State University.
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• If the arriving packet belongs to the FTP traffic, DSCP=AFB high drop

precedence.

MPEG employs both intraframe and interframe coding techniques for

compression. To decode a B frame both the previous and future I and P frames

are needed; to decode a P frame, the previous P or I frames is needed [48]. For the

GOP pattern of 1B1B2P1B3B4P2B5B6P3B7B8i, the discard of different frames of the

base layer has the following impact:

• The discard of an I frame results in the discard of 14 frames and related

enhancement frames.

• The discard of A1 frame results in the discard of 11 frames and related

enhancement frames.

• The discard of A2 frame results in the discard of 8 frames and related

enhancement layers.

• The discard of A3 frame results in the discard of 5 frames and related

enhancement layers.

• B frame discard results in no additional frame discard.

This dropping policy can be deployed at edge router ER1 to reduce the traffic

load of the domain B network. In our scheme, if the base layer packets dropped

at core routers belong to I frames, the related 14 base layer frames, and respective

enhancement layer frames are dropped at ER1, because these related frames are of no

use without the reference frame I. For the loss of different P frames, the related frames

are dropped at edge router ERB based on the above dropping policy. If the packets

dropped at core routers belong to the enhancement layer, no additional frames are

dropped at ER1. Each frame of the enhancement layer is used only to improve the

quality of the same frame in the base layer; it has no impact on other frames.
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Figure 5.14 Comparison of PSNR through different networks for "Silence of the
Lambs" with medium quality atraffic load 0.7).

5.3.2 Simulation Results and Performance Evaluation

In our scheme, the base layer is transmitted by AFB class with low drop precedence,

and the enhancement layer is transmitted by AFB class with medium drop precedence.

Here, we treat different drop precedence as allocating different bandwidth. We define

one frame duration as a time slot a33ms for NTSC, 40ms for PAL). At every time

slot, the base layer is transmitted first; if there is leftover bandwidth, transmit the

enhancement layer and the FTP traffic. The buffer size for the base and enhancement

layers is 4000 bits, respectively. The AF class may also be configured to receive more

forwarding resources than the minimum allocated when excess resources are available

either from other AF classes or from other PHB groups [44]. The minimum bandwidth

allocated to AFC is 2Mbps; the excess bandwidth derived from other classes depends

on the traffic load with the maximum of 2Mbps.

The end video quality is evaluated by PSNR defined as follows:



17 (1

In our scheme, we consider spatial scalable encoded videos in CIF aCommon

Intermediate Format 352 x 288 pixels for each frame). Decoding only the base layer

produces the video in QCIF aQuarter CIF 176 x 144 pixels for each frame), while
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decoding both layers restores the video in the CIF format [46]. Note that the base

layer QCIF format may be up-sampled and displayed in the CIF format: this up-

sampling results in coarse-grained, low quality CIF format video. Fig. 5.14 shows the

comparison of the original and achieved PSNR through different networks at traffic

load 0.7 for the video trace "Silence of the Lambs" with medium quality. Here, the

medium quality means that the quantization parameters set for I, P, and B frames

are 10, 14, and 16, respectively; for high quality, 4, 4, and 4, respectively [46]. We

assume domains A and B are both DS capable 10Mbps Ethernet link. In DiffServ, the

spatial layered video is transmitted. In the "best effort" scenario, 2Mbps is allocated

to the real time traffic. Medium quality single layer video is transmitted in the "best

effort" scenario. From Fig. 5.14, we note that the original PSNR of each frame can

be achieved most of the time in DiffServ; even at congestion, we still can keep the

QoS of the base layer, and the dropping of enhancement layer frames has no impact

on other frames. Fig. 5.15 shows the PSNR comparison in transmission of the high

quality video trace "Silence of the Lambs" with the same network condition as for

the medium quality video trace. The average original PSNR for this trace is 37.8 dB;

by transmitting through different networks, the achieved average PSNR is 35.8 dB

for our proposed scheme, while the average achieved PSNR is only 22.6 dB in the

"best effort" service. Fig. 5.16 shows the achieved average PSNR of the video trace

"Silence of the Lambs" with high quality level transported through DiffServ and the

"best effort" service at different traffic loads. Note that the traffic load has less impact

on the achieved average PSNR in DiffServ than in the "best effort" service because

we may drop the bandwidth carrying the enhancement layer and keep the base layer

in DiffServ during congestion. The QoS cannot be guaranteed in the network that

provides the "best effort" service, because the QoS depends on the current traffic

load.
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Figure 5.16 Achieved average PSNR at different traffic loads for the video trace
"Silence of the Lambs".

5.4 Summary

DiffServ provisions QoS in the IP network and provides a less complex and more

scalable method as compared with IntServ. If we transmit all MPEG frames over

EF, although QoS can be guaranteed, the bandwidth utilization becomes very low.

Our proposed scheme by separating I frames from P and B frames and transporting

them over different PHBs not only guarantees QoS but also achieves a high bandwidth

utilization.

By taking into consideration the end video quality from the network and

application levels, we have further proposed transmitting spatial scalable encoded

videos through DiffServ using the AF class. Simulation results show that our proposed

method can achieve the original PSNR most of the time. Even during congestion, we

can still maintain the basic QoS of the video trace by keeping the base layer. Traffic

load has less impact on our end quality because we give high priority to the base layer,

thus maintaining the basic quality. Since there may be several domains between the
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source and destination, our proposed dropping policy at the egress edge router can

reduce the traffic load which would otherwise traverse through other DS or non DS

capable domains along the path, thus increasing the bandwidth utilization in other

domains.



CHAPTER 6

CONCLUSIONS AND FUTURE WORK

VBR traffic is one of the major services to be supported by broadband packet switched

networks. Transporting VBR video streams while guaranteeing a required level of QoS

is a challenging problem due to the bursty nature of the MPEG video traffic. In this

dissertation, we first propose to predict the relative size change of I frames using LMS

algorithm, i.e., Usk instead of the original sequence Ik . Owing to a smoother sequence

skicompared with the original one and the composite sequence, better prediction has

been achieved. One problem associated with LMS algorithm is its slow convergence.

In VBR video traffic characterized by the frequent scene changes, the LMS algorithm

may result in an extended period of intractability, and thus experience excessive

cell loss during scene changes. A variable step size is thus proposed to overcome this

drawback, first using KVSA, and later VSA. Our simulations show that VSA not only

incurs small prediction errors but more importantly also achieves fast convergence.

This new algorithm converges faster, and hence tracks scene changes better.

The prediction, when combined with dynamic bandwidth allocation, can

provision both network efficiency and QoS guarantees. There is a trade-off between

the network utilization and the overhead for bandwidth negotiation. In this

dissertation, a dynamic bandwidth allocation based on the predicted I frame has

been proposed. Since only I frame need to be checked, this method has greatly

reduced the renegotiation frequency with a small CLR. The spectral density of the

prediction errors has been justified analytically to be rather uncorrelated, and thus

using small buffer space. To further improve the bandwidth utilization, QDBA

bandwidth allocation scheme has been proposed to allocate bandwidth for video

traffic. This scheme is based on buffer monitoring and the predicted GOP using VSA;

83
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the goal of this scheme is to meet the stringent QoS requirements with an acceptable

utilization. Simulations and analytical results demonstrate that this scheme does

provide the guaranteed delay, and thus can be used for on-line real time video delivery.

Network traffic appears to be self similar, and self similar traffic has great impact

on network performance. Thus, network traffic prediction plays an important role in

network management. LMK, which uses the negated kurtosis of the error signal as

the cost function, is proposed to predict the self similar traffic. Simulation results

show that LMK incurs much smaller prediction error as compared with LMS. Since the

prediction performance can be improved greatly with only a small extra computation,

LMK can be used to effectively predict the real time network traffic.

DiffServ provisions QoS in the IP network and provides a less complex and

scalable method as compared to IntServ. If we transmit all MPEG frames over EF,

although QoS can be guaranteed, the bandwidth utilization becomes very low. Our

proposed scheme in transporting different frames through different service classes of

DiffServ not only guarantees QoS but also achieves a high bandwidth utilization. By

taking into consideration the end video quality from the network and application

levels, we have further proposed transmitting spatial scalable encoded videos through

DiffServ using the AFC class. Simulation results show that our proposed method can

achieve the original PSNR most of the time. Even during congestion, we can still

maintain the basic QoS of the video trace by keeping the base layer. Traffic load

has less impact on our end video quality because we give high priority to the base

layer, thus maintaining the basic quality. Our proposed dropping policy at the egress

router can reduce the traffic load which would otherwise traverse through other DS

or non DS capable domains along the path, thus increasing the bandwidth utilization

in other domains.

As the end video quality depends on both application level QoS control and

network support, a promising future research direction is to combine these two aspects
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and design an efficient control system to meet the stringent QoS requirements of

multimedia streaming with acceptable network resource utilization. The original

design of IP network fails to effectively support large scale content delivery like

streaming media multicast. While "IP multicast" is an extension to provide

multi-point packet delivery, there are still many issues in deploying IP multicast such

as scalability, network management, and deployment. Application level multicast,

aiming at building a multicast service on top of the Internet, is a promising research

direction.
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