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ABSTRACT

NEW FULL WAVE THEORY FOR PLANE WAVE SCATTERING BY A ROUGH DIELECTRIC SURFACE —THE FICTITIOUS CURRENT METHOD

by

Byung-Tae Yoon

A new full wave method for scattering of plane waves from a rough dielectric surface is developed. This new theory begins by postulating a zero–order field solution which does not satisfy Maxwell’s source–free field equations. The zero-order field, however, is made to satisfy Maxwell’s source equations. This is done by introducing a fictitious volume current distribution. Since the original problem does not possess a volume current distribution, its introduction represents a measure of the error in the postulated zero-order solution. To improve this solution, the fictitious volume current distribution is cancelled by the introduction of a second fictitious current distribution, consisting of an infinite number of fictitious sheet current densities. Each sheet current distribution meanwhile produces a mode field that does not satisfy Maxwell’s source-free equations. To insure that the mode fields are electromagnetic fields, they are required to satisfy Maxwell’s equations with sources; this dictates the introduction of fictitious first-order volume current distributions. The superposition of the mode fields constitutes the first-order solution. The procedure is continued so as to generate a series solution. The theory is developed for both TE- and TM- polarization.

This new full wave theory is shown to yield good agreement with Method of Moments (MoM) solutions, which are extremely accurate but computationally intensive, whereas the new full wave theory provides a formula with a single integration. The new
theory is applied to both random rough surfaces and deterministic rough surfaces. The solution in first-order satisfies reciprocity and the theory intrinsically provides an error criterion to assess its accuracy. The results are also shown to yield the correct solution for plane wave scattering from perfect metal rough surfaces. This new full wave method for scattering by a dielectric rough interface provides enhanced physical insight and permits a systematic procedure for obtaining higher-order terms in the series representation of the scattered field.
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CHAPTER 1
INTRODUCTION

Since all real surfaces are rough, scattering from such surfaces is of interest in many diverse research areas, such as, optics, spectroscopy, radio-astronomy, remote sensing, physics of solids, sonar detection, medical ultra-sonic, radar imaging and communication theory. As such, an extensive number of journal publications exists on the subject. Lord Rayleigh first undertook the study of rough surface scattering in 1877 and since 1950 an intensified development has occurred to address this important problem. At present, all analytical methods that have been developed to study rough surface scattering have yielded approximate solutions that apply over a limited range of surface parameters. Hence, the general scattering problem still remains an unsolved problem and strong interest persists to develop new analytical approaches to obtain better solutions.

In the research here, a new full-wave method for scattering by one-dimensional dielectric rough surfaces is developed for TE- and TM- polarization. In Chapter 2, the new full-wave method is formulated and used to treat the specific case of TE polarization. The method consists of initially postulating a zero-order field solution, called the primary field, at the local elevation of the rough surface. The postulated primary or zero-order field solution satisfies all boundary conditions but does not satisfies Maxwell’s source-free equations. The primary field, however, does satisfy Maxwell’s equations but with current sources. Since these current densities are not physically present in the original problem, they are referred to as fictitious primary volume current densities. These fictitious volume current densities have to be eliminated in order to obtain the field
solution to the original problem. This is accomplished by introducing fictitious first-order sheet current densities to fill the region where the primary volume current densities exist. The sheet current densities are taken such that they cancel the fictitious volume current sources. The sheet currents are generated by constructing appropriate modal fields. These wave fields satisfy the boundary conditions and Maxwell's equations with source and form a complete, orthogonal system. A superposition of these modal fields yields the first-order field solution. When added to the primary field solution, an approximate expression for the total field is obtained both above and below the rough surface. The modal fields satisfy Maxwell's equations with first-order fictitious volume current sources. These first-order volume current sources must be smaller than the primary volume current sources in order for the method to yield a good approximate series solution that converges.

The field solution for the TM polarization case is obtained in a similar fashion as the TE case and is described in Chapter 3. While the primary field of the TE case satisfies the rough surface boundary conditions, the primary field of the TM case requires the introduction of fictitious surfaces currents to insure satisfaction of the surface boundary conditions. Hence, obtaining the scatter field for the TM case is more involved. Verification of this new full wave theory for both polarization is presented in Chapter 4, where the scatter fields are shown to satisfy reciprocity and to reduce to the correct solutions for the case of plane wave scattering from a perfectly conducting rough surface. An error criterion is also developed.

Numerical results are presented in Chapter 5. The new full wave theory is compared to patterns determined by using a purely numerical method. The numerical
method called the Method of Moments (MoM) is used to evaluate the rigorous integral equations for both TE- and TM- polarization. Comparisons are presented for two different surface characterizations, Gaussian random surfaces and deterministic surfaces. Data for the scatter patterns resulting from random surfaces were produced using the Monte Carlo method. It is shown through these comparisons that the fictitious current method produces results that agree very well with the results generated by the Method of Moments.
An obliquely incident TE polarized monochromatic electromagnetic plane wave is assumed to be scattered by a one-dimensional dielectric rough surface that separates air from an ideal dielectric. Scattered fields exist both in the air region and in the dielectric region. The physical geometry under consideration is two-dimensional with no variation along the y-axis and is shown in Figure 2.1. A finite rough surface segment is shown to lie in the range from \( z = -L \) to \( z = +L \). The surface is arbitrary and is specified by the
profile \( x = D(z) \) with the constraints \( D(\pm L) = D(\pm L) = 0 \), where the prime indicates differentiation with respect to \( z \). The region \( x < D(z) \) is filled with a lossless dielectric with dielectric constant \( \varepsilon_r \).

To be a solution, the total field must satisfy both the time-harmonic source free Maxwell’s equations and all boundary conditions. The initial postulate for the total field solution, i.e., the primary or zero-order field, is obtained by requiring first that the boundary conditions be satisfied. This field is chosen to satisfy the boundary conditions, but does not satisfy the Maxwell’s source free equations. However, the primary field satisfies Maxwell’s equations with fictitious volume current densities given, in general, by

\[
\nabla \times E = -j\omega \mu_0 H - M \quad (2.1a)
\]
\[
\nabla \times H = j\omega \varepsilon_0 E + J \quad (2.1b)
\]
\[
\nabla \cdot E = 0 \quad (2.1c)
\]
\[
\nabla \cdot H = 0 \quad (2.1d)
\]

For the TE polarization case, the fictitious electric volume current density \( J \) is non-zero while the fictitious magnetic volume current density is zero. The volume currents do not exist physically, but are needed to support the primary field. To obtain a solution to the original problem depicted in Figure 2.1, these current distributions have to be eliminated. This is accomplished by introducing a second fictitious current distribution of equal magnitude but \( 180^\circ \) out of phase with the primary volume current density.
This second fictitious current distribution consists of a superposition of orthogonal sheet currents, chosen such that they form a complete, orthogonal system. Each sheet current lies in a plane at $z = z_i$ ($-L \leq z_i \leq L$, $-\infty < x < \infty$) and is defined by a postulated modal field structure. More details will be presented in Section 2.2.

### 2.1 Primary Field

The expression for the primary or first-order field due to scattering from the rough surface defined above is inferred by the structure of the field scattered from a planar or flat surface that is prescribed by the surface profile $x=D=\text{constant}$. This auxiliary problem, i.e., the determination of the field above and below a planar interface between air and a dielectric that results when an obliquely incident TE polarized plane wave from air strikes an ideal dielectric is well known. The rigorous solution to this scatter problem consists of incident, reflected and transmitted plane waves. This wave set satisfies the boundary conditions of continuity of both the tangential electric field and tangential magnetic field at the planar surface. A similar field structure for the rough surface profile $x=D(z) \neq \text{constant}$ is then postulated. The incident electric field is the same for both cases, but the reflected and transmitted electric fields are modified to include the surface profile $D(z)$. As is shown below, the plane wave set for the rough surface profile ($x=D(z) \neq \text{constant}$) reduces to the plane wave set for the planar dielectric surface adjusted to the local elevation $D = \text{constant}$.

For the rough surface, the primary wave field is assumed to be expressed as

$$E_{\text{pa}}^p = E_j^j + E_y^r, \quad x > D(z)$$  \hspace{1cm} (2.2a)
\[ E_{yb}^r = E_{y}^i, \quad x < D(z) \] (2.2b)

where subscript \( a \) and \( b \) denote above the interface in air and below the interface in the dielectric, respectively. The geometry and the primary wave field are shown in Figure 2.2, where \( D=D(z) \).

The incident wave in air is assumed to be

\[ \tilde{E}^i = \bar{y}E_y^i = \bar{y}E_0^i e^{-j\beta_0 z + ju_0 x} \] (2.3)

where \( \beta_0 \) and \( u_0 \) are the \( z \) and \( x \) components of the incident wave vector with magnitude

\[ k^i = \bar{z}\beta_0 - \bar{x}u_0 \]

\[ k_{yc} = \bar{z}\beta_0 - \bar{x}v_0 \]

\[ E_{ya}^r = \Gamma_{ab} E_0^i e^{-j\beta_0 z - jux(x-2D)} \]

\[ E_{yb}^r = T_{ab} E_0^i e^{-j\beta_0 z + jux-(v_0-u_0)D} \]

Figure 2.2 Geometry and primary wave field.
In air, respectively. In the TE-case, Maxwell’s equations with source terms reduce to

\[
\frac{\partial E_y}{\partial z} = jk \eta H_x + M_x \tag{2.4a}
\]

\[
\frac{\partial E_y}{\partial x} = - jk \eta H_z - M_z \tag{2.4b}
\]

\[
\eta \left[ \frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} \right] = jk E_y + \eta J_y \tag{2.4c}
\]

where, \( k \) and \( \eta \) represent the wave number and intrinsic wave impedance, respectively, in each half-space. The tangential components of the primary electric field intensity and the tangential and normal components of the primary magnetic field intensities are continuous at the surface. These boundary conditions are written as

(a) continuity of tangential E-fields: \( E_{ya}^p = E_{yb}^p \) \( @ x=D(z) \) \( (2.5a) \)

(b) continuity of tangential of H-fields: \( H_{xa}^p + D'H_{xa}^p = H_{xb}^p + D'H_{xb}^p \) \( @ x=D(z) \) \( (2.5b) \)

(c) continuity of normal H-fields: \( H_{xa}^p - D'H_{za}^p = H_{xb}^p - D'H_{zb}^p \) \( @ x=D(z) \) \( (2.5c) \)

where \( D' = dD(z)/dz \). Equations (2.5) reduce to

\[
E_{ya}^p = E_{yb}^p , \ H_{xa}^p = H_{xb}^p , \ H_{za}^p = H_{zb}^p \ @ x=D(z) \tag{2.6}
\]

The primary electric field is postulated in the upper half-space (i.e., \( x \geq D \)) to be

\[
E_{ya}^p = E_0 (e^{-j\beta_0 z + j\omega t} + \Gamma_{ab} e^{-j\beta_0 z - j\omega (x-2D)}) \tag{2.7a}
\]

and in the lower half-space (i.e., in the region \( x \leq D \)) to be

\[
E_{yb}^p = E_0 (T_{ab} e^{-j\beta_0 z + j\omega x + j(\omega t - \gamma_0)D} \tag{2.8a}
\]

Note that the incident field in (2.7a) satisfies the source-free Maxwell’s equations, while both the reflected and the transmitted fields satisfy the Maxwell’s equations with sources.
The remaining magnetic field components are found using Maxwell's equations (2.4a,b) with \( M_x = M_z = 0 \). Hence, the primary magnetic fields in the upper half-space \((x \geq D)\) are

\[
H^P_{z0} = -\frac{u_0}{k_0 \eta_0} E_0' \left[ e^{-j\beta_0 z + j\mu_0 x} - \Gamma_{ab} e^{-j\beta_0 z - j\mu_0 (x-2D)} \right]
\]

(2.7b)

\[
H^P_{xb} = -\frac{1}{k_0 \eta_0} E_0' \left[ \beta_0 e^{-j\beta_0 z + j\mu_0 x} + (\beta_0 - 2u_0 D') \Gamma_{ab} e^{-j\beta_0 z - j\mu_0 (x-2D)} \right]
\]

(2.7c)

and the primary magnetic fields in the lower half-space \((x \leq D)\) are

\[
H^P_{z0} = -\frac{u_0}{k_0 \eta_0} E_0' \left[ \beta_0 \left( u_0 - v_0 \right) (u_0 - v_0) D' \right] e^{-j\beta_0 z + j\mu_0 x + j\left(u_0 - v_0\right) D}
\]

(2.8b)

\[
H^P_{xb} = -\frac{1}{k_0 \eta_0} E_0' \left[ \beta_0 \left( u_0 - v_0 \right) (u_0 - v_0) D' \right] e^{-j\beta_0 z + j\mu_0 x + j\left(u_0 - v_0\right) D}
\]

(2.8c)

where \( D = D(x) \) and the \( \Gamma_{ab} \) and \( T_{ab} \) denote reflection and transmission coefficients expressed as

\[
\Gamma_{ab} = \frac{u_0 - v_0}{u_0 + v_0}
\]

(2.9a)

\[
T_{ab} = \frac{2u_0}{u_0 + v_0}
\]

(2.9b)

\( v_0 \) is the \( x \)-component of the wave vector in the dielectric, i.e., \( v_0 = \sqrt{k_\epsilon^2 - \beta_0^2} \), with \( k_\epsilon = \omega \sqrt{\mu_0 \varepsilon_0 \varepsilon_r} = \sqrt{\varepsilon_r k_0} \) and \( \eta_0 = \sqrt{u_0 / \varepsilon_0} \).

The actual field solution must satisfy the Maxwell's source free equations with both \( M_z \) and \( J_y \) equal to zero in (2.4) and the boundary conditions in (2.6). The primary field solutions (2.7) and (2.8) satisfy the boundary conditions, but do not satisfy (2.4c) with \( J_y = 0 \). However, the primary field does satisfy Maxwell's equations (2.4) with a
single source term, namely, a fictitious electric current source \( J_y^p \), called the primary volume current density. The primary volume current density in each space can be found by substituting (2.7,8) into (2.4c). They are

\[
J_{yo}^p(x, z; u_0) = -jE_0^i \frac{2u_0}{k_0 \eta_0} \frac{(u_0 - v_0)}{u_0 + v_0} [2 \beta_0 D' - 2u_0 D'^2 + jD^*] e^{-j\beta_0 x - j\nu_0 (x - 2D)}, \quad x > D \tag{2.10a}
\]

\[
J_{yo}^p(x, z; v_0) = -jE_0^i \frac{2u_0}{k_0 \eta_0} \frac{(u_0 - v_0)}{u_0 + v_0} [2 \beta_0 D' - (u_0 - v_0) D'^2 + jD^*] e^{-j\beta_0 x + j\nu_0 (x + (u_0 - v_0))D}, \quad x < D \tag{2.10b}
\]

The primary current densities are zero beyond the rough surface region (i.e., in regions \(|z| > L\)) according to (2.10). The primary volume currents are not physically present and, therefore, are called fictitious current distributions. They are needed to support the primary field. To remove the primary volume current distributions, sheet current distributions are introduced. The sheets of current are assumed to be placed on planes located at \( z = z_1 \), which extend throughout the entire region where the primary volume currents are assumed to exist, i.e., throughout the region \(-L \leq z_1 \leq +L\), and extend to \( \pm \) infinity in the \( x \) and \( y \) directions; see Figure 2.3. Each sheet current is defined by a modal field specific to the geometry under investigation that satisfies the boundary conditions and Maxwell’s equations. Hence, the modal wave set consists of incident, reflected and transmitted plane waves (to be clarified later) that propagate in particular directions to the right and to the left of the sheet current.

Consider the primary volume current density at a specific point \( P(x, z_1) \) in the \( xz\)-plane. It can be cancelled by a superposition of “all” the first-order sheet currents that pass through this same point. The sheet currents themselves are expressed in terms of
groups of plane waves -called mode groups (to be clarified later). Sum of the mode groups forms a complete, orthogonal system. The superposition of these plane wave mode groups constitutes an integral representation over one spatial transform real variable $u$ in the range $0 \leq u < \infty$. Thus, the cancellation of the volume current by the superposition of the sheet currents is mathematically written as:

$$J^p_y(x, z_1; u_0) + \int_{u=0}^{\infty} J^{(1)}_y(x, z = z_1, u) du = 0$$

(2.11)

where the superscript (1) in $J^{(1)}_y$ denotes a first-order sheet current density. A plane wave integral representation is valid for a linear, homogeneous, stationary (time independent) and unbounded medium [11]. In the problem studied here, the geometry consists of two half- spaces and therefore the integral representation involves groups of plane waves that satisfy the boundary conditions at the interface. The first-order current sheets are determined by appropriately constructed orthogonal and complete mode fields, which will be discussed in Section 2.2.1.
2.2 Sheet Current

The expansion of the primary volume current ($J_p^r(x,z)$) in terms of a superposition of sheet currents is constructed such that they form a complete system of orthogonal functions. To obtain such a representation, each sheet current distribution in the plane $z=z_1$ is assumed to produce a particular group of plane waves—called the group modal field. Such a mode wave field is constructed to satisfy the boundary conditions and to
satisfy Maxwell’s equations, but with first-order volume current density $J^{(1)}_y$. At first, the structure of the mode fields is suggestive of the primary wave field, which consists of incident, reflected and transmitted plane waves. This structure is not satisfactory. Because of the geometry, two modal group fields are required and their structure is as follows. The group-1 mode field is chosen such that the only outgoing wave field of the group appears in the upper half-space. The group-2 mode field is chosen to have a single outgoing wave field in the lower half-space. These field structures are necessary to insure that the field decays in the far field.

2.2.1 Mode Structure

A schematic illustration of the group modal field structures that are used is depicted in Figure 2.4. For convenience, the plane waves constituting the mode groups in the regions $z<z_1$ are omitted. They can easily be visualized by constructing the mirror images about the symmetry plane $z=z_1$. The first mode group is seen to include one outgoing plane wave in the upper air region whereas the second mode group is shown to possess a single outgoing plane wave in the lower dielectric region.

For mode group-1, the outgoing plane wave in the upper air region is characterized by real values of $u$ in the range $0 \leq u < \infty$ with $\beta^2 = k_o^2 - u^2$ (see Figure 2.4) and mode amplitude $E_{\theta}^{(1)}(u,z_1,u_0)$. The values $v$ and $\beta$ specify the direction of the associated constituent plane wave of group-1 in the lower region that travels toward the interface. The $x$-components of the wave vectors in the air and dielectric regions are related by
Note that $\beta$ is the same in the air and dielectric regions because of the continuity of the tangential electric fields at the interface at $x=D(z)$. $A_1E_{01}^{g1}$ and $B_1E_{00}^{g1}$ are the mode amplitudes of the wave constituents that travel toward the interface in the air region and in the dielectric region, respectively. As mentioned, mode group-1 satisfies Maxwell's equations (with fictitious electrical volume current density) and satisfies the boundary conditions. The second mode group (mode group-2) is similar to the first mode group, but as noted has only one outgoing plane wave that exists in the dielectric. For plane waves belonging to the second mode group, $v$ is real and ranges over $0 \leq v < \infty$ with $\beta^2 = k_e^2 - v^2$; since $v$ is defined to be real, $u$ for mode group-2 can be real and purely imaginary (see Figure 2.6). The relative amplitudes for the plane waves traveling toward the interface $A_1$ and $B_1$ (or $A_2$ and $B_2$ for mode group-2) are found by using the boundary conditions to be:

$$v^2 - u^2 = k_0^2(\varepsilon - 1)$$ (2.12)
\[ A_1 = \frac{u - v}{u + v} = \Gamma_{ab} \] (2.13a)

\[ B_1 = \frac{2u}{u + v} = T_{ab} \] (2.13b)

\[ A_2 = \frac{2v}{u + v} = T_{ba} \] (2.13c)

\[ B_2 = \frac{v - u}{u + v} = \Gamma_{ba} \] (2.13d)

All field components in mode group-1 are obtained as

\[ E_{\gamma_0}^{g_1}(x, z) = E_0^{g_1} [e^{-jux} + \frac{u - v}{u + v}e^{jw(x - 2D)}]e^{-j\beta|z - z_1|} \] (2.14a)

\[ H_{\gamma_0}^{g_1}(x, z) = \frac{E_0^{g_1}}{\eta_0 k_0} u[e^{-jux} - \frac{u - v}{u + v}e^{jw(x - 2D)}]e^{-j\beta|z - z_1|} \] (2.14b)

\[ H_{\gamma_0}^{g_1}(x, z) = -\frac{E_0^{g_1}}{\eta_0 k_0} [\{\bar{u}e^{-jux} + (\bar{\beta} + 2uD')(\frac{u - v}{u + v})e^{jw(x - 2D)}\}]e^{-j\beta|z - z_1|} \] (2.14c)

\[ E_{\gamma_0}^{g_1}(x, z) = E_0^{g_1} (\frac{2u}{u + v})[e^{-j\pi - j(u - v)D}]e^{-j\beta|z - z_1|} \] (2.14d)

\[ H_{\gamma_0}^{g_1}(x, z) = \frac{E_0^{g_1}}{\eta_0 k_0} (\frac{2uv}{u + v})[\{\bar{\beta} + (u - v)D'\}]e^{-j\beta|z - z_1|} \] (2.14e)

\[ H_{\gamma_0}^{g_1}(x, z) = -\frac{E_0^{g_1}}{\eta_0 k_0} (\frac{2u}{u + v})[\{\bar{\beta} + (u - v)D'\}]e^{-j\beta|z - z_1|} \] (2.14f)

The field components in mode group-2 are

\[ E_{\gamma_0}^{g_2}(x, z) = E_0^{g_2} (\frac{2v}{u + v})[e^{j\pi - j(u - v)D}]e^{-j\beta|z - z_1|} \] (2.15a)
\[ H_{z_0}^{g_2}(x, z) = -\frac{E_0^{g_2}}{\eta_0 k_0} \left( \frac{2uv}{u + v} \right) \left[ e^{jux - j(u-v)D'} e^{-j\beta|z-z_1|} \right] \] (2.1b)

\[ H_{z_0}^{g_2}(x, z) = -\frac{E_0^{g_2}}{\eta_0 k_0} \left( \frac{2v}{u + v} \right) \left[ \{ \tilde{\beta} + (u - v)D' \} e^{jux - j(u-v)D} e^{-j\beta|z-z_1|} \right] \] (2.1c)

\[ E_{sb}^{g_2}(x, z) = E_0^{g_2} \left[ e^{jux} + \left( \frac{v-u}{u+v} \right) e^{-jv(x-2D')} e^{-j\beta|z-z_1|} \right] \] (2.1d)

\[ H_{sb}^{g_2}(x, z) = -\frac{E_0^{g_2}}{\eta_0 k_0} \left[ e^{jux} + \left( \frac{v-u}{u+v} \right) e^{-jv(x-2D')} e^{-j\beta|z-z_1|} \right] \] (2.1e)

\[ H_{sb}^{g_2}(x, z) = -\frac{E_0^{g_2}}{\eta_0 k_0} \left[ \tilde{\beta} e^{jux} + (\tilde{\beta} - 2vD') \left( \frac{v-u}{u+v} \right) e^{-jv(x-2D')} e^{-j\beta|z-z_1|} \right] \] (2.1f)

where \( \tilde{\beta} = \text{sgn}(z-z_1)\beta \).

Similar to the primary fields, the first-order (mode) fields given by (2.14)-(2.15) require the introduction of a fictitious electrical volume current distribution to be a solution to Maxwell’s equations. The first-order volume current densities for mode group-1 and group-2 are calculated by substituting (2.14) and (2.15) into (2.4c). Thus,

\[ J_{yo}^{g_1}(x, z) = j \frac{E_0^{g_1}}{\eta_0 k_0} \left( 2u \frac{u-v}{u+v} \right) \left[ 2\beta D' + 2uD'^2 + jD^* e^{jv(x-2D') - j\beta|z-z_1|} \right] \] (2.16a)

\[ J_{yb}^{g_1}(x, z) = j \frac{E_0^{g_1}}{\eta_0 k_0} \left( 2u \frac{u-v}{u+v} \right) \left[ 2\beta D' + (u-v)D'^2 + jD^* e^{-jv(x-2D') - j\beta|z-z_1|} \right] \] (2.16b)

\[ J_{yo}^{g_2}(x, z) = j \frac{E_0^{g_2}}{\eta_0 k_0} \left( 2v \frac{u-v}{u+v} \right) \left[ 2\beta D' + (u-v)D'^2 + jD^* e^{jux - j(u-v)D - j\beta|z-z_1|} \right] \] (2.16c)

\[ J_{yb}^{g_2}(x, z) = j \frac{E_0^{g_2}}{\eta_0 k_0} \left( 2v \frac{u-v}{u+v} \right) \left[ 2\beta D' - 2uD'^2 + jD^* e^{-jv(x-2D') - j\beta|z-z_1|} \right] \] (2.16d)
The first-order fictitious volume current densities are eliminated by introducing a superposition of the second-order sheet currents. By continuing this procedure, higher-order field solutions are obtained.

The first-order mode fields are produced by sheet currents with unspecified modal field amplitudes $E_0^{g1}$ and $E_0^{g2}$. These model amplitudes are determined by imposing the condition that a superposition of the first-order sheet currents eliminate the primary volume currents. For convenience, each sheet current density at $z=z_1$ is re-expressed in terms of orthogonal functions.

2.2.2 Modal Amplitude

The boundary condition - continuity of the tangential electric fields at the $z=z_1$ - shows that the electric field to the right equals the electric field to the left of the sheet currents located in a plane at $z=z_1$. This result is used in expressions (2.14)-(2.15) to show that $E_0^{g1} = E_0^{g1} = E_0^{g2} = E_0^{g2} = E_0^{g2}$ at $z=z_1$. The normal components of the magnetic fields, $H_z^{g1}$ and $H_z^{g2}$, are also continuous; this is seen by substituting $z=z_1$ into (2.14b,e) and (2.15b,e). The last boundary condition, which is the discontinuity in the tangential $x$-components of the magnetic fields at $z=z_1$, is used to determine the first-order sheet current density $J_{sy}$ since

$$J_s = \hat{z} \times [H_x^> - H_x^<]_{z=z_1} \quad (2.17a)$$

This boundary condition is rewritten as

$$J_s = \hat{y} J_{sy} = \hat{y} [H_x^> - H_x^<]_{z=z_1} \quad (2.17b)$$

which results in
Note that the modal amplitudes $E_0^{g1}$ and $E_0^{g2}$ are defined for each value of $u$ or $v$, respectively, for the same $z$-component of the wave vectors $\beta$ and for each value of $z_1$, with $D_1 = D(z_1)$. The first-order mode fields (2.14) to (2.15) are completely determined by finding the modal amplitudes via (2.11). This is accomplished by expressing the sheet currents in terms of the orthogonal functions given in (2.20). The orthogonal relations for the mode functions $\psi_{TE}^{g1}$ and $\psi_{TE}^{g2}$ can be shown to be (see Appendix A)

\[
\psi_{TE}^{g1}(x, z_1, u) = \begin{cases} 
e^{-jux} + \frac{u - v}{u + v} e^{jux - 2D_1}, & x \geq D_1 \\ \frac{2u}{u + v} e^{-jux - j(u-v)D_1}, & x \leq D_1 \end{cases} \quad (2.20a)
\]

\[
\psi_{TE}^{g2}(x, z_1, v) = \begin{cases} \frac{2v}{u + v} e^{jvx - j(u-v)D_1}, & x \geq D_1 \\ e^{jvx} + \frac{v - u}{v + u} e^{-jvx - 2D_1}, & x \leq D_1 \end{cases} \quad (2.20b)
\]

Note that the modal amplitudes $E_0^{g1}$ and $E_0^{g2}$ are defined for each value of $u$ or $v$, respectively, for the same $z$-component of the wave vectors $\beta$ and for each value of $z_1$, with $D_1 = D(z_1)$. The first-order mode fields (2.14) to (2.15) are completely determined by finding the modal amplitudes via (2.11). This is accomplished by expressing the sheet currents in terms of the orthogonal functions given in (2.20). The orthogonal relations for the mode functions $\psi_{TE}^{g1}$ and $\psi_{TE}^{g2}$ can be shown to be (see Appendix A)

\[
\int_{x=-\infty}^{+\infty} \psi_{TE}^{g1}(x, z_1, u') \psi_{TE}^{g1*}(x, z_1, u) dx = 2\pi \delta(u - u') \quad (2.21a)
\]
\[ \int_{-\infty}^{+\infty} \psi_{TE}^{g1}(x, z_1; v') \psi_{TE}^{g1*}(x, z_1; v) dx = 2\pi \delta(v - v') \] (2.21b)

\[ \int_{-\infty}^{+\infty} \psi_{TE}^{g1}(x, z_1; u') \psi_{TE}^{g2}(x, z_1; v) dx = 0 \] (2.21c)

\[ \int_{-\infty}^{+\infty} \psi_{TE}^{g2}(x, z_1; v') \psi_{TE}^{g2*}(x, z_1; u) dx = 0 \] (2.21d)

where * denotes complex conjugation.

To find \( E_0^{gl}(x, u; u_0) \), substitute (2.10) and (2.18) into (2.11), multiply by \( \psi^{g1}(x, z_1; u) \), and integrate with respect to \( x \) from \(-\infty\) to \(+\infty\) to obtain

\[ \int_{-\infty}^{+\infty} J_y \psi_{TE}^{g1*} dx + \int_{-\infty}^{+\infty} F_1(u') \psi_{TE}^{g1*} du' dx + \int_{-\infty}^{+\infty} F_2(v') \psi_{TE}^{g2*} dv' dx = 0 \] (2.22)

Use of the orthogonality relations in (2.21) reduces (2.22) to

\[ \int_{-\infty}^{+\infty} J_y \psi_{TE}^{g1*} dx = -2\pi F_1(u) \] (2.23a)

By replacing \( \psi_{TE}^{g1}(x, z_1; u) \) with \( \psi_{TE}^{g2}(x, z_1; v) \), (2.22) yields

\[ \int_{-\infty}^{+\infty} J_y \psi_{TE}^{g2*} dx = -2\pi F_2(v) \] (2.23b)

where \( F_1(u) \) and \( F_2(v) \) are given in (2.19). Note that the orthogonality relations given in (2.21) are written formally as shown, but more precisely can be written as

\[ \int_{-\infty}^{+\infty} F_1(u') \psi_{TE}^{g1} \psi_{TE}^{g1*} du' dx = 2\pi F_1(u) \), which can be verified rigorously. By solving (2.22), the first-order modal amplitudes for mode group-1 and mode group-2 are determined to be
Note that $P(1/u)$ is called the principal value of $u$; when $u \neq 0$ it behaves like $1/u$, but for $u=0$, it vanishes.

The first-order electric field is obtained by superimposing the modes of both groups given by (2.14a) and (2.15a) with modal amplitudes $E_0^{g1}, E_0^{g2}$ specified in (2.24). The superposition is a double integral which extends first over all values of the $x$-
component of the wave vector for each group, i.e., \( u \in [0, \infty) \) for mode group-1 and \( v \in [0, \infty) \) for mode group-2, and then over the physical space \( z \in [-L, L] \).

2.3 First-order Scattered Far Field

The expression for the first-order field solution depends on the location of the observation point relative to the spatial location of the sheet currents. There are three different expressions for the first-order field solution; each pertains to one of the regions \( z > L, z < -L \) and \(-L < z < L\) (since the phase term differs in each region). The far field is found from the expression pertinent to the region \( |z| > L \).

2.3.1 Upper Half-Space

The first-order field in the upper half-space \( (x > D(z) = 0 \text{ for } |z| > L) \) is expressed as a superposition of the orthogonal mode fields belonging to mode group-1 and mode group-2 as follows:

\[
E_{yo}^{(1)}(x, z) = \int_{-L}^{L} \int_{-L}^{L} E_{yo}^{g1}(x, z, z_1, u)du dz_1 + \int_{-L}^{L} \int_{-L}^{L} E_{yo}^{g2}(x, z, z_1, v)dv dz_1
\]  

(2.27)

where \( E_{yo}^{g1} \) and \( E_{yo}^{g2} \) are specified in (2.14a) and (2.15a), respectively, i.e.,

\[
E_{yo}^{g1}(x, z, z_1, u) = E_0^{g1}(z_1, u)\psi_{TE}^{g1}(x, z_1, u)e^{-j\beta z - z_1}\]

\[
E_{yo}^{g2}(x, z, z_1, v) = E_0^{g2}(z_1, v)\psi_{TE}^{g2}(x, z_1, v)e^{-j\beta z - z_1}\]

and the dependence on \( u_0 \) in \( E_0^{g1} \) and \( E_0^{g2} \) is suppressed.

Evaluations of the integrations over \( u \) and \( v \) in (2.27) give an expression for the field that displays a dependence on the surface height \( D(z) \) and on the square of the
surface slope \( D'(z)^2 \), but not on the second derivative \( D''(z) \). Because the mode field amplitudes \( E_0^{g_1} \) and \( E_0^{g_2} \) have singularities at \( u=u_0 \) and \( v=v_0 \) expressed by \( \zeta_1 \) and \( \zeta_2 \) in (2.26), respectively, these evaluations are done by first deforming the paths of integration off the real \( u \) or real \( v \) axes to avoid the singularities (see Figure 2.5), followed by the imposition of Cauchy's theorem. It can be shown that

\[
\int_0^\infty f(u)\zeta_1(u)du = \int_\Omega f(u)\frac{2u}{u^2-u_0^2}du \tag{2.28}
\]

where \( \zeta_1(u) \) is given in (2.26a), with a similar expression for \( \zeta_2(v) \). Figure (2.5) shows

![Figure 2.5 The integration path in the complex u plane.](image)

that no singularities are encountered in the deformation of the path off the real axis. Thus, the integral over the deformed path \( \Omega \) is equivalent to the integral over the original path along the real \( u \)-axis or real \( v \)-axis. Note that the path segments \( \Gamma_1 \) along the real \( u \)-axes involves only the principal part of \( \zeta_1(u) \) in the integrand since the singularity at \( u=u_0 \) is not included; \( \varepsilon \) is a small, positive number. Similar discussion applies to integration path in the \( v \)-plane. The order of integrations in the double integrals in (2.27) can be
interchanged provided the integration over \( u \) and \( v \) take place along such deformed paths.

Setting \( D(z) = 0 \) and substituting (2.14a), (2.15a) into \( E_{x,y}^{g_1}(x, z, z_1, u) \), \( E_{x,y}^{g_2}(x, z, z_1, v) \) gives for (2.27) the following expression for the first-order field in the regions \( |z| > L \):

\[
E^{(1)}_{xy}(x, z) = \int_{D-L}^{L} \int_{D-L}^{L} E^{g_1}_0(z_1, u) e^{-j\beta|z-z_1|} \left[ e^{-j\beta|x|} + \left( \frac{u-v}{u+v} \right) e^{j\beta|x|} \right] dz_1 du
\]

\[
+ \int_{D-L}^{L} \int_{D-L}^{L} E^{g_2}_0(z_1, v) \left( \frac{2v}{u+v} \right) e^{j\beta|x|} e^{-j\beta|z-z_1|} dz_1 dv
\]

(2.29)

Substituting (2.24) into modal amplitudes \( (E^{g_1}_0, E^{g_2}_0) \) in (2.29) and integrating by parts over \( z_1 \) yields the following integral evaluations:

\[
\int_{-L}^{L} W_1(D) e^{j(u_0+u)D_1-j\beta|z-z_1|-j\beta_1n} dz_1
\]

\[
= (u_0 - u) \int_{-L}^{L} \left[ 1-e^{j(u_0+u)D_1} \right] e^{-j\beta|z-z_1|-j\beta_1n} dz_1 - (u_0 - u) \int_{-L}^{L} D_1^2 e^{j(u_0+u)D_1} e^{-j\beta|z-z_1|-j\beta_1n} dz_1 \quad (2.30a)
\]

\[
\int_{-L}^{L} W_2(D) e^{j(u_0+u)D_1-j\beta|z-z_1|-j\beta_2n} dz_1
\]

\[
= (u_0 - u) \int_{-L}^{L} \left[ 1-e^{j(u_0+u)D_1} \right] e^{-j\beta|z-z_1|-j\beta_2n} dz_1 + (v_0 + v) \int_{-L}^{L} D_1^2 e^{j(u_0+u)D_1} e^{-j\beta|z-z_1|-j\beta_2n} dz_1 \quad (2.30b)
\]

\[
\int_{-L}^{L} W_1(D) e^{j(u_0-v)D_1-j\beta|z-z_1|-j\beta_1n} dz_1
\]

\[
= \frac{v_0^2 - v_0^2}{(u_0 - v)} \int_{-L}^{L} \left[ 1-e^{j(u_0-v)D_1} \right] e^{-j\beta|z-z_1|-j\beta_1n} dz_1 - (u_0 + v) \int_{-L}^{L} D_1^2 e^{j(u_0-v)D_1} e^{-j\beta|z-z_1|-j\beta_1n} dz_1 \quad (2.30c)
\]
The far field is accounted for by retaining only the propagating modes since the evanescent modes do not contribute to the far field. The integration ranges for \( u \) and \( v \) in (2.27) or (2.29) are, therefore, chosen such that both \( u \) and \( \beta \) are real and positive in the air region. For the modes of group-1, \( \beta \) is real, when \( u \) lies in the range \( 0 \leq u \leq k_o \). For the modes of group-2, using the relations

\[
\beta = \sqrt{\varepsilon_r k_o^2 - v^2} \quad (2.31a)
\]

\[
u = \sqrt{v^2 - k_o^2 (\varepsilon_r - 1)} \quad (2.31b)
\]

\[
\beta = \text{positive real} \quad \beta = \text{imaginary}
\]

\[
u \leq k_o \quad k_o \sqrt{\varepsilon_r - 1} \quad k_o \sqrt{\varepsilon_r}
\]

\[\begin{array}{cc}
u = \text{imaginary} & \nu = \text{positive real} \\
\end{array}\]

Figure 2.6 Dependency of \( u \) and \( \beta \) on \( v \) for mode group-2 in the upper-half space.
it is clear that for both \( u \) and \( \beta \) to be positive real numbers, the \( v \)-integration range in (2.29) must lie in the range \( k_0 \sqrt{\varepsilon} - 1 \leq v \leq k_0 \sqrt{\varepsilon} \); refer to Figure 2.6.

Equation (2.29) is rewritten using (2.30) and setting \( v = v^* \) to give

\[
E_{\gamma \alpha}^{(1)}(x, z) = \left[ \frac{L^2}{\pi} \frac{u_0}{u_0 + v_0} k_0^2 (\varepsilon, -1) \right]
\]

\[
- \frac{k_0}{L} \int_0^L \int_{v^* - L}^{v^*} \frac{u}{(v + u)(u + u_0)} \left\{ [1 - e^{i(\omega_0 + u)D_1}] - [1 - \frac{u + u_0}{v + v_0}] D_1 e^{i(\omega_0 + u)D_1} \right\} e^{-jux - j \beta |z - z_1| - j \beta z_1} dz_1 \frac{du}{\beta}
\]

\[
- \frac{k_0}{L} \int_0^L \int_{v^* - L}^{v^*} \frac{u}{(v + u)^2 (u + u_0)} \left\{ [1 - e^{i(\omega_0 + u)D_1}] - [1 - \frac{u + u_0}{v + v_0}] D_1 e^{i(\omega_0 + u)D_1} \right\} e^{-jux - j \beta |z - z_1| - j \beta z_1} dz_1 \frac{du}{\beta}
\]

\[
- \frac{k_0 \sqrt{\varepsilon}}{L} \int_0^L \int_{v^* - L}^{v^*} \frac{2v^2}{(v + u)^2} \left\{ [1 - e^{i(\omega_0 - v)D_1}] - [1 - \frac{u + u_0}{v + v_0}] D_1 e^{i(\omega_0 - v)D_1} \right\} e^{-jux - j \beta |z - z_1| - j \beta z_1} dz_1 \frac{dv}{\beta}
\]

(2.32)

The above equation does not possess a singularity at \( u = u_0 \) or \( v = v_0 \) since the potentially singular portions of the principle value in (2.26) are cancelled by the multiplicative terms \((u-u_0)\) or \((v-v_0)\) in (2.30). Note that the term \(1/(u_0 - v)\) in the last integral is not a singularity at \( v = u_0 \) because of the result

\[
\lim_{v \to u_0} \left[ \frac{1 - e^{i(\omega_0 - v)D_1}}{u_0 - v} \right] = \frac{d}{dv} \left[ \frac{1 - e^{i(\omega_0 - v)D_1}}{u_0 - v} \right] \bigg|_{v = u_0} = -jD_1
\]

(2.33)

Thus the integration over \( \Omega \) is now performed along the real \( u \)-axes.

To obtain the far field, (2.32) is evaluated using the stationary phase approximation \([11]\). The first step is to introduce the following change in variables; see Figure 2.7.
The field in (2.32) at an observation point \( P(x,z) \) is composed of three wave constituents, two incoming (toward the interface) and one outgoing (away from the interface). Evaluation of the resulting integral over \( w \) using the stationary phase approximation is applied only to the outgoing mode spectrum (the first integral in (2.32)) to obtain the far field:

\[
\begin{align*}
    u_0 &= k_0 \cos \phi_0, \\
    v_0 &= k_0 \sqrt{\varepsilon_r - \sin^2 \phi_0}, \\
    \beta_0 &= k_0 \sin \phi_0 \\
    u &= k_0 \cos w, \\
    v &= k_0 \sqrt{\varepsilon_r - \sin^2 w}, \\
    \beta &= k_0 \sin w \\
    x &= \rho \cos \phi, \\
    z &= \rho \sin \phi.
\end{align*}
\]
2.3.2 Lower Half-Space

The first-order field in the lower half-space (in the dielectric) is determined by a superposition of orthogonal mode fields employing the same mode groups that were used to find the field in the upper half-space. Thus,

\[
E_{\nu_0}^{(1)}(x, z) = \int_{-L_0}^{L_0} E_{\nu_0}^{g_1}(x, z; z_1; u)du dz_1 + \int_{-L_0}^{L_0} E_{\nu_0}^{g_2}(x, z; z_1; \nu)dv dz_1 \tag{2.37}
\]
The deformed path $\Omega$ in Figure (2.5) is used again to avoid the singularity in $E_{y_b}^{g_1}$ at $u=u_0$, and in $E_{y_b}^{g_2}$ at $v=v_0$; hence, the order of the double integrations in (2.37) can then be interchanged. Substituting (2.14d) and (2.15d) into (2.37) gives:

$$E_{y_b}^{(1)}(x,z) = \int \int_{\Omega-L} E_0^{g_1}(z_1,u) \left( \frac{2u}{u+v} \right) e^{-j\beta x} e^{-j|z-z_1|} dz_1 du$$

$$+ \int \int_{\Omega-L} E_0^{g_2}(z_1,v) \left[ e^{j\beta x} + \left( \frac{v-u}{u+v} \right) e^{-j\beta x} \right] e^{-j|z-z_1|} dz_1 dv \quad (2.38)$$

In (2.38), $D(z)=0$ since it is assumed that $z>L$.

To obtain the far field in the lower half-space, only propagating modes need be considered. In the first integral in (2.38) this means that both $\beta$ and $v$ are positive real. Hence, the range of integration over $u$ in the first integral in (2.38) is $0 \leq u \leq k_v$; see Figure 2.8. For the second integral expression in (2.38), propagating modes are those plane waves that possess $\beta$ real ($v$ is already real for mode group-2); hence, the range of integration over $v$ is in the range $0 \leq v \leq k_\epsilon$. Note that $u$ does not have to be real even though $v$ is real so that $u^*$ cannot be changed to $u$ for group-2 modes.

**Figure 2.8** Dependency of $v$ and $\beta$ on $u$ for mode group-1 in the lower half-space.
Substituting (2.24) for modal amplitudes and using (2.30) for integral evaluation over \( z_1 \), the first-order electric field in the lower half-space can be shown to reduce to

\[
E^{(1)}_{zb}(x, z) = \left[ \frac{E_0^i}{\pi} \frac{u_0}{u_0 + v_0} k_0^2 (\varepsilon_r - 1) \right] \\
\times \left[ \int_{-L}^{L} \int_{0}^{L} \frac{u}{(v + u)(u + u_0)} \left\{ (1 - e^{i(u_0 + u) \Delta_1}) - [1 - \frac{u + u_0}{v + v_0}] D_1^{i2} e^{i(u_0 + u) \Delta_1} \right\} e^{-j\alpha - j\beta|z - z_1| - j\beta_0 \tau_1} dz_1 \frac{du}{\beta} \\
+ k_0 \sqrt{\varepsilon_r} \left[ \int_{-L}^{L} \int_{0}^{L} \frac{v}{(v + u)} \left\{ \frac{1 - e^{i(u_0 - v) \Delta_1}}{u_0 - v} - \frac{1}{v + v_0} \right\} D_1^{i2} e^{i(u_0 - v) \Delta_1} \right] e^{-j\alpha - j\beta|z - z_1| - j\beta_0 \tau_1} dz_1 \frac{dv}{\beta} \\
+ k_0 \sqrt{\varepsilon_r} \left[ \int_{-L}^{L} \int_{0}^{L} \frac{v - u}{(v + u)} \left\{ \frac{1 - e^{i(u_0 - v) \Delta_1}}{u_0 - v} - \frac{1}{v + v_0} \right\} D_1^{i2} e^{i(u_0 - v) \Delta_1} \right] e^{-j\alpha - j\beta|z - z_1| - j\beta_0 \tau_1} dz_1 \frac{dv}{\beta} \right] 
\]

(2.39)

For the scattering geometry depicted in Figure 2.9 (compare to the previous scatter geometry in Figure 2.7), the following change of variables are introduced

\[
u_0 = k_0 \cos \phi_0 , \quad v_0 = k_0 \sqrt{\varepsilon_r - \sin^2 \phi_0} , \quad \beta_0 = k_0 \sin \phi_0 \\
u = k_0 \sqrt{1 - \varepsilon_r \sin^2 w} , \quad v = \sqrt{\varepsilon_r} k_0 \cos w , \quad \beta = \sqrt{\varepsilon_r} k_0 \sin w \quad (2.40)
\]

\[
x = \rho \cos \overline{\phi} , \quad z = \rho \sin \overline{\phi}
\]

The far field is obtained by using the stationary phase approximation. This is applied only to the second integral in (2.39) since that integral alone involves the out-going modes in lower half-space:
Hence, the scattering pattern $R_{12}$ in the lower half-space due to an incident angle in the upper half-space is given by

$$R_{12}(\phi, \phi_0) = \left[ k_0^2 (\varepsilon_r - 1) \right] \left[ \frac{u_0 v}{(u_0 + v_0)(u^* + v)} \right]$$

and

$$E^{(1)\#}_{yb}(\bar{\phi}, \phi_0) = \left[ E_o^i \frac{2\pi}{k_0 \rho} e^{-j \frac{k_0 \rho}{4}} \right] R_{12}(\bar{\phi}, \phi_0)$$

(2.41)

Hence, the scattering geometry and coordinate variables for the scattered first-order far field in the lower half-space.

Figure 2.9 Scattering geometry and coordinate variables for the scattered first-order far field in the lower half-space.
where

\[ u_0 = k_o \cos \phi_0 \] , \quad \nu_0 = k_o \sqrt{\epsilon + \sin^2 \phi_0} \] , \quad \beta_0 = k_o \sin \phi_0

\[ u^* = k_o \sqrt{\epsilon \sin^2 \phi - 1} \] , \quad \nu = \sqrt{\epsilon} k_o \cos \phi \] , \quad \beta = \sqrt{\epsilon} k_o \sin \phi

and remains valid for \(-\pi/2 \leq \phi \leq \pi/2\), \(-\pi/2 \leq \phi_0 \leq \pi/2\).
For the TM polarization case, only a $y$-directed magnetic field exists in addition to $x$ and $z$ components of the electric field, as shown in Figure 3.1. The procedure to get the TM solution follows closely the TE case, but is more complicated and requires additional considerations. While the TE- primary field for rough surface scattering was readily constructed to satisfy surface boundary conditions by reference to the associated scatter problem for a flat interface, the TM- primary field that satisfies surface boundary conditions requires the introduction of a fictitious surface magnetic current distribution. This introduces more complexity to the TM case. In other words, in constructing a primary field solution in the TM case that satisfies all boundary conditions and in addition is a solution of Maxwell’s equations, not only is it necessary to introduce a

Figure 3.1 Geometry for TM case.
fictitious volume current density (which is now magnetic) but it is also necessary to introduce a fictitious surface current (also magnetic) along the interface between air and the dielectric. As was done in the TE case, a superposition of fictitious sheet currents is introduced to eliminate the above-mentioned fictitious volume and surface magnetic currents. Again, the sheet current density is obtained by appropriately constructing modal fields.

### 3.1 Primary Field

For the rough surface, the primary wave field is assumed to be expressed as

\[
H_{yo}^p = H_y^i + H_y', \quad x > D(z)
\]  

\[
H_{yo}^p = H_y^i, \quad x < D(z)
\]

such that the incident wave in air is unaltered and assumed to be

\[
H' = \tilde{y} H_y' = \tilde{y} \frac{1}{\eta_0} E_0 e^{-j\beta z + j\omega t}
\]

where all subscripts and superscripts are same as in the TE case. In the TM case, Maxwell’s equations with source terms (2.1) become

\[
\eta \frac{\partial H_y}{\partial z} = -jkE_x - J_x
\]  

(3.3a)

\[
\eta \frac{\partial H_y}{\partial x} = jkE_z + J_z
\]  

(3.3b)

\[
\left[ \frac{\partial E_z}{\partial z} - \frac{\partial E_x}{\partial x} \right] = -jk\eta H_y - M_y
\]  

(3.3c)

The primary field components in the TM case are inferred from the associated planar surface scattering problem. This results in postulating for the primary magnetic
field components (3.4a) and (3.5a) as given below. Using (3.3a,b) with \( J_x = J_z = 0 \), the primary field components in the upper half-space \( (x > D(z)) \) are obtained as

\[
H_{ya}^p = \frac{E_0^i}{\eta_0} \left[ e^{-j\beta\hat{z}x + j\mu_0\hat{x}} \left( \frac{v_0 - \varepsilon,\mu_0}{v_0 + \varepsilon,\mu_0} e^{-j\beta\hat{z}x - j\mu_0\hat{x}(x-2D)} \right) \right]
\]

(3.4a)

\[
E_{za}^p = \frac{u_0}{k_0} \frac{E_0^i}{\eta_0} \left[ e^{-j\beta\hat{x}x + j\mu_0\hat{x}} \left( \frac{v_0 - \varepsilon,\mu_0}{v_0 + \varepsilon,\mu_0} e^{-j\beta\hat{z}x - j\mu_0\hat{x}(x-2D)} \right) \right]
\]

(3.4b)

\[
E_{za}^p = \frac{E_0^i}{k_0} \left[ \beta_0 e^{-j\beta\hat{x}x + j\mu_0\hat{x}} \left( \frac{v_0 - \varepsilon,\mu_0}{v_0 + \varepsilon,\mu_0} \right) e^{-j\beta\hat{z}x - j\mu_0\hat{x}(x-2D)} \right]
\]

(3.4c)

and in the lower half-space \( (x < D) \)

\[
H_{yb}^p = \frac{E_0^i}{\eta_0} \left( \frac{2\varepsilon,\mu_0}{v_0 + \varepsilon,\mu_0} \right) e^{-j\beta\hat{z}x + j\mu_0\hat{x}(u_0 - \nu_0)D}
\]

(3.5a)

\[
E_{zb}^p = \frac{u_0}{k_0} \left( \frac{2u_0}{v_0 + \varepsilon,\mu_0} \right) e^{-j\beta\hat{x}x + j\mu_0\hat{x}(u_0 - \nu_0)D}
\]

(3.5b)

\[
E_{zb}^p = \frac{E_0^i}{k_0} \left( \frac{2u_0}{v_0 + \varepsilon,\mu_0} \right) \left[ \beta_0 - (u_0 - v_0)D' \right] e^{-j\beta\hat{z}x + j\mu_0\hat{x}(u_0 - \nu_0)D}
\]

(3.5c)

The fields (3.4) and (3.5) satisfy all boundary conditions for a planar interface (i.e., \( D = 0 \)) but the tangential electric field is not continuous at a rough interface (i.e., \( D \neq 0 \)). The boundary condition of continuity of tangential electric fields at a rough interface is expressed as

\[
E_{za}^p + D'E_{za}^p = E_{zb}^p + D'E_{zb}^p \quad \text{at} \ x = D(z)
\]

(3.6)

Because this boundary condition is not satisfied, the primary volume current density, obtained by substituting primary fields (3.4) and (3.5) into (3.3c), does not, by itself, lead to the construction of a solution as was done in the TE case. As will be shown shortly, equivalent surface currents that are introduced by the discontinuity of the tangential
electric field on the surface will have to be added to the volume current density formed by using (3.3c). This will be shown in Section 3.2.2.

### 3.2 Sheet Current

The fictitious magnetic sheet current that is needed to eliminate all the fictitious magnetic current densities both volume and surface in the TM case will now be developed in a fashion similar to that which was done in the TE case. Assume for the moment that only a volume magnetic current density is removed by the fictitious sheet current (refer to Figure 2.3 and replace all electric current densities \((J, J_z)\) by magnetic current densities \((M, M_z)\), respectively). The mathematical expression for the cancellation of magnetic volume current density at an arbitrary point \(P(x, z_1)\), takes the form:

\[
M_y(x, z_1, u_0) + \int_{u=0}^{\infty} M_{sy}(x, z = z_1, u)du = 0
\]  

(3.7)

where \(M_y\) and \(M_{sy}\) denote magnetic volume current density and magnetic sheet current density, respectively.
3.2.1 Mode Structure

The modal field structure is illustrated in Figure 3.2. The out-going modal amplitude with a particular wave number $u$ and originated from the reference plane $z=z_1$ is denoted $E_0/\eta$. The subscript $g_1$ and $g_2$ denote mode group-1 and group-2, respectively. Intrinsic impedance $\eta$ is $\eta_0$ in air and $\eta_b$ in the dielectric. $A_1$ and $B_1$ ($A_2$ and $B_2$) are relative amplitudes determined by the boundary conditions and are given by

\[
\begin{align*}
A_1 &= \frac{\varepsilon, u - v}{\varepsilon, u + v} \\
B_1 &= \frac{2\sqrt{\varepsilon, u}}{\varepsilon, u + v} \\
A_2 &= \frac{2\sqrt{\varepsilon, v}}{\varepsilon, u + v} \\
B_2 &= \frac{v - \varepsilon, u}{v + \varepsilon, u}
\end{align*}
\] (3.8a-d)
With (3.8), all first-order field components in mode group-1 are obtained as

\[ H_{y_0}^{g_1}(x, z) = \frac{E_{0}^{g_1}}{\eta_0} [e^{-jux} + \left( \frac{\epsilon, u - v}{\epsilon, u + v} \right) e^{jux-2D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.9a)

\[ E_{x_0}^{g_1}(x, z) = -\frac{u}{k_0} E_{0}^{g_1} [e^{-jux} - \left( \frac{\epsilon, u - v}{\epsilon, u + v} \right) e^{jux-2D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.9b)

\[ E_{x_0}^{g_1}(x, z) = \frac{E_{0}^{g_1}}{k_0} [\beta e^{-jux} + (\beta + 2uD)(\epsilon, u + v) e^{jux-2D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.9c)

\[ H_{y_0}^{g_1}(x, z) = \frac{E_{0}^{g_1}}{\eta_0} \left( \frac{2\epsilon, u}{\epsilon, u + v} \right) [e^{-j\alpha x - j(u-v)D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.9d)

\[ E_{z_0}^{g_1}(x, z) = -\frac{E_{0}^{g_1}}{k_0} \left( \frac{2uv}{u + v} \right) [e^{-j\alpha x - j(u-v)D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.9e)

\[ E_{z_0}^{g_1}(x, z) = \frac{E_{0}^{g_1}}{k_0} \left( \frac{2u}{\epsilon, u + v} \right) [\beta (u - v)D] e^{-j\alpha x - j(u-v)D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.9f)

The field components in mode group-2 are

\[ H_{y_0}^{g_2}(x, z) = \frac{E_{0}^{g_2}}{\lambda_b} \left( \frac{2v}{v + \epsilon, u} \right) [e^{jux - j(u-v)D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.10a)

\[ E_{x_0}^{g_2}(x, z) = \frac{E_{0}^{g_2}}{k_e} \left( \frac{2\epsilon, uv}{v + \epsilon, u} \right) [e^{jux - j(u-v)D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.10b)

\[ E_{x_0}^{g_2}(x, z) = \frac{E_{0}^{g_2}}{k_e} \left( \frac{2\epsilon, v}{v + \epsilon, u} \right) [\beta (u - v)D] e^{jux - j(u-v)D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.10c)

\[ H_{y_0}^{g_2}(x, z) = \frac{E_{0}^{g_2}}{\lambda_b} \left( \frac{v - \epsilon, u}{v + \epsilon, u} \right) [e^{jux-2D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.10d)

\[ E_{z_0}^{g_2}(x, z) = \frac{E_{0}^{g_2}}{k_e} \left( \frac{v - \epsilon, u}{v + \epsilon, u} \right) [e^{jux-2D} \epsilon, e^{-j\beta |z-z_1|} ] \]

(3.10e)
where \( \tilde{\beta} = \text{sgn}(z - z_1)\beta \) as in TE case. The first-order (mode) field is fully specified upon determining the unknown modal amplitudes \( E_0^{g_1} \) and \( E_0^{g_2} \). The modal volume current densities for both mode groups are calculated by substituting (3.9) and (3.10) into (3.3c). Thus

\[
M_{y_0}^{g_1}(x, z) = j \frac{E_0^{g_1}}{k_0} (2u - \frac{u \cdot v}{\epsilon, u + v})[2\tilde{\beta}D' + (u - v)D'^2 + jD^*]e^{j\pi(x - 2D) - j\beta |z - z_1|} \tag{3.11a}
\]

\[
M_{y_0}^{g_2}(x, z) = j \frac{E_0^{g_2}}{k_0} (2u - \frac{u \cdot v}{\epsilon, u + v})[2\tilde{\beta}D' + (u - v)D'^2 + jD^*]e^{j\pi(x - 2D) - j\beta |z - z_1|} \tag{3.11b}
\]

\[
M_{x_0}^{g_1}(x, z) = j \frac{E_0^{g_1}}{k_0} (2\epsilon, v - \frac{u \cdot v}{\epsilon, u + v})[2\tilde{\beta}D' + (u - v)D'^2 + jD^*]e^{j\pi(x - 2D) - j\beta |z - z_1|} \tag{3.11c}
\]

\[
M_{x_0}^{g_2}(x, z) = j \frac{E_0^{g_2}}{k_0} (2v - \frac{u \cdot v}{\epsilon, u + v})[2\tilde{\beta}D' - 2vD'^2 + jD^*]e^{j\pi(x - 2D) - j\beta |z - z_1|} \tag{3.11d}
\]

which may the mode field errors.

### 3.2.2 Modal Amplitude

The modal amplitudes are determined by (3.7) using the magnetic sheet current density, which is fictitious, and from the discontinuity of the tangential magnetic field at the \( z=z_1 \).

The boundary conditions at \( z=z_1 \) are given by

\[
J_{xx} = [H_{y_0} - H_{y_0^-}]_{z=z_1} = 0 \tag{3.12a}
\]

\[
M_{xy} = [E_{x_0} - E_{x_0^-}]_{z=z_1} \neq 0 \tag{3.12b}
\]

\[
\rho / \epsilon_0 = [E_{x_0} - E_{x_0^-}]_{z=z_1} = 0 \tag{3.12c}
\]
current density is determined by substituting (3.9)-(3.10) into (3.12b):

\[ M_{xy}^1 = F_1(u)\psi_{TM}^{g1}(x,z_1;u) \quad (3.13a) \]

\[ M_{xy}^2 = F_2(v)\psi_{TM}^{g2}(x,z_1;v) \quad (3.13b) \]

where

\[ F_1(u) = -E_0 \frac{2\beta(u)}{k_0} \quad (3.14a) \]

\[ F_2(v) = -E_0 \frac{2\beta(v)}{k_\varepsilon} \quad (3.14b) \]

and

\[
\psi_{TM}^{g1}(x,z_1;u) = \begin{cases} 
  e^{-j\alpha x} + \frac{\varepsilon_r, u - v}{\varepsilon_r, u + v} e^{j\alpha (x-2D_1)} = \psi_a^{g1}, & x > D_1 \\
  \frac{2u}{\varepsilon_r, u + v} e^{-j\alpha - j(\alpha - \beta - \gamma)} = \psi_b^{g1}, & x < D_1 
\end{cases} \]

\[ (3.15a) \]

\[
\psi_{TM}^{g2}(x,z_1;v) = \begin{cases} 
  \frac{2\varepsilon_r, v}{\varepsilon_r, u} e^{j\alpha - j(\alpha - \beta - \gamma)} = \psi_a^{g2}, & x > D_1 \\
  \frac{e^{j\alpha x} + v - \varepsilon_r, u - e^{-j\alpha (x-2D_1)}}{v + \varepsilon_r, u} = \psi_b^{g2}, & x < D_1 
\end{cases} \]

\[ (3.15b) \]

Note that the mode functions \( \psi_{TM}^{g1} \) and \( \psi_{TM}^{g2} \) are different from the TE case. The orthogonality relations for the mode functions, proved in Appendix A, are

\[
\int_{x=-\infty}^{\infty} \varepsilon_r(x)\psi_{TM}^{g1}(x,z_1;u')\psi_{TM}^{g1}(x,z_1;u)dx = 2\pi\delta(u-u') \quad (3.16a) 
\]

\[
\int_{x=-\infty}^{\infty} \frac{1}{\varepsilon_r(x)}\psi_{TM}^{g2}(x,z_1;v')\psi_{TM}^{g2}(x,z_1;v)dx = 2\pi\delta(v-v') \quad (3.16b) 
\]
The condition for all the fictitious sheet current densities to cancel all the fictitious volume current densities is expressed as (3.7). Note that the primary volume current density has not yet been completely determined since the primary field distribution violates boundary condition in (3.6), i.e., the tangential electric field is not continuous at the interface. This discontinuity is extracted by integration by parts as shown in the following discussion.

The sheet current density $M_{sy}$ in (3.7) is a superposition of the sheet currents in each mode group. Hence (3.7) is rewritten as

$$M_{y}(x,z_{1};u_{0}) + \int_{v=0}^{\infty} M_{s1}^{g1}(x,z_{1},u')du + \int_{v=0}^{\infty} M_{s2}^{g2}(x,z_{1},v')dv = 0$$

(3.17)

Substitute (3.13) with (3.14)-(3.15) into (3.17), multiply by $\varepsilon_{r}(x)\psi_{TM}^{*g1}(x,z_{1};u)$, and integrate with respect to $x$ from $-\infty$ to $+\infty$ to obtain

$$\int_{-\infty}^{+\infty} \varepsilon_{r}(x)M_{y}\psi_{TM}^{*g1}dx + \int_{-\infty}^{+\infty} F_{1}(u')\varepsilon_{r}(x)\psi_{TM}^{*g1}\psi_{TM}^{*g1}du'dx + \int_{-\infty}^{+\infty} F_{2}(v')\varepsilon_{r}(x)\psi_{TM}^{*g2}\psi_{TM}^{*g1}dv'dx = 0$$

(3.18)

Use of the orthogonality relations in (3.16) reduces (3.18) to
Employing the relations yields

\[ \int_{-\infty}^{+\infty} \varepsilon_r(x)M_y \psi_{TM}^{*2} dx = -2\pi F_1(u) \quad (3.19a) \]

Multiply (3.17) by \( \frac{1}{\varepsilon_r(x)} \psi_{TM}^{*2} (x, z_i, \nu) \) and integrate with respect to \( x \) from \(-\infty\) to \(+\infty\) yields

\[ \int_{-\infty}^{+\infty} \frac{1}{\varepsilon_r(x)} M_y \psi_{TM}^{*2} dx = -2\pi F_2(\nu) \quad (3.19b) \]

The integrations in (3.19a,b) separate into two regions, above and below the surface:

\[ \int_{D}^{+\infty} M_{ya} \psi_{a}^{*2} dx + \varepsilon_r \int_{-\infty}^{D} M_{yb} \psi_{b}^{*2} dx = -2\pi F_1(u) \quad (3.20a) \]

\[ \frac{1}{\varepsilon_r} \int_{D}^{+\infty} M_{ya} \psi_{a}^{*2} dx + \int_{-\infty}^{D} M_{yb} \psi_{b}^{*2} dx = -2\pi F_2(\nu) \quad (3.20a) \]

where the volume current densities \( M_{ya} \) and \( M_{yb} \) are founded from Maxwell’s equation (3.3c):

\[ M_y = \left[ \frac{\partial E_x}{\partial z} - \frac{\partial E_z}{\partial x} \right] - \mu_0 \eta H_y \quad (3.21) \]

Substituting (3.21) into (3.20a) allows the first integral in (3.20a) is expressed as

\[ \int_{D}^{+\infty} M_{ya} \psi_{a}^{*2} dx = \int_{D}^{+\infty} \frac{\partial E_{za}}{\partial z} \psi_{a}^{*2} dx - \int_{D}^{+\infty} \frac{\partial E_{za}}{\partial z} \psi_{a}^{*2} dx - j \omega \mu_0 \int_{D}^{+\infty} H_{ya} \psi_{a}^{*2} dx \quad (3.22) \]

Employing the relations

\[ \frac{\partial E_{za}}{\partial z} \psi_{a}^{*2} = \frac{\partial}{\partial z} \left[ E_{za} \psi_{a}^{*2} \right] - E_{za} \frac{\partial}{\partial z} \psi_{a}^{*2} \quad (3.23) \]

and applying Lebniz’s theorem [12] gives

\[ \frac{\partial}{\partial z} \int_{D(t)}^{+\infty} E_{za} \psi_{a}^{*2} dx = \left. \int_{D(t)}^{+\infty} \frac{\partial}{\partial z} \left[ E_{za} \psi_{a}^{*2} \right] dx + E_{za} \psi_{a}^{*2} D^{'} \right|_{x=\infty}^{x=D} \quad (3.24) \]
where the second term of the right-hand side in (3.24) vanishes. Substituting (3.22)-(3.24) into (3.20a) and integrating by parts, yields for the first integral of (3.20a)

\[
\int_D^{+\infty} M_{xa} \psi_a^s dx + \int_D^{-\infty} M_{xb} \psi_b^s dx = \int_D^{+\infty} \left[ -E_{xa} \frac{\partial}{\partial x} \psi_a^s + E_{xa} \frac{\partial}{\partial z} \psi_a^s \right] dx - \frac{\partial}{\partial z} \left[ \int_D^{+\infty} E_{xa} \psi_a^s dx \right] \bigg|_{x=D} - j \omega \mu_0 \int_D^{+\infty} H_{xa} \psi_a^s dx - (E_{xa} + D'E_{xa}) \psi_a^s \bigg|_{x=D} \tag{3.25}
\]

The second integral in (3.20a) can be expanded in a similar fashion. Equation (3.20a) then becomes

\[
\int_D^{+\infty} M_{xa} \psi_a^s dx + \varepsilon_r \int_D^{+\infty} M_{xb} \psi_b^s dx = \int_D^{+\infty} \left[ -E_{xa} \frac{\partial}{\partial x} \psi_a^s + E_{xa} \frac{\partial}{\partial z} \psi_a^s \right] dx + \varepsilon_r \int_D^{+\infty} \left[ -E_{xb} \frac{\partial}{\partial x} \psi_b^s + E_{xb} \frac{\partial}{\partial z} \psi_b^s \right] dx - \frac{\partial}{\partial z} \left[ \int_D^{+\infty} E_{xa} \psi_a^s dx + \varepsilon_r \int_D^{+\infty} E_{xb} \psi_b^s dx \right] - \left( (E_{xa} + D'E_{xa}) - (E_{xb} + D'E_{xb}) \right) \bigg|_{x=D} \psi_D^s \tag{3.26}
\]

where

\[
\psi_D^s = \psi_a^s \bigg|_{x=D} = \varepsilon_r \psi_b^s \bigg|_{x=D} \tag{3.27}
\]

The last term in (3.26) is recognizable as the discontinuity in the tangential electric field at the surface x=D(z), as opposed to continuity expressed in (3.6). This electric field discontinuity can be viewed as being equivalent to a magnetic current distribution on the surface. This surface magnetic current must also be reduced to zero by the fictitious sheet currents so that the boundary condition that the tangential electric field at the surface be continuous is satisfied. This is accomplished by introducing an “effective
fictitious volume current density \((M_y^\text{eff})\) that includes the above equivalent magnetic surface current density so that both the volume and equivalent magnetic surface current densities will be cancelled by a superposition of sheet current densities. Mathematically this is accomplished by replacing \(M_y\) in (3.19a) by \(M_y^\text{eff}\) which is defined in (3.29) and repeating the steps leading to (3.26):

\[
\begin{align*}
\int_{-\infty}^{\infty} \varepsilon_r(x)M_y^\text{eff}\psi_{TM}^{*g_1} dx = & \\
\int_{-\infty}^{\infty} \left[-E_{za} \frac{\partial}{\partial x}\psi_{a}^{*g_1} + E_{za} \frac{\partial}{\partial z}\psi_{a}^{*g_1}\right] dx + \varepsilon_r \int_{-\infty}^{\infty} \left[-E_{sb} \frac{\partial}{\partial x}\psi_{b}^{*g_1} + E_{sb} \frac{\partial}{\partial z}\psi_{b}^{*g_1}\right] dx \\
- \frac{\partial}{\partial z} \left[ \int_{-\infty}^{\infty} E_{xa}\psi_{a}^{*g_1} dx + \varepsilon_r \int_{-\infty}^{\infty} E_{sb}\psi_{b}^{*g_1} dx \right] - j\omega\mu_0 \left[ \int_{D}^{+\infty} H_{y\alpha}\psi_{a}^{*g_1} dx + \varepsilon_r \int_{-\infty}^{D} H_{y\beta}\psi_{b}^{*g_1} dx \right]
\end{align*}
\] (3.28)

with \(M_y^\text{eff}\) defined to include the discontinuity in the tangential electric field at \(x=D\):

\[
M_y^\text{eff} = M_y + \left[(E_{za} + D'E_{za}) - (E_{sb} + D'E_{sb})\right] \delta(x-D)
\] (3.29)

Hence, (3.7) is reformulated in terms of the effective volume current density denoted \(M_y^\text{eff}\). Thus (3.19a) in view of (3.28) becomes

\[
\begin{align*}
\int_{D}^{+\infty} \left[-E_{za}^{p} \frac{\partial}{\partial x}\psi_{a}^{*g_1} + E_{za}^{p} \frac{\partial}{\partial z}\psi_{a}^{*g_1}\right] dx + \varepsilon_r \int_{-\infty}^{D} \left[-E_{sb}^{p} \frac{\partial}{\partial x}\psi_{b}^{*g_1} + E_{sb}^{p} \frac{\partial}{\partial z}\psi_{b}^{*g_1}\right] dx \\
- \frac{\partial}{\partial z} \left[ \int_{D}^{+\infty} E_{xa}^{p}\psi_{a}^{*g_1} dx + \varepsilon_r \int_{-\infty}^{D} E_{sb}^{p}\psi_{b}^{*g_1} dx \right] - j\omega\mu_0 \left[ \int_{D}^{+\infty} H_{y\alpha}^{p}\psi_{a}^{*g_1} dx + \varepsilon_r \int_{-\infty}^{D} H_{y\beta}^{p}\psi_{b}^{*g_1} dx \right]
\end{align*}
\] (3.30a)

where superscripts \(p\) and \((1)\) denote primary and first-order, respectively. This procedure can be used to show that (3-19b) becomes
Substituting (3.4)-(3.5), (3.14)-(3.15) into (3.30), the first-order modal amplitudes for mode group-1 and mode group-2 are obtained to be

\[
E_{x0}^{s1}(z_0,u_0) = \frac{E_0^*}{2\pi\beta} \left( \frac{u_0}{v_0 + \varepsilon, u_0} \right) e^{-j\beta_0 z_0 + j(u_0 + \varepsilon)z_0} \left[ W_1(D_1) \left( \frac{(v_0 \varepsilon, u_0)(v^* + \varepsilon, u_0)}{v^* + \varepsilon, u} \right) \zeta_1(u, u_0) \right. \\
+ \left. W_2(D_1) \left( \frac{-j2\varepsilon, u(v_0 - u_0)}{(v^* + v_0)(v^* + \varepsilon, u)} \right) + (\varepsilon, -1)W_3(D_1) \frac{2\varepsilon, u}{v^* + \varepsilon, u} \right]
\]

\[
E_{x0}^{s2}(z_0,v,u_0) = \frac{E_0^*}{2\pi\beta} \left( \frac{u_0 \sqrt{\varepsilon, v}}{v_0 + \varepsilon, u_0} \right) e^{-j\beta_0 z_0 + j(v_0 + \varepsilon, u)z_0} \left[ W_1(D_1) \left( \frac{-j2v}{(v + \varepsilon, u^*)(u^* + u_0)} \right) \zeta_2(v, v_0) - (\varepsilon, -1)W_3(D_1) \frac{2v}{v + \varepsilon, u^*} \right]
\]

where \( W_1(D_1) \), \( W_2(D_1) \) and \( \zeta_1(u, u_0), \zeta_1(u, u_0) \) are given in (2.25) and (2.26), respectively, and

\[
W_3(D_1) = \beta_0 D'_1 - u_0 D_1^2
\]

The third term in the bracket is a consequence of incorporating the equivalent magnetic surface current density in \( M_{y}^{\text{eff}} \) which is not presented in the TE case.
3.3 First-order Scattered Far Field

The first-order field is obtained by superimposing the modes of both groups as given by (3.9)-(3.10) with the modal amplitudes $E_0^{g1}, E_0^{g2}$ specified in (3.31).

3.3.1 Upper Half-Space

The first-order field in the upper half-space ($x>D(z)=0$ for $|z|>L$) is expressed as a superposition of the orthogonal mode fields belonging to the mode group–1 and the mode group–2 as follows:

$$H^{(1)}_{ya}(x,z) = \int_{-L}^{L} \int_{-L}^{L} H^{g1}_{ya}(x,z,z_1,u) du dz_1 + \int_{-L}^{L} \int_{-L}^{L} H^{g2}_{ya}(x,z,z_1,v) dv dz_1$$

(3.33)

where $H^{g1}_{ya}$ and $H^{g2}_{ya}$ are given in (3.9a) and (3.10a), and which are expressed in terms of mode function given in (3.15):

$$H^{g1}_{ya}(x,z,z_1,u) = \frac{E_0^{g1}(z_1,u)}{\eta_0} \psi_{TM}^{g1}(x,z_1,u)e^{-j\mu(z-z_1)}$$

(3.34a)

$$H^{g2}_{ya}(x,z,z_1,v) = \frac{E_0^{g2}(z_1,v)}{\eta_0} \psi_{TM}^{g2}(x,z_1,v)e^{-j\mu(z-z_1)}$$

(3.34b)

Substituting (3.34) into (3.33) with (3.31) for modal amplitudes ($E_0^{g1}, E_0^{g2}$) and (3.15) for mode functions ($\psi_{TM}^{g1}, \psi_{TM}^{g2}$), interchanging the order of integration after deforming the $u$-integration off the real $u$-axis (as in Figure 2.5), integrating over $z_1$ using (2.30), and employing...
\[ \int_{-L}^{L} W_3(D_1) e^{j(u_0 + u)D_1 - j\beta_0 |z - z_1| - j\beta_{1s}} \, dz_1 \]

\[ = \frac{\beta_0 (\beta - \beta_0)}{(u_0 + u)} \int_{-L}^{L} \left[ 1 - \left\{ 1 + \frac{u_0(u_0 + u)}{\beta_0 (\beta - \beta_0)} \right\} e^{j(u_0 + u)D_1} \right] e^{-j\beta_0 |z - z_1| - j\beta_{1s}} \, dz_1 \]  

(3.35)

where \( W_3(D_1) \) is given in (3.32) and \( D(\pm L) = D(\mp L) = 0 \) yields

\[ H_{\rho_1}^{(1)}(x, z) = \frac{E_0^i}{\eta_0} \left( \frac{\varepsilon - 1}{\pi} \right)^{\frac{1}{2}} \left( \frac{u_0}{u + \varepsilon u_0} \right) e^{-jux - jkz} \]

\[ \times \left[ (\varepsilon, \beta_0, \beta - u_0, v) \int_{-L}^{L} \left\{ 1 - e^{j(u_0 + u)D_1} \right\} e^{j(\beta - \beta_0)z} \, dz_1 \right] \]

\[ + \left( \varepsilon, k_0^2 (u_0 + u - v_0 - v) \right) \left( v_0 - \varepsilon u_0 \right) \int_{-L}^{L} D_1^2 e^{j(u_0 + u)D_1 + j(\beta - \beta_0)z} \, dz_1 \]  

\[ \frac{du}{\beta} \]  

(3.36)

Note that (3.36) does not include in-coming modes since it is already known that only propagating out-going modes from the surface contribute to the far field. For modes propagating in air, the wave numbers \( \beta \) and \( u \) are positive real within \( 0 \leq u, \beta \leq k_0 \). This means from (2.12) that \( v \) is also real; hence \( u \) and \( v \) replace \( u^* \) and \( v^* \), respectively, in (3.36). The integration with respect to \( u \) is evaluated by the stationary phase approximation similar to the TE case. The magnetic far field is then obtained to be

\[ H_{\rho_1}^{(1)\, m} (\phi, \phi_0) = \left[ \frac{E_0^i}{\eta_0} \sqrt{\frac{2\pi}{k_0^2 \rho}} e^{-\frac{r_0^2}{\rho^2}} \right] R_{11}^{TM} (\phi, \phi_0) \]  

(3.37)

where the scatter pattern \( (R_{11}) \) in the upper half-space due to an incident plane wave in the upper half-space is given by
The first-order field in the dielectric is determined by a superposition of the all mode fields in the lower half-space:

\[
R_{11}^{TM}(\phi, \phi_0) = \left( \epsilon_r - 1 \right) \left( \frac{u_0 u (\epsilon, \beta, \beta - \nu_0 \nu)}{(\nu_0 + \epsilon, u_0) (\nu + \epsilon, u)(\nu_0 + \nu)} \right)
\times \mathcal{J}_L \left[ \left( 1 - \frac{C_{11}}{\epsilon, \beta, \beta - \nu_0 \nu} \right) D_1^2 \right] \exp \left( j (\nu \epsilon + \nu) D \right) \left\{ \int_{-L_0}^{L} \right\} dz_1
\]

where

\[
C_{11} = \frac{\epsilon k_0^2 (u_0 + \nu_0 - \nu)}{\nu + \nu} + (\nu_0 \nu - \epsilon, u_0 u),
\]

and

\[
u_0 = k_0 \cos \phi_0, \quad \nu_0 = k_0 \sqrt{\epsilon_r - \sin^2 \phi_0}, \quad \beta_0 = k_0 \sin \phi_0
\]

\[
u = k_0 \cos \phi, \quad \nu = k_0 \sqrt{\epsilon_r - \sin^2 \phi}, \quad \beta = k_0 \sin \phi
\]

\[
D_1 = D(z_1), \quad D'_1 = \left. \frac{dD(z)}{dz} \right|_{z=z_1}
\]

which is valid for \(-\pi/2 \leq \phi \leq \pi/2, \ -\pi/2 \leq \phi_0 \leq \pi/2\). The scattering geometry is depicted in Figure 2.7 with incident magnetic field given by (3.2).

### 3.3.2 Lower Half-Space

The first-order field in the dielectric is determined by a superposition of the all mode fields in the lower half-space:

\[
H_{j6}^{(1)}(x, z) = \int_{-L_0}^{L} \int_{-L_0}^{L} H_{j6}^{11}(x, z, z_1; u) u du dz_1 + \int_{-L_0}^{L} \int_{-L_0}^{L} H_{j6}^{22}(x, z, z_1; v) v dv dz_1
\]

Evaluation of the integrals in the above equation follows the procedure described in Section 3.3.1 by using the integral evaluations in (2.30) and (3.35), after substituting (3.9d) and (3.10d) with (3.15) and (3.31) into (3.39):
$$H^{(1)\phi}_y(x, z) = \frac{E_i^0}{\eta_0} \left( \frac{\varepsilon_r (\varepsilon_r - 1)}{\pi} \right)^{1/2} \int_{-\infty}^{\infty} \left( \frac{u_0 v}{(v_0 + \varepsilon_r u_0)(v + \varepsilon_r u^*)} \right) e^{j\pi - jk} \times \left[ \frac{v_0 u^* + \beta_0 \beta}{u_0 - v} \int_{-L}^{L} e^{j(k_0 - \nu) l_0} e^{j(\beta - \beta_0) n_1} dz_1 \right. \\
+ \left. \left( k_0^2 (\varepsilon_r u_0 + \varepsilon_r u^* - v_0 - v) + (u_0 u^* - u^* v_0)(v_0 - u^*) \right) \int_{-L}^{L} D_1^2 e^{j(k_0 - \nu) l_0} e^{j(\beta - \beta_0) n_1} dz_1 \right] \frac{dv}{\beta}$$

(3.40)

Note that $u^*$ cannot be replaced by $u$ since $u$ does not have to be real even though $v$ is real for propagating modes in the lower half-space; see (2.12) for $0 \leq v \leq k \sqrt{\varepsilon_r}$. The above result omits incoming modes that do not contribute to the far field. The integral evaluation can be realized by stationary phase approximation. The magnetic far field in the dielectric is obtained as

$$H^{(1)\phi}_{y\phi}(\phi_0, \phi_0) = \left[ \frac{E_i^0}{\eta_0} \sqrt{\frac{2\pi}{k_\epsilon \rho}} e^{-j_{g_0} + j_{\rho}^0} \right] R_{12}^{TM}(\phi, \phi_0)$$

(3.41)

where the scatter pattern ($R_{12}$) in the lower half-space due to an incident plane wave in the upper half-space is given by

$$R_{12}^{TM}(\phi, \phi_0) = \left[ \frac{\varepsilon_r (\varepsilon_r - 1)}{\pi} \right] \left[ \frac{u_0 v}{(v_0 + \varepsilon_r u_0)(v + \varepsilon_r u^*)} \right] \times \int_{-L}^{L} \frac{v_0 u^* + \beta_0 \beta}{u_0 - v} \left( e^{j(k_0 - \nu) l_0} + C_{12} D_1^2 e^{j(k_0 - \nu) l_0} \right) e^{j(\beta - \beta_0) n_1} dz_1$$

(3.42)

where

$$C_{12} = \frac{k_0^2 (\varepsilon_r u_0 + \varepsilon_r u^* - v_0 - v) + (u_0 u^* - u^* v_0)(v_0 - u^*)}{(u_0 + u^*)(v_0 + v)}.$$
and

\[ u_0 = k_0 \cos \phi_0, \quad v_0 = k_0 \sqrt{\varepsilon - \sin^2 \phi_0}, \quad \beta_0 = k_0 \sin \phi_0 \]

\[ u^* = k_0 \sqrt{\varepsilon \sin^2 \phi - 1}, \quad v = \sqrt{\varepsilon \cos \phi}, \quad \beta = \sqrt{\varepsilon} k_0 \sin \phi \]

The scatter pattern expression in (3.42) is valid for \(-\pi/2 \leq \phi \leq \pi/2, -\pi/2 \leq \phi_0 \leq \pi/2\).

The scattering geometry is depicted in Figure 2.9 where the incident field is now given by \(H^i_\varphi\) in (3.2).
CHAPTER 4
VERIFICATION OF THEORY

In the previous chapters, the first-order fields were determined. The actual field is then approximated by adding the primary field to the first-order field; higher-order terms are neglected. That all higher-order terms are small is inferred by the numerical results presented in Chapter 5 where comparisons are made to data generated using a Method of Moments (MoM) evaluation of exact integral equations. This check on the accuracy of the solution is limited since it is a purely numerical check and is performed for a finite number of surface parameters. In this chapter, first-order field solutions are verified by showing that they satisfy reciprocity and obey an error criterion.

4.1 Reciprocity

Reciprocity is a well-known physical principle. In circuit analysis, reciprocity is written for a 2-port passive linear network as

\[ V^A I^B = V^B I^A \]  

(4.1)

where superscripts \( A \) and \( B \) denotes two states. This relation states that the output short circuit current \( I^A \) due to an input voltage \( V^A \) is the same as the short circuit current \( I^B \) at the input due to \( V^B \) in the output terminal if \( V^B \) is equal to \( V^A \). The more general reciprocity relationship is obtained from Maxwell's equations and is called the "Lorentz reciprocity theorem". For the bounded domain \( V \) with boundary surface \( S \), the Lorentz theorem in integral form is written as [7]
\[ \iiint_S (E^A \times H^B - E^B \times H^A) \cdot dS = \iiint_S (E^A \times J^B + H^B \times M^A - E^B \times J^A - H^A \times M^B) dV \]  \hspace{1cm} (4.2) \]

where \( J \) and \( M \) denote electric and magnetic current density, respectively. In a source-free region, the reciprocity theorem written in (4.2) reduces to

\[ \iiint_S (E^A \times H^B - E^B \times H^A) \cdot dS = 0 \]  \hspace{1cm} (4.3) \]

Let the total fields be expressed as incident \((E^i, H^i)\) and scattered \((E^s, H^s)\) fields; equation (4.3) then becomes

\[ \iiint_S (E^{i,A} \times H^{i,B} - E^{i,B} \times H^{i,A}) \cdot dS = \iiint_S (E^{s,A} \times H^{i,B} - E^{i,A} \times H^{s,B}) \cdot dS \]  \hspace{1cm} (4.4) \]

**Figure 4.1** Illustration for reciprocity relation between two states of incident and scattered fields with their wave vector directions.

Let each incident plane wave field take the form

\[ [E^{i,A}, H^{i,A}] = [e^{i}_s, h^{i}_s] \exp(-jk_s \hat{\alpha} \cdot r) \]  \hspace{1cm} (4.5a)
where $\hat{\alpha}$ and $\hat{\beta}$ are the unit vectors representing the direction of propagation; see figure 4.1. For plane wave excitation of the scattering surface, $[E^{s,A}, H^{s,A}]$ and $[E^{s,B}, H^{s,B}]$ can be expressed as

$$
[E^{s,A}, H^{s,A}] = [e_{\hat{\alpha}}^s, h_{\hat{\alpha}}^s] \exp(-jk_0\hat{\alpha} \cdot r) \tag{4.5c}
$$

$$
[E^{s,B}, H^{s,B}] = [e_{\hat{\beta}}^s, h_{\hat{\beta}}^s] \exp(-jk_0\hat{\beta} \cdot r) \tag{4.5d}
$$

where $\epsilon = \rho = \hat{x} + \hat{z}$. Substituting (4.5) into (4.4), the reciprocity relation is obtained [13]:

$$
e_{\hat{\alpha}}^i \cdot e_{\hat{\alpha}}^s (-\hat{\alpha}) = e_{\hat{\beta}}^i \cdot e_{\hat{\beta}}^s (-\hat{\beta}) \tag{4.6}
$$

$$
h_{\hat{\alpha}}^i \cdot h_{\hat{\beta}}^s (-\hat{\alpha}) = h_{\hat{\beta}}^i \cdot h_{\hat{\beta}}^s (-\hat{\beta}) \tag{4.7}
$$

For the scatter geometry studied, now the reciprocity theorem requires with the solutions (2.36) and (3.38) and using (4.6)-(4.7) that:

$$R(\phi_s = -\phi_0, \phi_i = -\phi) = R(\phi_s = \phi, \phi_i = \phi_0) \tag{4.8}
$$

where $\phi_i$ and $\phi_s$ are incident and scattering angle, respectively, and $R$ denotes a scatter pattern of both TE- and TM- polarization case, written in (2.36) and (3.38), respectively. This is rewritten using the scattering geometry in Figure (2.7) as follows:

$$R^{TE,TM}_{11} (-\phi_s, -\phi) = R^{TE,TM}_{11} (\phi, \phi_0) \tag{4.9}
$$

Replacing $\phi$ and $\phi_0$ by $-\phi_0$ and $-\phi$ in both (2.36) and (3.38), respectively, shows reciprocity is satisfied. An alternative form of the reciprocity relation is

$$R^{TE,TM}_{11} (u_0, v_0, -\beta_0, u, v, -\beta) = R^{TE,TM}_{11} (u, v, \beta, u_0, v_0, \beta_0) \tag{4.10}
$$
which is simply obtained by interchanging the angles of incident and scattered so each of
x- and z- directed wave number is replaced as (4.10).

For the scatter pattern in the lower half space, reciprocity relation given in (4.8)
must also be satisfied, i.e.,

$$R_{22}^{TE,TM}(-\phi_0,-\phi) = R_{22}^{TE,TM}(\phi,\phi_0)$$

(4.11)

To prove (4.11) for the scatter pattern in the lower half-space due to an incident plane
wave in lower half-space in TE- and TM- polarization, one needs to derive $R_{22}^{TM}(\phi,\phi_0)$
and $R_{22}^{TE}(\phi,\phi_0)$. These expressions are obtained by following the procedure presented in
Chapter 2 and 3. The result for TE- polarization case is

$$R_{22}^{TE}(\phi,\phi_0) = \left[-\frac{k_0^2}{\pi} (\varepsilon_r - 1) \right] \frac{v_0 v}{(u_0 + v_0)(u^* + v)}$$

$$\times \int_{-L}^{L} \left\{ 1 - e^{i(v_0 + v)z_1} \left[ \frac{1}{u_0 + v} + \frac{1}{u_0 + u^*} - \frac{1}{v + v_0} \right] D_1^{t_2} e^{i(v_0 + v)z_1} \right\} e^{-j(\beta_0 - \beta_2)z_1} dz_1$$

(4.12)

and TM polarization case is

$$R_{22}^{TM}(\phi,\phi_0) = \left(\varepsilon_r - 1\right) \frac{v_0 v (\varepsilon_r u_0 u^* - \beta_0 \beta)}{(v_0 + \varepsilon_r u_0)(v + \varepsilon_r u^*)(v_0 + v)}$$

$$\times \int_{-L}^{L} \left[ 1 - \frac{C_{22}}{(\varepsilon_r u_0 u^* - \beta_0 \beta)} D_1^{t_2} \right] e^{-j(\beta_0 - \beta_2)z_1} dz_1$$

(4.13)

where

$$C_{22} = \frac{\varepsilon_r k_0^2 (v_0 + v - u_0 - u^*) + (\varepsilon_r u_0 u^* - v_0 v)(u_0 + u^*)}{(u_0 + u^*)}$$

The reciprocity relation given in (4.11) is verified by using the relation (4.10) into (4.12)
and (4.13) for both polarization cases in lower half space. Note that reciprocity relation
does not give assurance that the scatter pattern is correct. Satisfaction of reciprocity is a necessary condition for scattered patterns to be a valued solution.

4.2 Error Criterion

Since the actual scattered field solution is approximated only to first-order, its accuracy needs to be quantified. This is accomplished by formulating an error criterion. Such a criterion is used to indicate the range of surface parameters for which the fictitious current solution is expected to yield sufficiently accurate results. In Chapter 2, the FC-theory introduces radiation modes, which provide a complete, orthogonal system that are used to represent the scattered field. Individually, these modes satisfy Maxwell's equations:

\[
\nabla \times E^M = -jk\eta H^M - M^M \\
\nabla \times H^M = jk E^M + J^M
\]

where, \( k \) and \( \eta \) represent the wavenumber and intrinsic wave impedance, respectively, in each half-space. \( E^M, H^M \) denote mode fields and \( J^M \) and \( M^M \) denote passive mode current densities for which explicit expressions are given in Section 2.2.1 for TE polarization and Section 3.2.1 for TM polarization case. In the theory, modes are represented by two independent groups (mode group-1 and mode group-2) and each mode group satisfies (4.14). An error criterion is presented below which, for convenience, applies to the upper half-space \( (x > D(z), |z| < \infty) \) since numerical evaluations are performed only in the upper half-space and for each polarization case.
For TE-polarization case, $M^T = 0$ and $J^T \neq 0$ in (4.14b). Each higher-order field solution is expressed as a superposition of modes, which satisfy (4.14). The total field is expressed as a summation of the primary field plus all the higher-order scattered fields, i.e.,

$$E \approx E^p + E^{s(1)} + E^{s(2)} + \cdots + E^{s(m)} + \cdots$$

If the solution is truncated after the $m$th constituent scattered field then according to the theory all passive volume currents have been eliminated leaving only the volume currents belonging to $E^{s(m)}$, namely, $J^{s(m)}$. This current, if the solution is meaningful, must be converging toward zero. It is expected that the more iterations performed, the better the FC- solution approaches the exact field solution. It is also expected that $J^{s(m)}$ gets smaller relative to the modal field term on the right-hand side of (4.14b). Hence, to ascertain when this occurs, the following condition should apply:

$$\left\langle \left| J^M \right|^2 \right\rangle \ll \left( \frac{k_0}{\eta_0} \right)^2 \left\langle \left| E^M \right|^2 \right\rangle$$

(4.15)

where $\langle \cdots \rangle$ denotes averaging over $z$. If this criterion is satisfied then it is expected that the solution converges to the exact solution when sufficient number of iterations is taken. Using the notation for each mode component in (2.14) to (2.16), inequality (4.15) splits into two mode groups:

$$\left\langle \left| J_{g1}^x \right|^2 \right\rangle \ll \left( \frac{k_0}{\eta_0} \right)^2 \left\langle \left| E_{g1}^x \right|^2 \right\rangle, \text{ for mode group-1}$$  \hspace{1cm} (4.16a)

$$\left\langle \left| J_{g2}^x \right|^2 \right\rangle \ll \left( \frac{k_0}{\eta_0} \right)^2 \left\langle \left| E_{g2}^x \right|^2 \right\rangle, \text{ for mode group-2}$$  \hspace{1cm} (4.16b)
Substituting (2.14a) and (2.16a) into (4.16a) and assuming that the surface profile $D(z)$ satisfies the conditions $\langle D' \rangle = \langle D'^* \rangle = 0$, $\langle D'^3 \rangle = 0$ it follows that

$$\frac{1}{k_0^2} \left[ 4 \beta^2 < D'^2 > + 4u^2 < D'^4 > + < D'^{\ast 2} > \right] \ll \frac{k_0^2}{4u^2}$$

(4.17)

The scattered field was determined by including only the “propagating” modes, described in the previous chapters. This implies that $u$ is positive real values within $0 \leq u \leq k_0$ and that $0 \leq \beta \leq k_0$. Hence, it is reasonable to approximate both $u^2$ and $\beta^2$ in (4.17) by $k_0^2/2$, which is their median value. This assumption is reasonable since the magnitude of the field errors is of interested rather than their exact values. With this assumption, the inequality (4.17) reduces to the following error criterion:

$$Q_{\text{rel}}^\varepsilon (D', D'^*) = 4 \left[ < D'^2 > + < D'^4 > + \frac{1}{2k_0^2} < D'^{\ast 2} > \right] \ll 1$$

(4.18)

which is only for the TE-polarization case of the mode group-1. Substituting (2.15a) and (2.16c) into (4.16b) for mode group-2 yields

$$\frac{1}{k_0^2} \left[ 4 \beta^2 < D'^2 > +(u-v)^2 < D'^4 > + < D'^{\ast 2} > \right] \ll \frac{k_0^2}{(u-v)^2}$$

(4.19)

The range $0 \leq u^2 \leq k_0^2$ and $k_0^2(\varepsilon_r - 1) \leq v^2 \leq k_0^2 \varepsilon_r$ gives $u < v$ so that inequality (4.19) remains valid even if $(u-v)^2$ is replaced by $(v^2 - u^2)$ since for $u < v$

$$(u-v)^2 = u^2 + v^2 - 2uv < v^2 - u^2$$

(4.20)

Again using the approximation, $u^2 \equiv \beta^2 \equiv k_0^2/2$, it follows that

$$v^2 - u^2 = (k_0^2 \varepsilon_r - \beta^2) - u^2 \equiv k_0^2(\varepsilon_r - 1)$$

(4.21)
Applying (4.20) and substituting (4.21) into (4.19) yields an error criterion for the TE-polarization case of mode group-2 as follows

\[ Q_{TE}^{S2}(D', D^*) = (\varepsilon_r - 1) \left[ 2 < D'^2 > + (\varepsilon_r - 1) < D'^4 > + \frac{1}{k_o^2} < D'^2 > \right] \ll 1 \]  

(4.22)

In the TE-polarization case, there are two error criteria that are independent and the surface profile has to satisfy both error criteria to insure accuracy. All elements in (4.18) and (4.22) are positive real values. Hence, summing both inequalities yields a single error criterion which takes the form for the TE polarization case:

\[ Q_{TE}(D', D^*) = \frac{\varepsilon_r - 1}{\varepsilon_r} \left[ 6 < D'^2 > + (3 + \varepsilon_r) < D'^4 > + \frac{3}{k_o^2} < D'^2 > \right] \ll 1 \]  

(4.23)

This error criterion is somewhat strict because of the approximations used in (4.20) and (4.21), but it can be used to check the accuracy of the solution obtained.

A TM-error criterion is obtained by using (4.14a), which is written as

\[ \left| \langle M_{y0}^{S1} \rangle \right|^2 \ll (k_0 \eta_0)^2 \left| \langle H_{y0}^{S1} \rangle \right|^2 \], for mode group-1  

(4.24)

\[ \left| \langle M_{y0}^{S2} \rangle \right|^2 \ll (k_0 \eta_0)^2 \left| \langle H_{y0}^{S2} \rangle \right|^2 \], for mode group-2  

(4.25)

Substituting (3.9)-(3.11) into (4.16) and again assuming that \( \langle D' \rangle = \langle D'^3 \rangle = \langle D'^4 \rangle = 0 \), yields the error criterion for each mode group as follows

\[ Q_{TM}^{S1}(D', D^*) = \left[ 2 < D'^2 > + < D'^4 > + \frac{1}{2k_o^2} < D'^2 > \right] \ll 1 \]  

(4.26)

and

\[ Q_{TM}^{S2}(D', D^*) = (\varepsilon_r - 1) \left[ 2 < D'^2 > + (\varepsilon_r - 1) < D'^4 > + \frac{1}{k_o^2} < D'^2 > \right] \ll 1 \]  

(4.27)
These are identical to the TE- error criteria in (4.18) and (4.22), respectively. The TM- error criterion, therefore, is written as (4.23). Hence, the error criterion of the fictitious current solution for both polarizations is

$$Q(D', D^*) = \frac{\varepsilon_r - 1}{\varepsilon_r} \left[ 6 \left< D'^2 \right> + (3 + \varepsilon_r) \left< D'^4 \right> + \frac{3}{k_0^2} \left< D'^*2 \right> \right] << 1$$

(4.28)

which is independent of the polarization of fields, but depends on the permittivity of the dielectric half-space whose surface is rough.

The error criterion (4.28) is applied to a deterministic rough surfaces with defined roughness profile $D(z)$. But, because natural surfaces are randomly rough, it is important to study scattering from random rough surfaces. This requires using an appropriate statistical description for the surface parameters. The most commonly used statistical description of random rough surfaces assumes that both the height and slope of the random surfaces are characterized by a Gaussian probability density function (pdf). Using this statistical description of the surface parameters, each term in the error criterion (4.28) is expressed in terms of statistical parameters. In the present discussion, an error criterion for a Gaussian random surface will be obtained (a comprehensive discussion of Gaussian surface profiles and the generation of such surfaces will be addressed in Section 5.1.1).

Let $D$ be a Gaussian surface height distribution with $\langle D \rangle = \langle D' \rangle = \langle D'^* \rangle = 0$ then

$$\langle D^2 \rangle = \sigma^2$$

(4.29)

where $\sigma$ is standard deviation of the random variable $D$, always a positive value, which is defined as
Consequently, if standard deviations of $D'$ and $D^*$ are denoted by $\sigma_{D'}$ and $\sigma_{D^*}$, respectively, then

\begin{align}
\langle D'^2 \rangle &= \sigma_{D'}^2 \\
\langle D'^2 \rangle &= \sigma_{D^*}^2
\end{align}

To determine the average of higher-order derivatives of the surface profile, namely, $\langle D'^2 \rangle$ and $\langle D'^2 \rangle$, it is necessary to examine higher-order correlations, i.e. correlation between higher order derivatives of a one-dimensional surface profile, which satisfying the relationships [14][9]:

\begin{equation}
\left< \frac{d^p D(z_0)}{dz_0^p} \cdot \frac{d^q D(z)}{dz^q} \right> = (-1)^p \sigma^2 \cdot \frac{d^{p+q} C(z_0 - z)}{dz^{p+q}}
\end{equation}

where $C(z_0 - z)$ is the surface height correlation function which is Gaussian and given by

\begin{equation}
C(Z) = \exp \left( -\frac{Z^2}{\ell^2} \right) \text{ where } Z = |z_0 - z|
\end{equation}

Equation (4.32) can be used to determine averages of higher-order surface derivatives. This is done by considering the limit as $z_0 \to z$ so that (4.32) reduces to

\begin{equation}
\left< \left( \frac{d^i D(z)}{dz^i} \right)^2 \right> = \sigma^2 \left. \frac{d^{2i} C(z_0 - z)}{dz^{2i}} \right|_{z_0 = z}
\end{equation}

which also shows whether differentiability of the correlation function for higher-order surface correlations exist. Substituting (4.33) into (4.34) with $i=1$ yields
where \( l \) is the correlation length (which will be described in Section 5.1.1). To determine \( \langle D'^4 \rangle \) in (4.28), the moment theorem is used, which states that [15]

\[
\langle D'^n \rangle = \frac{1}{j^n} \frac{d^n}{d\omega^n} \Phi_{D'}(\omega)
\]

(4.37)

where \( \Phi_{D'}(\omega) \) is the characteristic function of \( D' \). The surface derivatives are also Gaussian. Therefore \( \Phi_{D'}(\omega) \) is

\[
\Phi_{D'}(\omega) = \exp\left(-\frac{\sigma^2_{D'} \omega^2}{2}\right)
\]

(4.38)

Using (4.31a), (4.35), (4.37) and (4.38) yields

\[
\langle D'^4 \rangle = 3\sigma^4_{D'} = 3\left(\frac{2\sigma^2}{l^2}\right)^2 = 12\frac{\sigma^4}{l^4}
\]

(4.39)

Substituting (4.35)-(4.36) and (4.39) into (4.28) yields the error criterion for random surface with Gaussian pdf:

\[
Q(\sigma, l) = 12\frac{\varepsilon_r - 1}{\varepsilon_r} \left[ \frac{\sigma^2}{l^2} + (3 + \varepsilon_r) \frac{\sigma^4}{l^4} + \frac{3}{k^2} \frac{\sigma^2}{l^4} \right] \ll 1
\]

(4.40)

This result is applied to ascertain the accuracy of FC-solutions.
4.3 Reduction to the Scatter Pattern of a Perfect Electric Conductor (PEC)

Another useful check is to verify that the scatter pattern of a rough dielectric surface reduces to the scatter pattern of a rough perfectly conducting surface $R_c(\phi, \phi_0)$ that was derived in [10]. The comparison is performed only for upper half-space since fields do not exist inside a PEC. This is accomplished by replacing $\varepsilon_r$ in (2.36) by $-j\infty$ for TE-polarization. It can be shown that

$$\lim_{\varepsilon_r \to -j\infty} \left( R^{TE}_{11}(\phi, \phi_0) \right) = \left[ \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{2u_0u}{(u_0 + u)} \right] \int \{ -[1 + D_{12}^2] e^{j(u_0 + u)\Delta} \} e^{-j(\beta_0 - \beta)z_1} dz_1 \quad (4.41)$$

This result is identical to the plane wave scatter pattern of a rough PEC, $R_c(\phi, \phi_0)$, given in [10], i.e.,

$$\lim_{\varepsilon_r \to -j\infty} \left[ R^{TE}_{11}(\phi, \phi_0) \right] = R^{TE}_{c}(\phi, \phi_0) \quad (4.42)$$

For the TM-polarization case, it can be shown by replacing $\varepsilon_r$ in (3.38) by $-j\infty$ that:

$$\lim_{\varepsilon_r \to -j\infty} \left[ R^{TE,TM}_{11}(\phi, \phi_0) \right] = R^{TE,TM}_{c}(\phi, \phi_0) \quad (4.43)$$

where $\phi$ and $\phi_0$ are defined over the ranges $-\pi/2 \leq \phi \leq \pi/2$, $-\pi/2 \leq \phi_0 \leq \pi/2$ since the fields are zero in the lower half-space occupied by the perfect conductor.
CHAPTER 5  
NUMERICAL RESULTS

To verify the validity of the fictitious current method (FCM), numerical comparisons are made with data generated by the Method of Moments (MoM), one of the best-known numerical techniques used to solve scattering problems with highly accurate results. Most numerical methods for the evaluation of scattering from natural rough surfaces are based on the MoM [16]. Scattering coefficients are obtained for two kinds of surfaces. The first coefficient is obtained for random rough surfaces with Gaussian statistics. The second is obtained for a deterministic surface, which is assumed to be sinusoidally varying. Even though random rough surfaces are more general in describing the surfaces found in nature, deterministic surfaces yield valuable results and are useful in device characterization such as scattering by dielectric gratings.

5.1 Scattering Coefficient for Random Surfaces

5.1.1 Random Surface Profiles

A random surface must be generated with the appropriate statistics that can be controlled. A statistical random surface is usually described in terms of its deviation from a reference plane, beyond the rough surface region. Random surfaces are characterized by their surface height distribution functions and surface correlation functions. The Gaussian (normal) probability density function (pdf) is chosen to generate rough surfaces since much of the literature on rough surfaces assumes the surface height distributions are Gaussian.
A surface is represented by the function $D(z)$ described by a Gaussian height distribution, $P(D)$. For convenience, the average height of the random surface is assumed to be zero, i.e.,

$$< D > = \int_{-\infty}^{\infty} DP(D)dD = 0 \quad (5.1a)$$

where the Gaussian pdf is given by

$$P(D) = \frac{1}{\sigma\sqrt{2\pi}} \exp \left(-\frac{D^2}{2\sigma^2}\right) \quad (5.1b)$$

in which $\sigma^2$ denotes the variance of $D$. The variance of a random variable is defined as the mean-squared variation $< \Delta^2 >$, where $\Delta = D - < D >$ [15]. Using the condition (5.1a), standard deviation ($\sigma$) can be expressed as

$$\sigma = \sqrt{< D^2 >} \quad (5.2)$$

since $\sigma^2 = < \Delta^2 > = < (D - < D >)^2 > = < D^2 > - < D >^2 = < D^2 >$. This means that root mean square (RMS) height of the surface is equal to the standard deviation for Gaussian distribution with mean zero.

The second characterization of a random surface is its surface correlation. Even surfaces that have the same height distributions and the same RMS heights may be very different because of the different 'length scale' over which height changes along the surface [9]. Figure 5.1 shows that the correlation length can affect the surface profile. Both samples have the same RMS height 0.5\lambda but have different correlation lengths, 0.5\lambda for the first sample and 2\lambda for the second one. This implies that the correlation length can controls the rate of change of the surface heights along the z-plane via the correlation function, which is defined as
Figure 5.1 Gaussian surfaces of the same RMS height but different correlation lengths.

For this illustration, surface correlation is Gaussian, given by [17]

\[
C(Z) = \frac{\langle D(z)D(z+Z) \rangle}{\sigma^2}
\]  

(5.3a)

\[
C(Z) = \exp \left( -\frac{Z^2}{l^2} \right)
\]  

(5.3b)

where \( l \) is usually called the correlation length which is the distance that the correlation function falls by \(1/e\). If the surface is isotropic, the vector \( Z \) can be changed to scalar \( Z \), i.e., the correlation function is independent of direction along the \( z \) axis.
The other parameter used to specify randomly rough surface is the RMS gradient, that is found from the RMS height and correlation length. This is called the RMS slope angle $\gamma$; using the relation in (4.35), it is defined as

$$ \tan \gamma = \sqrt{\langle \frac{dD}{dz} \rangle} = \frac{\sigma \sqrt{2}}{l} $$  \hspace{1cm} (5.4)

The Gaussian random surface can be generated using several methods such as the moving average, autoregressive method and the spectral method. The numerically efficient method is the spectral method so that is the one used in the present work.

Let a surface sample be generated for $-L \leq z \leq L$, and let $D_n$ be represented by the Fourier series

$$ D_n = \frac{1}{2L} \sum_{i=-N/2+1}^{N/2} F(K_i) e^{jK_i z_n} $$ \hspace{1cm} (5.5)

where $z_n = n \Delta z$ and $D_n = D(z_n)$ with $2L = N \Delta z$. The surface spatial wave number is $K_i = (2\pi i)/(2L)$. If the coefficient $F(K_i)$ is chosen using the relation [17]

$$ F(K_i) = \sqrt{4\pi \rho(p(K_i))} X_\xi, \hspace{1cm} i \geq 0 $$ \hspace{1cm} (5.6a)

for $i \leq 0$, $F(K_i) = F^*(K_{-i})$ which makes $D_n$ real and $X_\xi$ is an uncorrelated random process. The Gaussian power spectrum is taken as

$$ P(K_i) = \frac{1}{2\sqrt{\pi}} \exp(-\frac{K_i^2 l^2}{4}) $$ \hspace{1cm} (5.6b)

For the case under consideration, $F(K_i)$ is chosen to be
\[
F(K_i) = \begin{cases} 
\sqrt{4\pi p(K_i)}G_\alpha, & i = 0 \\
\sqrt{4\pi p(K_{i,N/2})}G_\beta, & i = N/2 \\
\sqrt{4\pi p(K_i)}\left((G_z + jG_i)/\sqrt{2}\right) & i \neq 0, N/2 
\end{cases}
\] (5.7)

where \(s,t\) are distinct indices of \(1,2,\ldots,N/2\) and \(\alpha, \beta\) are chosen to be one of the values of numbers \(1,2,\ldots,N/2\) such that \(\alpha \neq \beta\). Each of the \(G\) represents one of \(N\) Gaussian random numbers generated by using the MATLAB function with zero mean and unit variance.

Now (5.5) can be performed efficiently using an inverse fast Fourier transform (IFFT). The surface height profile is written as

\[
D_n = \frac{e^{-j(n-1)\pi}}{\Delta z} IFFT[Q_m]
\] (5.8)

where

\[
Q_m = F(K_m)e^{2\pi j \frac{m}{N}}, \quad m = 1,2,\ldots,N/2 - 1
\] (5.9)

\(Q_m\) is found using \(F(K_m) = F^*(K_{-m})\) for \(m = -N/2 + 1, -N/2 + 2,\ldots,1\). The new index is needed instead of \(m\) to realize IFFT using the standard MATLAB package. Evaluating the derivative of the rough surface profile, yields the simple expression

\[
D_n' = \frac{e^{-j(n-1)\pi}}{\Delta z} IFFT[jK_m Q_m]
\] (5.10)
5.1.2 Numerical Comparisons

Several analytical methods have appeared in the literature to study scattering from rough surfaces. The two classical approaches are the Kirchhoff method and the small perturbation method. Each method is valid over a range of surface parameters, and may not overlap one another. Verification of these methods is often done by comparison to numerical results. The Method of Moments (MoM) is a numerical technique that has been used extensively in the solution of electromagnetic boundary value and scattering problems. The MoM has been widely used to determine fields scattered by metallic objects in antenna and radar applications, but its use in the evaluation of scattered fields by rough dielectric surfaces is not so widespread and is more recent [18]. The MoM is summarized in Appendix B. The FC- method presented here is compared to numerical results generated by use of the MoM.

To determine the average scattering coefficient, the Monte Carlo technique is used. The Monte Carlo method is a simulation model to generate values for indeterminate variables over and over again. To apply this technique, one discrete random surface profile $D_n$ is generated as described in Section 5.1.1 and is used for $D$ in (2.35 with 2.36) and (3.37 with 3.38) for TE and TM polarization, respectively. The scattered field using the MoM is obtained by evaluating (B.5) and (B.7) for the same surface profile in the FCM. A second surface is then generated and the scattered fields are obtained. In this procedure, scattered fields are obtained repeatedly using $N_T$ surface realizations. Note that $N_T$ surfaces have the same RMS height ($\sigma$) and correlation length ($l$).
The first-order field is calculated using the FC- method; this field does not include the reflected field. The scattered field calculated by the MoM equals the total field minus the incident field. In other words, if the original geometry illustrated in Figure 2.1 is considered with an incident plane wave as the excitation, the total field can be written in different ways according to the method used, i.e.,

\[ E' = E' + E' + E_{FCM}^s \quad \text{for FCM} \tag{5.11a} \]

\[ E' = E' + E_{MoM}^s \quad \text{for MoM} \tag{5.11b} \]

where \( E_{FCM}^s \) is the first-order scattered field given in (2.35) and \( E_{MoM}^s \) is given in (B.5) which includes the reflected field. Therefore, the MoM scattered field needs to be modified in order for a comparison to be made to the scattered field determined from FCM. The field scattered by a flat dielectric surface of length \( 2L \) centered about the origin, \( E^f \) is added to and subtracted from (5.11b) to produce

\[ E' = E' + E^f + E_{MoM}^s - E^f \tag{5.12} \]

The scattered field \( E_{MoM}^s \) can now be written as the sum of two fields, one scattered by the finite rough surface in the region \( |z| \leq L \) denoted \( E^f \), and one scattered by the flat surface in the region \( |z| > L \) denoted \( E^\infty \). Thus

\[ E' = E' + E^f + E^\infty + E^L - E^f \tag{5.13} \]

Note that \( E^f + E^\infty \) is the specularly reflected field from an infinite flat surface which is designated \( E^* \) in (5.11a); thus (5.13) reduces to

\[ E' = E' + E' + E^L - E^f \tag{5.14} \]
Comparing (5.14) with (5.11a) shows that a scattered field \( E_{\text{MoM}}^{\text{sc}} \) in MoM equals the total field minus the incident and specularly reflected field, i.e.,

\[
E_{\text{MoM}}^{\text{sc}} = E^i - E^i - E^r = E^i - E^r |_{\text{MoM}}
\]

(5.15)

\[\text{Scattering Coefficient (\(\sigma\)):TE} \]

\[\phi_i=45^\circ\]
\[K_{\sigma}=0.666\]
\[K_{\sigma}=2.83\]
\[\gamma=18.4082^\circ\]
\[Q=1.0104\]

**Figure 5.2** Scattering patterns MOMs and MOMs-r obtained from \( E_{\text{MoM}}^s \) and \( E_{\text{MoM}}^{\text{sc}} \), respectively. The surface profile is the same as in Figure 5.5. The large peak in the MOMs result in the specular direction is due to the reflected field, which is removed from the MOMs-r.

The scattered field \( E^i \) is given in (B.5) with integration range \(|z| \leq L\) and the scattered field \( E^r \) is obtained by setting \( D(z)=0 \) in (B.5). Figure 5.2 is a sample plot, which shows both \( E_{\text{MoM}}^s \) and \( E_{\text{MoM}}^{\text{sc}} \) defined in (5.11a) and (5.15), respectively. The appearance of the peak around the specular direction in the MoM result occurs because the MoM solution...
includes the reflected field whereas the FC solution does not include the reflected field. For a more accurate comparison, all MoM simulation results in Figures 5.3 to 5.7 are obtained by plotting the modified scattered field, i.e., $E_{\text{MoM}}^m$ as denoted in (5.15). Good agreement is then more clearly observed.

In numerical simulations using MoM, the rough surface is truncated at $z = \pm L$. This produces current over-flow at the edge of the rough surface, called the edge effect, which has to be minimized. To reduce the error introduced by this effect, the incident wave is tapered so that the surface currents are small at the edge. The tapered incident plane wave is structured to decay to zero in a Gaussian manner for large $z$.

All the Monte Carlo data is generated for $N=720$ with $2L=60\lambda$, i.e., $\Delta z = 2L / N$. The results did not change when simulations were performed for $N=1000$ and 1440 with $2L=60\lambda$, $80\lambda$ and $120\lambda$. The incoherent scattering coefficient is obtained after repeating the same process for $N_T$ surface realizations as [19]

$$\sigma = \frac{2\pi\rho}{N_T L_{\text{eff}}} \left[ \sum_{r=1}^{N_T} |E_{\text{y}}^r|^2 - \frac{1}{N_T} \sum_{r=1}^{N_T} |E_{\text{y}}^r|^2 \right]$$

(5.11)

where the effective illuminating length ($L_{\text{eff}}$) is $(g\sqrt{\pi}/2)/\cos\phi$, for tapered incident plane wave with the Gaussian weighting function having the form $G(z) = \exp[-(z\cos\phi/g)^2]$. The tapering constant ($g$) is usually chosen to be somewhere between $L/2$ to $L/5$ depending on the incident angle. Fifty surface realizations are used for Monte Carlo plots, and the accuracy was checked by increasing this number to 100 with no noticeable change in the results.
Figure 5.3 demonstrates very good agreement between the FCM and the MoM results for both TE- and TM- polarization. The scattering angle $\phi_s$ is taken at 180 discrete values ranging from $-90^\circ$ to $90^\circ$ in $1^\circ$ increments. The incident angle $\phi_i$ is fixed to $45^\circ$. All surface profiles are described in the figure. The error criterion $Q$ for the surface is obtained by using (4.40) and has a small value. The surface profile of Figure 5.4 has higher $Q$ value than Figure 5.3 but still satisfies the criterion and the curves in both polarization show good agreement as expected. Figure 5.5 shows the results from the two method under consideration for an increased RMS slope angle $\gamma$ and for $Q=1$, which is the same surface profile shown in Figure 5.2. There is small disagreement to MoM over the range $-90^\circ \leq \phi_s \leq -50^\circ$ in TE-polarization case. Figure 5.6 presents curves for a surface having a very high RMS slope and for $Q$ that is close to 4. Figure 5.5 and 5.6 show that even when the error criterion is not small compared to unity, good results are obtained. Figure 5.7 shows that the scattering coefficients can be very different for surfaces that have the same RMS slope but different RMS height and correlation length. The surface for Figure 5.7 has a very high RMS height, but the scattering pattern indicates that the surface is smooth because the correlation length is larger in Figure 5.7 as compared to the correlation length in Figure 5.4.
Figure 5.3 Comparisons of Scattering Coefficients for FCM vs. MoM.
$\phi_1 = 45^\circ$, $k_0 \sigma = 0.333$, $k_0 l = 2.83$, $\gamma = 9.45^\circ$, $g = L/2$, where $\phi_1$ is the angle of incidence, $\sigma$ is RMS surface height, $l$ is the surface correlation length, $\gamma$ is the RMS surface slope angle, $\phi_s$ is scattering angle and $Q$ is error criterion of the given surface profile, both TE- and TM- Polarizations.
Figure 5.4 Comparisons of Scattering Coefficients for FCM vs. MoM. 
$\phi$ is the angle of incidence, $\sigma$ is RMS surface height, $l$ is the surface correlation length, $\gamma$ is the RMS surface slope angle, $\phi_s$ is scattering angle and $Q$ is error criterion of the given surface profile, both TE- and TM- Polarizations.
Figure 5.5 Comparisons of Scattering Coefficients for FCM vs. MoM.

$\phi$ is the angle of incidence, $\sigma$ is RMS surface height, $l$ is the surface correlation length, $\gamma$ is the RMS surface slope angle, $\phi_s$ is scattering angle and $Q$ is error criterion of the given surface profile, both TE- and TM- Polarizations.
**Figure 5.6** Comparisons of Scattering Coefficients for FCM vs. MoM.

$\phi_i$ is the angle of incidence, $\sigma$ is RMS surface height, $l$ is the surface correlation length, $\gamma$ is the RMS surface slope angle, $\phi_s$ is scattering angle and $Q$ is error criterion of the given surface profile, both TE- and TM- Polarizations.
Figure 5.7 Comparisons of Scattering Coefficients for FCM vs. MoM. 
$\phi$ is the angle of incidence, $\sigma$ is RMS surface height, $l$ is the surface correlation length, $\gamma$ is the RMS surface slope angle, $\phi_s$ is scattering angle and $Q$ is error criterion of the given surface profile, both TE- and TM- Polarizations.
5.2 Scattering Coefficient for a Given Deterministic Surface

Numerical results for the scattering coefficient can be obtained not only for a statistical random surface, but also for a deterministic surface. A deterministic surface is one that is defined by an explicit mathematical expression. One of the advantages to studying a deterministic surface is that it is simpler to verify using other methods such as the MoM. In this section, a simple periodic sinusoidal surface is specified and the scattering coefficient is obtained. The scattering coefficients determined using the FCM is compared obtained by use of MoM technique described in Appendix B.

A deterministic rough surface is specified to lie between \( z = \pm L \). The surface profile is chosen to satisfy the conditions \( D(\pm L) = D(\pm L) = 0 \), which was assumed previously to evaluate the integrals in (2.30). Under these assumptions, the deterministic surface chosen is defined by the expression

\[
D(z) = \begin{cases} 
D_0 \left[ 1 - \cos^{2K} \left( N_b \frac{L - |z| \pi}{2L} \right) \right] & \text{if } |z| \leq L \\
0 & \text{if } |z| > L 
\end{cases}
\]  

(5.12)

where \( D_0, N_b, K \) are arbitrary positive real numbers. The surface profile given in (5.12) is periodic with period \( N_b/(2L) \) so that \( N_b \) is the number of bumps within the length of the rough surface \( 2L \), and \( D_0 \) is the maximum height of the surface. The derivative of \( D(z) \) in \( |z| \leq L \) is calculated to be

\[
\frac{dD(z)}{dz} = sD_0 (2K) \frac{\pi}{2L} \left[ \cos^{2K-1} \left( N_b \frac{L - |z| \pi}{2L} \right) \right] \left[ \sin \left( N_b \frac{L - |z| \pi}{2L} \right) \right]
\]  

(5.13)
where \( s \) is defined to be the signum function \( \text{sign}(z) \) which is +1 for \( z > 0 \), -1 for \( z < 0 \) and 0 if \( z = 0 \), i.e., \( s = \left[ -\text{sign}(z) + \text{sign}(-z) \right] / 2 \). The first-order scattered field is obtained by substituting (5.13) into (2.36) and (3.38) for \( R_{TE} \) and \( R_{TM} \), respectively.

Numerical comparisons in this section are performed for a surface profile with 5 bumps. The specified surface profile with \( N_b = 5 \) and \( K = 1 \) in (5.12) is then

\[
D(z) = D_0 \left[ 1 - \cos^2 \left( \frac{L - |z| \cdot 5\pi}{L} \right) \right] \quad (5.14)
\]

and the surface derivatives are

\[
\frac{dD(z)}{dz} = sD_0 \frac{5\pi}{2L} \left[ \sin \left( \frac{L - |z| \cdot 5\pi}{L} \right) \right] \quad (5.15a)
\]

\[
\frac{d^2 D(z)}{dz^2} = 2D_0 \left( \frac{5\pi}{2L} \right)^2 \left[ \cos \left( \frac{L - |z| \cdot 5\pi}{L} \right) \right] \quad (5.15b)
\]

The surface specified in (5.14) is illustrated in Figure 5.8.

![Figure 5.8 Given deterministic surface \( D(z) \) described in (5.14).](image)
Spatial resolution \((N)\) in the simulation is set to 230 for \(2L=8\lambda\), which is chosen after confirming that no changes occur in the results by increasing for \(N\) to 1200 with a dielectric constant of 5.6. The scattering coefficient \((\sigma)\) is defined as

\[
\sigma = \begin{cases} 
2\pi \rho \left| \frac{E_{y0}^{(1)}f}{E_y^i} \right|^2 & \text{for TE Polarization} \\
2\pi \rho \left| \frac{H_{y0}^{(1)}f}{H_y^i} \right|^2 & \text{for TM Polarization}
\end{cases}
\]

(5.16)

where \(E_{y0}^{(1)}f\) and \(H_{y0}^{(1)}f\) are given in (2.35) and (3.37), respectively. Incident fields of both polarizations, \(E_y^i\) and \(H_y^i\), are given in (2.3) and (3.2), respectively. The wavelength of the incident wave \(\lambda\) is normalized to \(1m\) and \(\rho\) is the distance from origin to the observation point. In terms of the scatter pattern \((R_{11})\) defined in (2.35) and (3.37), the scattering coefficient in (5.16) is rewritten as

\[
\sigma = \begin{cases} 
2\pi \left| R_{11}^{TE} (\phi_z, \phi_i) \right|^2 & \text{TE Polarization} \\
2\pi \left| R_{11}^{TM} (\phi_z, \phi_i) \right|^2 & \text{TM Polarization}
\end{cases}
\]

(5.17)

where \(R_{11}^{TE} (\phi_z, \phi_i)\) and \(R_{11}^{TM} (\phi_z, \phi_i)\) are given in (2.36) and (3.38), respectively. Scattering angle \(\phi_z\) is taken at 180 discrete values ranging from \(-90^\circ\) to \(90^\circ\) in \(1^\circ\) increments. The incident angle \(\phi_i\) is fixed at \(45^\circ\).

All of the plots are obtained for the same surface profile, but with \(D_o\) varying from \(0.1\lambda\) to \(0.8\lambda\) in \(0.1\lambda\) increments. All simulation results for the deterministic surface are present in Figures 5.9-5.16. Each figure consists of a set of two polarization cases, TE and TM, for the same surface profile. Changing \(D_o\) change the value of \(Q\) in (4.28).
\( Q \) is evaluated by substituting the surface profile given in (5.14) into (4.28) with expressions for each term given by

\[
< D'^2 > = \frac{1}{2} \left( \frac{5\pi}{2L} \right)^2 D_o^2 \tag{5.18a}
\]

\[
< D'^4 > = \frac{3}{8} \left( \frac{5\pi}{2L} \right)^4 D_o^4 \tag{5.18b}
\]

\[
< D'^*^2 > = 2 \left( \frac{5\pi}{2L} \right)^4 D_o^2 \tag{5.18c}
\]

The above formulas are obtained by using (5.15).

Figure 5.9 and 5.10 show the scattering coefficients for the surfaces defined by (5.14) with \( D_o = 0.1 \) and 0.2. Both surfaces have small \( Q \) values compared to 1 (\( Q = 0.1175 \) for \( D_o = 0.1\lambda \) and \( Q = 0.5173 \) for \( D_o = 0.2\lambda \)). These surfaces satisfy the error criterion given in (4.40). These figures demonstrate excellent agreement in both polarizations between the FCM and MoM. Disagreement around \( 80^\circ \leq |\phi_s| \leq 90^\circ \) is due to the “edge” effect in the MoM solution due to over-flow currents caused by the truncation of the infinite planar surface. Figure 5.11 to 5.13 show scattering coefficients with bigger heights so that values of \( Q \) have values larger than unity, but the curves still show very good agreement over the range \( |\phi_s| \leq 70^\circ \). Figures 5.14 to 5.15 for surfaces with very high \( Q \), \( Q \) approximately equal to 10, show disagreement between the FCM and MoM for both TE- and TM- Polarization. Figure 5.16 clearly shows a large difference between the FCM and MoM curves. This surface has a very high maximum surface height and a very high \( Q \), namely, 0.8\( \lambda \) and 23.3959, respectively.
Figure 5.9 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_0=0.1\lambda$. (a) TE polarization (b) TM polarization.
Figure 5.10 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_o=0.2\lambda$. (a) TE polarization (b) TM polarization.
Figure 5.11 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_o=0.3\lambda$. (a) TE polarization (b) TM polarization.
Figure 5.12 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_o=0.4\lambda$. (a) TE polarization (b) TM polarization.
Figure 5.13 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_0=0.5\lambda$. (a) TE polarization (b) TM polarization.
Figure 5.14 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_o=0.6\lambda$. (a) TE polarization (b) TM polarization.
Figure 5.15 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_0=0.6\lambda$. (a) TE polarization (b) TM polarization.
Figure 5.16 Comparison of scattering coefficients for given deterministic surface. Plots in (a) and (b) are obtained by same surface profile described in (5.14) with $D_o=0.8\lambda$. (a) TE polarization (b) TM polarization.
A new theory for rough surface scattering has been developed. The approach is very general and can be applied to a broad range of electromagnetics problems. The more common approach to solve electromagnetics problems is by first obtaining a solution to Maxwell’s equations and then satisfy the boundary conditions. Here, a zero-order solution is first obtained and fictitious current distributions are introduced to satisfy Maxwell’s equations and boundary conditions. The approach is fundamentally new and is being applied to other problems. The specific problem solved here is the scattering of obliquely incident plane waves from an infinite, lossless, dielectric half-space that has a rough surface over a finite portion of its surface.

Both TE- and TM-scatter patterns are derived by using fictitious current distributions and are compared numerically to the results generated by MoM, which is a numerical technique based on solving an exact integral equation. The results of this comparison show good agreement for scattering by the random rough surfaces examined and by the deterministic surface chosen. An error criterion was developed, which depends on the surface profile and the material (the dielectric constant). The scatter patterns obtained were shown to satisfy reciprocity and to reduce to the correct solutions for plane wave scattering from perfectly conducting rough surfaces. Hence, this new full wave theory provides a very good and computationally efficient solution to the problem of scattering from rough surfaces. Further applications include studies of scattering from lossy half-spaces as well as scattering from 2-dimensional rough surfaces.
The orthogonality relationships specified in (2.21) and (3.16) need to be proved. The relationship for the mode group-1 in (2.21a) is rewritten here for convenience:

\[ \int_{x=-\infty}^{+\infty} \psi_{TE}^{g_1}(x, z_1; u') \psi_{TE}^{g_1}(x, z_1; u) \, dx = 2\pi \delta(u-u') \quad \text{for } 0 \leq u, u' < \infty \]  

(A.1)

where the mode function is given by

\[ \psi_{TE}^{g_1}(x, z_1; u) = \begin{cases} e^{-jux} + \frac{u - v}{u + v} e^{j\pi(x-D_1)}, x \geq D_1 \\ \frac{2u}{u + v} e^{-jux-j(\nu-u)v}, x \leq D_1 \end{cases} \]  

(A.2)

To prove (A.1), the integral with respect to \( x \) needs to be split into two integration range, i.e., over the upper-half space (\( x \geq D_1 \)) and over lower-half space (\( x \leq D_1 \)) since the mode function has different forms in the two regions. Thus (A.1) reduces to

\[ \int_{\bar{x}=-\infty}^{0} \psi_{TE}^{g_1}(\bar{x}, z_1; u') \psi_{TE}^{g_1}(\bar{x}, z_1; u) \, d\bar{x} + \int_{\bar{x}=0}^{+\infty} \psi_{TE}^{g_1}(\bar{x}, z_1; u') \psi_{TE}^{g_1}(\bar{x}, z_1; u) \, d\bar{x} = 2\pi \delta(u-u') \]  

(A.3)

where \( \bar{x} = x - D_1 \). Note that \( u = u^* \) and \( \nu = \nu^* \) since \( \nu \) is positive real while \( u \) is real to satisfy the relation \( \nu = \sqrt{k_0^2 (\epsilon_r - 1) + \nu^2} \). Substituting (A.2) into (A.3), the first integral of the left-hand side in (A.3) can be written as

\[ \int_{\bar{x}=-\infty}^{0} \psi_{TE}^{g_1}(\bar{x}, z_1; u') \psi_{TE}^{g_1}(\bar{x}, z_1; u) \, d\bar{x} = e^{-j(u'-u)D_1} \frac{2u'}{u' + v'} \frac{2u}{u + v} \int_{\bar{x}=-\infty}^{0} e^{-j\nu\bar{x}+j\bar{x}^2} \, d\bar{x} \]

\[ = e^{-j(u'-u)D_1} \frac{2u'}{u' + v'} \frac{2u}{u + v} \int_{\bar{x}=0}^{+\infty} e^{-j(u'-u)D_1} \frac{2u'}{u' + v'} \frac{2u}{u + v} \, d\bar{x} \]  

(A.4)
and the second integral on the left-hand side in (A.3) becomes

\[
\int_{\bar{x}=0}^{+\infty} \psi_{TE}^1(\bar{x}, z_1; u') \psi_{TE}^{*1}(\bar{x}, z_1; u) d\bar{x} = e^{-j(\nu' - \nu)\Delta z} \left[ I_A + \frac{u' - \nu'}{u' + \nu'} \frac{u - \nu}{u + \nu} I_B + \frac{u - \nu}{u + \nu} I_C + \frac{u' - \nu'}{u' + \nu'} I_D \right]
\]

(A.5)

where,

\[
I_0 = \int_{\bar{x}=0}^{\infty} e^{-j(\nu' - \nu)\bar{x}} d\bar{x} \quad (A.6a)
\]

\[
I_A = \int_{\bar{x}=0}^{\infty} e^{-j(u - u')\bar{x}} d\bar{x} \quad (A.6b)
\]

\[
I_B = \int_{\bar{x}=0}^{\infty} e^{-j(u - u')\bar{x}} d\bar{x} \quad (A.6c)
\]

\[
I_C = \int_{\bar{x}=0}^{\infty} e^{-j(u + u')\bar{x}} d\bar{x} \quad (A.6d)
\]

\[
I_D = \int_{\bar{x}=0}^{\infty} e^{j(u + u')\bar{x}} d\bar{x} \quad (A.6e)
\]

The integrals in (A.4) and (A.6) have the form \( \int_{0}^{\infty} e^{j\omega k} dk \) which can be evaluated by using

the relation as follows [20]:

\[
-j \lim_{K \to \infty} \int_{0}^{K} e^{j\omega k} dk = \lim_{K \to \infty} \frac{1 - e^{j\omega K}}{j\omega} = \lim_{K \to \infty} \left[ \frac{1 - \cos Kx}{x} - \frac{j\sin Kx}{x} \right] \equiv P\left(\frac{1}{x}\right) - j\pi \delta(x) \quad (A.7)
\]
Note that $P\left(\frac{1}{x}\right)$ is the principal value of $1/x$; it is defined to equal to $1/x$ when $x \neq 0$, but to vanish for $x=0$. Using (A.7), the integral in (A.4) reduces to

$$I_0 = -jP\left(\frac{1}{v-v'}\right) + \pi \delta(v-v') = -jP\left(\frac{v+v'}{u^2-u'^2}\right) + \pi \frac{v}{u} \delta(u-u')$$

which is obtained by using the following relationship:

$$v^2 - v'^2 = u^2 - u'^2$$

and the property of the Dirac delta function:

$$\delta(ax) = \frac{1}{|a|} \delta(x).$$

Integrals in (A.6) are evaluated by using (A.7):

$$I_A = jP\left(\frac{1}{u-u'}\right) + \pi \delta(u-u')$$

$$I_B = -jP\left(\frac{1}{u-u'}\right) + \pi \delta(u-u')$$

$$I_C = -jP\left(\frac{1}{u+u'}\right) + \pi \delta(u+u')$$

$$I_D = jP\left(\frac{1}{u+u'}\right) + \pi \delta(u+u')$$

Substituting (A.8) into (A.4)-(A.5) reduces the left-hand side of (A.3) to

$$2\pi e^{-j(u-u')\Omega} \delta(u-u') = 2\pi \delta(u-u')$$

Thus (A.1) is proved for all $0 \leq u, u' < \infty$. All the other orthogonality relationships in (2.21) can be shown similarly.
The orthogonality relationships for the mode functions of the TM case are written in (3.16):

\[
\int_{x=-\infty}^{x=\infty} \varepsilon_r(x) \psi_{TM}^{g1}(x, z_1; u) \psi_{TM}^{*g1}(x, z_1; u) dx = 2\pi \delta(u - u') \tag{A.10}
\]

where

\[
\varepsilon_r(x) = \begin{cases} 
1, & x > D_1 \\
\varepsilon_r, & x < D_1 
\end{cases} \tag{A.11}
\]

Since the mode function takes different forms in the two regions, (A.10) together with (A.11) is written as follows

\[
\int_{x=-\infty}^{0} \varepsilon_r \psi_{TM}^{g1}(\bar{x}, z_1; u') \psi_{TM}^{*g1}(\bar{x}, z_1; u) d\bar{x} + \int_{0}^{x=\infty} \psi_{TM}^{g1}(\bar{x}, z_1; u') \psi_{TM}^{*g1}(\bar{x}, z_1; u) d\bar{x} = 2\pi \delta(u - u') \tag{A.12}
\]

where \( \bar{x} = x - D_1 \) and

\[
\psi_{TM}^{g1}(x, z_1; u) = \begin{cases} 
e^{-ju} + \frac{\varepsilon_r(u - \nu)}{\varepsilon_r + \nu} e^{ju(x-2D_1)}, & x > D_1 \\
2u \frac{e^{-ju} e^{-j(\nu+\varepsilon_r)D_1}}{\varepsilon_r + \nu}, & x < D_1 
\end{cases} \tag{A.13}
\]

which is given by (3.15a). Substituting (A.13) into (A.12), the first integral of the left-hand side in (A.12) reduces to

\[
\int_{x=-\infty}^{0} \varepsilon_r \psi_{TM}^{g1}(\bar{x}, z_1; u') \psi_{TM}^{*g1}(\bar{x}, z_1; u) d\bar{x} = e^{-j(u'-u)D_1} \varepsilon_r \frac{2u'}{\varepsilon_r + \nu} \frac{2u}{\varepsilon_r + \nu} \int_{x=-\infty}^{0} e^{-ju} d\bar{x}
\]

\[
= e^{-j(u'-u)D_1} \varepsilon_r \frac{2u'}{\varepsilon_r + \nu} \frac{2u}{\varepsilon_r + \nu} \int_{x=0}^{0} e^{-j(u'-u)x} d\bar{x} = e^{-j(u'-u)D_1} \varepsilon_r \frac{2u'}{\varepsilon_r + \nu} \frac{2u}{\varepsilon_r + \nu} I_0 \tag{A.14}
\]

and the second integral on the left-hand side in (A.12) becomes
\[ \int_{x=0}^{\infty} \psi_{IM}^g(\vec{x}, z_1, u') \psi_{IM}^g(\vec{x}, z_1, u') \, dx \]

\[ = e^{-j(u'-u)\rho_1} \left[ I_A + \frac{\epsilon, u' - \nu}{\epsilon, u + \nu} I_B + \frac{\epsilon, u - \nu}{\epsilon, u + \nu} I_C + \frac{\epsilon, u' - \nu}{\epsilon, u + \nu} I_D \right] \quad (A.15) \]

where \( I_0, I_A, I_B, I_C \) and \( I_D \) are given by (A.8). Substituting (A.8) into (A.14)-(A.15) reduces the left-hand side of (A.10) to

\[ 2\pi \left| e^{-j(u'-u)\rho_1} \right| \delta(u - u') = 2\pi \delta(u - u') \quad (A.9) \]

Thus (A.10) is proved for all \( 0 \leq u, u' < \infty \). All the other orthogonality relationships in (3.16) can be shown similarly.
APPENDIX B

METHOD OF MOMENTS (MoM)

The MoM is widely used to evaluate the field scattered by metallic objects in antenna and radar applications, but its use in the evaluation of scattering from rough dielectric surfaces is not so widespread and is more recent [6]. In this section, MoM is recalled and summarized.

For the TE case, the surface electric field can be evaluated by solving the following equation pair that is obtained from application of the equivalence theorem [19].

\[
E_y' (r) = \frac{1}{2} E_y (r) + \int \left\{ jw \mu_0 G_0 (r, r') J_y (r') + E_y (r') \hat{n}' \cdot \nabla G_0 (r, r') \right\} dl'
\]  

(B.1a)

\[
0 = \frac{1}{2} E_y (r) - \int \left\{ jw \mu_0 G_1 (r, r') J_y (r') + E_y (r') \hat{n}' \cdot \nabla G_1 (r, r') \right\} dl'
\]  

(B.1b)

where \( E_y' \) and \( E_y \) are the incident and total electric field, respectively. \( J_y \) is the equivalent electric surface current density found by using \( J_s = \hat{n} \times H = \hat{y} J_y \). Both \( n \) and \( n' \)

\[ E_y' = \hat{y} E_y' \]

or \( H_y' = \hat{y} H_y' \)

![Figure B.1 Geometry for MoM](image)

Figure B.1 Geometry for MoM
are unit normal vectors to the surface, matching to the terminal point of the vector \( \mathbf{r} \), from the origin to the observation point, and \( \mathbf{r}' \), from the origin to the source point, respectively. Both \( \mathbf{r} \) and \( \mathbf{r}' \) touch the surface profile \( D(z) \); see Figure 5.2. \( G_0 \) and \( G_1 \) are the Green's function in 2-dimensional space described by

\[
G_{0,1}(\mathbf{r} - \mathbf{r}') = -\frac{j}{4} H_0^{(2)}(k_{0,1} | \mathbf{r} - \mathbf{r}' |)
\]

where \( k_0 \) and \( k_1 \) are the wavenumbers in the upper and lower half-space, respectively. \( H_0^{(2)}(\cdot) \) is the zero-order Hankel function of the second kind.

With rectangular pulse basis function and the point matching method, (B.1) can be converted into the matrix equation:

\[
\begin{bmatrix}
Z^{11} & Z^{12} \\
Z^{21} & Z^{22}
\end{bmatrix}
\begin{bmatrix}
E_y' \\
J_y'
\end{bmatrix} =
\begin{bmatrix}
E_y' \\
0
\end{bmatrix}
\]

The unknowns \( E_y \) and \( J_y \) are found by following the determination of the explicit form of the elements [19]

\[
Z_{mn}^{11} = \begin{cases}
\frac{1}{2}, & m = n \\
(\hat{n}_y \cdot \hat{r}_{mn}) \frac{j k_0}{4} H_1^{(2)}(k_0 | \mathbf{r}_m - \mathbf{r}_n |) W_n \Delta z_n, & m \neq n
\end{cases}
\]

\[
Z_{mn}^{12} = \begin{cases}
-j \left( 1 - \frac{2j}{\pi} \ln \frac{k_0 W_n \Delta z_n}{4e} \right), & m = n \\
-\frac{j}{4} H_0^{(2)}(k_0 | \mathbf{r}_m - \mathbf{r}_n |) W_n \Delta z_n, & m \neq n
\end{cases}
\]

\[
Z_{mn}^{21} = \begin{cases}
\frac{1}{2}, & m = n \\
-(\hat{n}_y \cdot \hat{r}_{mn}) \frac{j k_1}{4} H_1^{(2)}(k_1 | \mathbf{r}_m - \mathbf{r}_n |) W_n \Delta z_n, & m \neq n
\end{cases}
\]
\[ Z_{mn}^{22} = jk_0 \eta_0 \begin{cases} \frac{j}{4} \left( 1 - \frac{2j}{\pi} \ln \frac{\kappa_n W_n \Delta z_n}{4e} \right), & m = n \\ \frac{j}{4} H^{(2)}_0 (k_1 |r_m - r_n|) W_n \Delta z_n, & m \neq n \end{cases} \tag{B.4d} \]

where \( W_n = \sqrt{1 + \left( \frac{dx}{dz} \right)_n^2} \), \( \hat{R}_{mn} = \frac{r_m - r_n}{|r_m - r_n|} \) and \( \Delta z_n = \Delta z = \frac{2L}{N} \). \( \gamma \) is the exponential of the Euler's constant, i.e., \( \gamma \equiv \exp(0.5772) \). \( n \) and \( m \) are indices with regard to source and observation points in the interval \([1,N]\), respectively. Each size of the sub-matrix \( Z_{11-22} \) is \( N \times N \) so that the total size of \( Z \) is \( 2N \times 2N \). After solving (B.3) using (B.4), the far zone scattered electric field in the upper half-space is evaluated by using

\[ E'_y(r) = \frac{k_0}{\sqrt{8\pi k_o \rho}} \exp(-j\omega \sqrt{\frac{\mu_0}{\epsilon_0}} \rho) \int \left[ \eta_0 J_y(r') - (\hat{n}' \cdot \hat{n}) E_y(r') \right] \exp(j \hat{n}' \cdot r') W dz' \tag{B.5} \]

Note that \( r' = \hat{z}z' + \hat{x}x' \) reaches points on the surface profile, \( \rho \) is a radial distance to a point in the far zone and \( \hat{n}_y \) is the unit vector that specifies the scatter direction.

For the TM case with \( H^t = H^t_y \), (B.1) can be simply changed in view of the duality theorem. The electric fields and current densities must be replaced by magnetic ones, for example, \( J_y \) is replaced by \( M_y \) in \( M_\times = -\hat{n} \times E = \hat{y} M_y \). In addition, \( \mu_0 \) is replaced by \( \epsilon_0 \) in (B.1a) and by \( \epsilon_d \) in (B.1b), hence,

\[ H'_y(r) = \frac{1}{2} \int \left( jw \epsilon_0 G_y(r, r') K_y(r') + H_y(r') [\hat{n}' \cdot \nabla G_y(r, r')] \right) dl' \tag{B.6a} \]

\[ 0 = \frac{1}{2} \int \left( jw \epsilon_d G_1(r, r') M_y(r') + H_y(r') [\hat{n}' \cdot \nabla G_1(r, r')] \right) dl' \tag{B.6b} \]
The TM-polarized far zone scattered magnetic field in the upper half-space then obtained from

\[ H_y^s(\rho) = \frac{k_0}{\sqrt{8\pi\kappa_0}\rho} e^{-\frac{k_0\rho}{2}} \left[ \frac{M_y(r')}{\eta_0} - (\hat{n}' \cdot \hat{n}_y) H_y(r') \right] e^{i\frac{k_0\rho\hat{n}_y \cdot r'}{\eta_0}} W dz' \]  \hspace{1cm} (B.7)
REFERENCES


