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ABSTRACT

INTERFERENCE SUPPRESSION AND DIVERSITY
FOR CDMA SYSTEMS

by
Xiaodong Cai

In code-division multiple-access (CDMA) systems, due to non-orthogonality of the spreading codes and multipath channels, the desired signal suffers interference from other users. Signal fading due to multipath propagation is another source of impairment in wireless CDMA systems, often severely impacting performance. In this dissertation, reduced-rank minimum mean square error (MMSE) receiver and reduced-rank minimum variance receiver are investigated to suppress interference; transmit diversity is applied to multicarrier CDMA (MC-CDMA) systems to combat fading; packet combing is studied to provide both interference suppression and diversity for CDMA random access systems.

The reduced-rank MMSE receiver that uses a reduced-rank estimated covariance matrix is studied to improve the performance of MMSE receiver in CDMA systems. It is shown that the reduced-rank MMSE receiver has much better performance than the full-rank MMSE receiver when the covariance matrix is estimated by using a finite number of data samples and the desired signal is in a low dimensional subspace. It is also demonstrated that the reduced-rank minimum variance receiver outperforms the full-rank minimum variance receiver. The probability density function of the output SNR of the full-rank and reduced-rank linear MMSE estimators is derived for a general linear signal model under the assumption that the signals and noise are Gaussian distributed.

Space-time coding that is originally proposed for narrow band systems is applied to an MC-CDMA system in order to get transmit diversity for such a wideband system. Some techniques to jointly decode the space-time code and
suppress interference are developed. The channel estimation using either pilot
channels or pilot symbols is studied for MC-CDMA systems with space-time coding.

Performance of CDMA random access systems with packet combining in fading
channels is analyzed. By combining the current retransmitted packet with all its
previous transmitted copies, the receiver obtains a diversity gain plus an increased
interference and noise suppression gain. Therefore, the bit error rate dramatically
decreases with the number of transmissions increasing, which in turn improves the
system throughput and reduces the average delay.
INTERFERENCE SUPPRESSION AND DIVERSITY
FOR CDMA SYSTEMS

by
Xiaodong Cai

A Dissertation
Submitted to the Faculty of
New Jersey Institute of Technology
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy of Electrical Engineering

Department of Electrical and Computer Engineering

January 2001
BIOGRAPHICAL SKETCH

Author: Xiaodong Cai
Degree: Doctor of Philosophy
Date: January 2001

Undergraduate and Graduate Education:

- Doctor of Philosophy in Electrical Engineering, New Jersey Institute of Technology, Newark, NJ 2001
- Master of Engineering in Electrical Engineering, National University of Singapore, Singapore, 1997
- Bachelor of Science in Information and Electronic Engineering, Zhejiang University, Hangzhou, China, 1989

Major: Electrical Engineering

Publications and Presentations:

Xiaodong Cai, Yi Sun, and Ali N. Akansu,
"Performance of DS-CDMA random access systems with packet combining in fading channels," to be submitted to IEEE Journal in Selected Area on Communications.

Xiaodong Cai and Ali N. Akansu,

Xiaodong Cai, Hongya Ge, and Ali N. Akansu,

Xiaodong Cai and Ali N. Akansu,
Xiaodong Cai, Hongya Ge, and Ali N. Akansu,  
"Low-rank minimum variance CDMA receiver in multipath channels,"  

Xiaodong Cai, Hongya Ge, and Ali N. Akansu,  
"On the conditioned signal-to-noise ratio of linear MMSE estimators,"  

Kun Wang, Xiaodong Cai, and Hongya Ge,  

Xiaodong Cai, Hongya Ge, and Ali N. Akansu,  

Mahalingam Ramkumar, Ali N. Akansu, and Xiaodong Cai,  

Xiaodong Cai and Ali N. Akansu,  
"OFDM systems embedded training sequence in the guard intervals," submitted to ICASSP 2001.

H.H. Chen and Xiaodong Cai,  

Hsiao-Hwa Chen and Xiaodong Cai,  
To my beloved parents
ACKNOWLEDGMENT

I wish to express my sincere gratitude to my advisor, Dr. Ali N. Akansu, for providing a stimulating and inspiring research environment. It was his constant encouragement, guidance and support that made this pursuit stimulating and rewarding.

I would like to express my appreciation to Dr. Hongya Ge, who spend much time to discuss with me on some ideas and details. I have benefited so much from her suggestions and comments. Thanks are due also to Dr. Yi Sun for his insightful discussions that lead to the research work on CDMA random access system with packet combing.

I must extend my gratitude to Dr. Richard Haddad, Dr. Alexander M. Haimovich and Dr. Jack H. Winters for serving as members of the dissertation committee and for their valuable comments.

No doctoral experience would be complete without the friends that have helped shape it. I would like to thank my good friends Anil, Bin, Burak, Feihong, Minyi, Sebnem and Surong for making my stay at the laboratory enjoyable.

Finally, words can never express the gratitude I feel toward my mother and father who teach me the importance of hard work and perseverance and instill in me the confidence that I could succeed at whatever I chose to do.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong> INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>1.1 CDMA Systems</td>
<td>1</td>
</tr>
<tr>
<td>1.1.1 DS-CDMA</td>
<td>1</td>
</tr>
<tr>
<td>1.1.2 Multicarrier CDMA</td>
<td>2</td>
</tr>
<tr>
<td>1.2 Multiuser Detection</td>
<td>3</td>
</tr>
<tr>
<td>1.3 Diversity Techniques</td>
<td>5</td>
</tr>
<tr>
<td>1.4 Thesis Overview</td>
<td>6</td>
</tr>
<tr>
<td><strong>2</strong> REDUCED-RANK MINIMUM MEAN SQUARED ERROR RECEIVER AND REDUCED-RANK MINIMUM VARIANCE RECEIVER FOR DS-CDMA SYSTEMS</td>
<td>8</td>
</tr>
<tr>
<td>2.1 Reduced-Rank MMSE Receiver</td>
<td>9</td>
</tr>
<tr>
<td>2.1.1 Reduced-Rank MMSE Receiver</td>
<td>11</td>
</tr>
<tr>
<td>2.1.2 Performance Analysis</td>
<td>14</td>
</tr>
<tr>
<td>2.1.3 Adaptive Reduced-Rank MMSE Receiver Based on a Subspace-Tracking Algorithm</td>
<td>16</td>
</tr>
<tr>
<td>2.1.4 Numerical and Simulation Results</td>
<td>19</td>
</tr>
<tr>
<td>2.2 Reduced-Rank Minimum Variance Receiver</td>
<td>23</td>
</tr>
<tr>
<td>2.2.1 A Low-Complexity Minimum Variance Receiver</td>
<td>28</td>
</tr>
<tr>
<td>2.2.2 Reduced-Rank Minimum Variance Receiver</td>
<td>31</td>
</tr>
<tr>
<td>2.2.3 Simulation Results</td>
<td>33</td>
</tr>
<tr>
<td>2.3 Probability Density Function of Conditioned SNRs of Linear MMSE Estimators</td>
<td>36</td>
</tr>
<tr>
<td>2.3.1 Probability Density Function of Conditioned SNRs of Full-Rank and Reduced-Rank MMSE Estimators</td>
<td>37</td>
</tr>
<tr>
<td>2.3.2 Numerical Results</td>
<td>41</td>
</tr>
</tbody>
</table>
# TABLE OF CONTENTS
(Continued)

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4 Summary</td>
<td>42</td>
</tr>
<tr>
<td>3 MULTICARRIER CDMA SYSTEMS WITH TRANSMIT DIVERSITY</td>
<td>45</td>
</tr>
<tr>
<td>3.1 Space-Time Coding</td>
<td>46</td>
</tr>
<tr>
<td>3.2 MC-CDMA with Transmit Diversity</td>
<td>47</td>
</tr>
<tr>
<td>3.2.1 Signal Model</td>
<td>48</td>
</tr>
<tr>
<td>3.2.2 Interference Suppression and Decoding</td>
<td>49</td>
</tr>
<tr>
<td>3.2.3 Simulation Results</td>
<td>52</td>
</tr>
<tr>
<td>3.3 Channel Estimation</td>
<td>56</td>
</tr>
<tr>
<td>3.3.1 Wide-Sense-Stationary and Uncorrelated Scattering Channel Model</td>
<td>56</td>
</tr>
<tr>
<td>3.3.2 Channel Estimation Using Pilot Channels</td>
<td>59</td>
</tr>
<tr>
<td>3.3.3 Channel Estimation Using Pilot Symbols</td>
<td>63</td>
</tr>
<tr>
<td>3.3.4 Simulation Results</td>
<td>65</td>
</tr>
<tr>
<td>3.4 Summary</td>
<td>71</td>
</tr>
<tr>
<td>4 PACKET-SWITCHED CDMA RANDOM ACCESS SYSTEMS WITH PACKET COMBINING</td>
<td>72</td>
</tr>
<tr>
<td>4.1 System Description</td>
<td>74</td>
</tr>
<tr>
<td>4.2 Bit Error Probability</td>
<td>77</td>
</tr>
<tr>
<td>4.2.1 Slotted CDMA System</td>
<td>77</td>
</tr>
<tr>
<td>4.2.2 Unslotted CDMA System</td>
<td>81</td>
</tr>
<tr>
<td>4.3 System Throughput and Delay</td>
<td>85</td>
</tr>
<tr>
<td>4.4 Numerical Results and Discussions</td>
<td>86</td>
</tr>
<tr>
<td>4.5 Summary</td>
<td>90</td>
</tr>
<tr>
<td>5 CONCLUSIONS AND FUTURE DIRECTIONS</td>
<td>95</td>
</tr>
<tr>
<td>5.1 Conclusions</td>
<td>95</td>
</tr>
<tr>
<td>5.2 Future Directions</td>
<td>97</td>
</tr>
<tr>
<td>Chapter</td>
<td>Page</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>APPENDIX A  DERIVATION OF THE SECOND PARTIAL DERIVATIVE OF $MSE_R$ IN EQ. 2.26</td>
<td>99</td>
</tr>
<tr>
<td>REFERENCES</td>
<td>102</td>
</tr>
</tbody>
</table>
### LIST OF TABLES

<table>
<thead>
<tr>
<th>Table</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>20</td>
</tr>
</tbody>
</table>

2.1 The Adaptive Algorithm for the Reduced-Rank MMSE Detector
LIST OF FIGURES

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>SIR of the MMSE detectors. N=31, K=1, SNR=20dB.</td>
<td>24</td>
</tr>
<tr>
<td>2.2</td>
<td>SIR of the MMSE detectors. N=31, K=10, SNR=20dB, (K-1) interferences’ SNRs 10dB</td>
<td>24</td>
</tr>
<tr>
<td>2.3</td>
<td>SIR of the MMSE detectors. N=31, K=10, SNR=20dB, (K-1) interferences’ SNRs are 10dB, 10dB, 10dB, 10dB, 10dB, 20dB, 30dB, 30dB, 40dB.</td>
<td>25</td>
</tr>
<tr>
<td>2.4</td>
<td>SIR of the MMSE detectors. N=15, K=10, SNR=20dB, (K-1) interferences’ SNRs are 20dBs.</td>
<td>25</td>
</tr>
<tr>
<td>2.5</td>
<td>MSE of the MMSE detectors. N=31, K=10, SNR=20dB. K-1 interference users’ SNRs are 8.4dB, 8.8dB, 9.2dB, 9.6dB, 10dB, 10.4dB, 10.8dB, 11.2dB, 11.6dB.</td>
<td>26</td>
</tr>
<tr>
<td>2.6</td>
<td>MSE of the MMSE detectors. N=31, K=10, SNR=20dB. K-1 interference users’ SNRs are 8dB, 9dB, 10dB, 11dB, 12dB, 20dB, 30dB, 31dB, 40dB.</td>
<td>26</td>
</tr>
<tr>
<td>2.7</td>
<td>MSE of the MMSE detectors. N=31, K=10, SNR=20dB. K-1 interference users’ SNRs are 16dB, 17dB, 18dB, 19dB, 20dB, 21dB, 22dB, 23dB, 24dB.</td>
<td>27</td>
</tr>
<tr>
<td>2.8</td>
<td>Performance of the adaptive reduced-rank MMSE detector in a dynamic multiple-access channel. The processing gain is N=15. The forgetting factor is β = 0.995.</td>
<td>27</td>
</tr>
<tr>
<td>2.9</td>
<td>Minimum variance receiver</td>
<td>31</td>
</tr>
<tr>
<td>2.10</td>
<td>Output SIR comparison for different ranks. N=31, K=8, SNR=20dB, (K-1) interferences’ SNRs are 20dBs.</td>
<td>35</td>
</tr>
<tr>
<td>2.11</td>
<td>Output SIR comparison for different ranks. N=31, K=8, SNR=20dB, (K-1) interferences’ SNRs are 30dBs.</td>
<td>35</td>
</tr>
<tr>
<td>2.12</td>
<td>Performance of the adaptive reduced-rank MMSE detector in a dynamic multiple-access channel.</td>
<td>36</td>
</tr>
<tr>
<td>2.13</td>
<td>Density function of normalized output SNR, input SNR=15dB, M=400, N=31, p=4.</td>
<td>43</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>2.14</td>
<td>Density function of normalized output SNR, input SNR=20dB, M=400, N=31, p=4.</td>
<td>43</td>
</tr>
<tr>
<td>2.15</td>
<td>Density function of normalized output SNR, input SNR=15dB, M=1000, N=15, p=10.</td>
<td>44</td>
</tr>
<tr>
<td>2.16</td>
<td>Density function of normalized output SNR, input SNR=20dB, M=1000, N=15, p=10.</td>
<td>44</td>
</tr>
<tr>
<td>3.1</td>
<td>A MC-CDMA transmitter with transmit diversity</td>
<td>48</td>
</tr>
<tr>
<td>3.2</td>
<td>BER versus SNR for DS-CDMA, MC-CDMA with one antenna and with two antennas, K=10</td>
<td>54</td>
</tr>
<tr>
<td>3.3</td>
<td>BER versus SNR for MC-CDMA with transmit diversity, K=10</td>
<td>54</td>
</tr>
<tr>
<td>3.4</td>
<td>BER versus SNR for MC-CDMA with transmit diversity, K=32</td>
<td>55</td>
</tr>
<tr>
<td>3.5</td>
<td>BER versus SNR for MC-CDMA with transmit diversity, MMSE per carrier combiner</td>
<td>55</td>
</tr>
<tr>
<td>3.6</td>
<td>Mean squared-error of the channel estimator using pilot channels.</td>
<td>66</td>
</tr>
<tr>
<td>3.7</td>
<td>Bit error rate of MC-CDMA with pilot channels. $f_d T_b = 0.001$, K=10, P=0dB.</td>
<td>66</td>
</tr>
<tr>
<td>3.8</td>
<td>Bit error rate of MC-CDMA with pilot channels. $f_d T_b = 0.001$, K=20, P=0dB.</td>
<td>67</td>
</tr>
<tr>
<td>3.9</td>
<td>Bit error rate of MC-CDMA with pilot channels. $f_d T_b = 0.005$, K=10, P=6dB.</td>
<td>67</td>
</tr>
<tr>
<td>3.10</td>
<td>Bit error rate of MC-CDMA with pilot channels. $f_d T_b = 0.005$, K=20, P=6dB.</td>
<td>68</td>
</tr>
<tr>
<td>3.11</td>
<td>Mean squared-error of the channel estimator using pilot symbols.</td>
<td>68</td>
</tr>
<tr>
<td>3.12</td>
<td>Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.001$, K=10, P=6dB, M=4</td>
<td>69</td>
</tr>
<tr>
<td>3.13</td>
<td>Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.001$, K=20, P=6dB, M=4</td>
<td>69</td>
</tr>
<tr>
<td>3.14</td>
<td>Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.005$, K=10, P=9dB, M=2</td>
<td>70</td>
</tr>
<tr>
<td>3.15</td>
<td>Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.005$, K=20, P=9dB, M=2</td>
<td>70</td>
</tr>
</tbody>
</table>
## LIST OF FIGURES

(Continued)

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>BER versus SNR for the slotted CDMA system. $\alpha = 3/8$, $L = 2$,</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>Processing gain $N = 64$ in simulation.</td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>BER versus SNR for the unslotted CDMA system. $\alpha = 3/16, L = 2$,</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>Processing gain $N = 64$ in simulation.</td>
<td></td>
</tr>
<tr>
<td>4.3</td>
<td>BER versus normalized offered load. $SNR = 20dB$, $L = 2$. The number</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>of transmissions $N_{rt} = 3$.</td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>BER versus the number of transmissions. $SNR = 10dB$, $\alpha = 3/8$, $L = 2$.</td>
<td>92</td>
</tr>
<tr>
<td>4.5</td>
<td>Normalized throughput of the slotted CDMA system. $SNR = 20dB$, $L = 2$.</td>
<td>93</td>
</tr>
<tr>
<td>4.6</td>
<td>Average delay of the slotted CDMA system. $SNR = 20dB$, $L = 2$.</td>
<td>93</td>
</tr>
<tr>
<td>4.7</td>
<td>Normalized throughput of the unslotted CDMA system. $SNR = 20dB$, $L = 2$.</td>
<td>94</td>
</tr>
<tr>
<td>4.8</td>
<td>Average delay of the unslotted CDMA system. $SNR = 20dB$, $L = 2$.</td>
<td>94</td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

1.1 CDMA Systems

In wireless communications, multiple access schemes are used to allow many users to share simultaneously a finite amount of radio spectrum. Frequency division multiple access (FDMA), time division multiple access (TDMA), and code division multiple access (CDMA) are the three major access techniques used to share the available bandwidth in a wireless communication systems. FDMA assigns a unique frequency band or channel to each user. Once the channel is assigned, no other user can share the same channel. TDMA systems divide the radio spectrum into time slots, and in each slot only one user is allowed to either transmit or receive. In CDMA systems, all the users share the same spectrum bandwidth and time slots. Each user is assigned a specific code that can be used to separate it from other users. In our work, we are particularly interested in some techniques to improve the performance and capacity of CDMA systems.

1.1.1 DS-CDMA

In direct sequence CDMA (DS-CDMA) systems, a narrowband signal that contains a message is multiplied by a signal with a very large bandwidth signal called the spreading signal. The spreading signal is compromised of chips that are defined by a pseudo random sequence which is known to both the transmitter and receiver. The chip rate is much greater than the data rate of the message. All users use the same carrier frequency and may transmit simultaneously. The receiver performs a correlation operation to detect the signal of the desired user. All other user's signal appear as noise at the output of the correlator. The noise coming from other users are called multiple access interference (MAI).
CDMA systems can tolerate some MAI. Introduction of each additional active user increases the overall level of interference to the other users. Each user introduces a unique level of interference that depends on power level, its timing synchronization relative to other signals in the system, and its specific cross-correlation with other CDMA signals. The tolerance to MAI is not unlimited and as the number of interfering users increases, the equivalent noise results in degradation of performance. Even if the number of users is not too large, some users may be received at such high signal levels that a lower power user may be swamped out. This is the near-far effect: users near the receiver are received at higher powers than those far away, and those further away suffer a degradation in performance.

To combat the near-far problem, power control is used in most CDMA systems. Power control is provided by each base station and assures that each mobile user with the base station coverage area provides the same signal level to the base station receiver. This solves the problem of a nearby user overpowering the base station receiver and drowning out the signals of far away users. Despite the use of power control, the performance and channel capacity DS-CDMA systems are limited by the MAI.

1.1.2 Multicarrier CDMA

The multicarrier CDMA transmitter spreads the original data stream over different subcarriers using a spreading code in the frequency domain. A fraction of the symbol corresponding to a chip of the spreading code is transmitted through a different carrier. In order to ensure that each carrier undergoes flat fading, the number of carrier may be greater than the processing gain. In this case, the original data steam is first converted into several parallel steams. Each parallel data steam is modulated over N (processing gain) carriers. Multicarrier modulation can be performed using inverse discrete Fourier transform (IDFT) which can be implemented very efficiently.
with fast algorithms. A proper guard interval is inserted in between different data blocks to eliminate inter block interference. It has been shown [29] that the MC-CDMA has better performance than the DS-CDMA in fading channels.

1.2 Multiuser Detection

Multiuser detection techniques can substantially increase capacity relative to the matched filter receiver. The matched filter treats MAI the same as background Gaussian noise, whereas a multiuser detector exploits the specific structure of MAI. The optimal multiuser receiver proposed by Verdu [97] demonstrates that DS-CDMA is not fundamentally MAI limited and can be near-far resistant. The optimal detector comprises a bank of matched filters followed by a maximum-likelihood (ML) sequence detector whose decision algorithm is the Viterbi algorithm [70]. The computational complexity of the optimal detector grows exponentially with the number of users.

To reduce the complexity, many suboptimal detectors have been proposed. These suboptimal detectors can be put in three categories: nonlinear detector, linear detector and a hybrid of the nonlinear and linear detectors. The nonlinear multiuser detectors include successive interference cancellation (SIC) [40, 43, 67, 100], parallel inference cancellation (PIC) [17, 50, 51, 95, 111], decision-feedback detector [20] and iterative detector [2, 64, 102]. In successive interference cancellation, the users are ordered from strongest to weakest, and are successively demodulated. The interference are removed from users in that order. In parallel interference cancellation, estimated symbols from all users simultaneously regenerate and remove interference for each user. Whereas successive interference cancellation requires a nonuniform distribution of transmitted powers across users to achieve uniform performance across users, parallel interference cancellation is less sensitive to this power distribution. A decision-feedback multiuser detector is analogous to th decision-feedback equalizer for single-user channels. It consists of a linear feedforward filter followed by a feedback
loop which implements successive interference cancellation. That is, the feedback matrix is constrained to be lower-diagonal, so that users are demodulated successively. The iterative multiuser detector is inspired by iterative Turbo decoders [7]. Estimated symbols at the output of the decoder along with reliability information is used to cancel, or partially cancel, interference to other users. The performance of the iterative multiuser detector can reach the single-user bound.

The linear multiuser detector is an important class of suboptimal detector because it is near-far resistant and is easily implemented. The linear multiuser detector includes decorrelator [58, 59, 89] and linear MMSE detector [61, 110]. A decorrelator removes all cross correlations between users, therefore, eliminating multiple access interference. Decorrelators are also shown to be optimally near-far resistant [58]. However, in a manner analogous to zero-forcing equalization, noise enhancement may be a problem. The MMSE detector [61, 110] minimizes the mean squared-error between the transmitted symbol and the output of the detector. MMSE detector has also been shown to be near-far resistant [61]. As the level of background noise tends to be zero, or as energies of interferences increase to infinity, the MMSE linear detector converges to the decorrelating detector.

A combination of the decorrelating detector and PIC was considered in [96], combination of MMSE detector and PIC in [14, 39], and combination of the decorrelating detector and SIC in [19]. In these detectors, a linear multiuser detector is usually first used to generate initial symbol estimates. These estimates are then used in a parallel or successive interference canceler to remove residual interference from the received signal, giving a "cleaned-up" signal. This signal is again input to a linear multiuser detector, giving a refined set of estimates. This procedure can be iterated to improve the estimates further.
1.3 Diversity Techniques

In wireless environment, signal fading arises primarily from multipath propagation of a transmitted signal due to reflections off physical objects. The strength of the fading signal may be very weak due to destructive addition of multipaths in the propagation media. Severe attenuation in signal strength makes it impossible for the receiver to determine the transmitted signal. However, the effects of fading can be substantially mitigated through the use of diversity techniques. Three main forms of diversity are traditionally exploited to varying degrees in wireless communications systems: temporal diversity, spectral diversity, and spatial diversity.

Temporal diversity is effective when the fading is time-selective. Channel coding in conjunction with time interleaving effects temporal spreading of symbols, thereby providing for diversity. Spectral diversity is effective when the fading is frequency-selective. This form of diversity can be practically exploited when the available bandwidth for transmission is large enough that individual multipath components can begin to be resolved, or equivalently when it is large enough that different subbands of the transmission bandwidth experience effectively independent fading. In CDMA systems, the signal bandwidth is much larger than the coherent bandwidth of the channel. Thus, CDMA system can take advantage of frequency diversity. Spatial diversity involves the use of multiple antennas at either the receiver, the transmitter, or both. The signals received from sufficiently spaced antennas would have essentially uncorrelated envelopes. The receiver perform combining or selection and switching to improve the quality of the received signal.

The use of multiple antennas at the mobile makes the remote units larger and more expensive. It is more economical and feasible to add more antennas to the base stations rather than the remote units. For this reason, transmit diversity schemes are very attractive in a practical system. The early approaches on transmit diversity use signal processing at the transmitter to spread the information across the antennas.
In [108, 109, 104, 77, 107], orthogonal signaling is used at the transmitter. Phase sweeping is employed in [35, 53] so that the received signal is a fast fading signal even the channel is slow fading. The significant gain of the transmit diversity can be realized by view this problem from a coding perspective rather than purely from the signal processing point of view. Recently, Space-time trellis coding [87, 86] and space-time block coding [1, 85] are proposed for transmit diversity. General theory to construct effective space-time codes are given in [32, 36]

1.4 Thesis Overview

In this introductory chapter, we have attempted to review the CDMA systems, multiuser detection and diversity techniques, and thus lay the background for the subject material of this proposal.

Chapter 2 is about the reduced-rank MMSE receiver, the reduced-rank minimum variance receiver and the probability density of conditioned SNR of linear MMSE estimators. In Section 2.1, the reduced-rank MMSE receiver is first developed. Then, performance of the reduced-rank MMSE receiver in terms of the MSE at the output of the receiver is analyzed. Finally, an adaptive reduced-rank MMSE receiver is developed based on a subspace tracking algorithm. In Section 2.2, we start by developing a low-complexity minimum variance (MV) CDMA receiver, and then develop a reduced-rank MV receiver. In section 2.3, the probability density function of conditioned SNR of linear MMSE estimators is studied. These estimators are the full-rank estimator obtained by sample matrix inverse (SMI) method and the reduced-rank estimator obtained by the principal component inverse matrix (PCI) method.

In chapter 3, MC-CDMA systems with transmit diversity is studied. The space-time block code is used to introduce transmit diversity. Our emphasis is put on the design of linear receiver that decodes the space-time code and suppresses
interference. Channel estimation using pilot channels or pilot symbols is studied for the multicarrier CDMA system with space-time coding.

In chapter 4, the system performance of CDMA random access systems with linear receivers and packet combing in multipath fading channels is analyzed. By using packet combing, the receiver obtains a diversity gain and an interference suppression gain. Both the slotted CDMA system and unslotted CDMA system with random spreading signature are considered. The bit error rate of the MMSE receiver, decorrelator and matched filter receiver in fading channels is first calculated, and the system throughput and average delay is then analyzed. Chapter 5 contains concluding remarks and a summary of the thesis.
CHAPTER 2
REDUCED-RANK MINIMUM MEAN SQUARED ERROR
RECEIVER AND REDUCED-RANK MINIMUM VARIANCE
RECEIVER FOR DS-CDMA SYSTEMS

Minimum mean square error (MMSE) interference suppression methods have been proposed for DS-CDMA systems [61]. It has been shown that such schemes provide potentially large performance gains relative to the conventional matched filter receiver. The blind MMSE receiver in [37] minimizes the receiver’s mean output energy (MOE) while constraining the response of the user of interest to a constant. It is shown that MOE and MMSE are directly related and minimizing one is equivalent to minimizing the other.

In [76], linear multiuser detectors for synchronous CDMA are derived within the framework of constrained optimization [44]. In the case of a single constraint that corresponds to knowledge of the desired user’s code, the general constrained optimization detector reduces to the MOE detector in [37]. These linear detectors are similar in spirit to the minimum variance beamforming and generalized sidelobe canceler (GSC) in the context of array signal processing [44]. The spreading code of the desired user plays the same role as the steering vector. An extension of the constrained optimization approach to multipath CDMA channels was provided in [88, 90]. It is shown that the performance of the minimum variance receiver with optimal constraints approaches the performance of MMSE receiver at high SNR. The optimal constraint vector can be found by maximizing the output signal power after the interference is suppressed using a min/max approach.

In DS-CDMA systems, the number of active users, $K$, is usually less than the processing gain, $N$. Hence, the effective rank $r$ of the noise-free signal covariance matrix is usually less or much less than the signal dimension, $N$. In this chapter, we explore the low rank nature of the CDMA signal to develop the reduced-rank
MMSE receiver and the reduced-rank minimum variance receiver. The objectives of reduced-rank MMSE receiver include reducing both the computational complexity and the amount of training data that is required for covariance estimation. Reduced-rank processing methods include the multistage Wiener filter (MWF) [27], the cross-spectral metric (CSM) [25, 24], principal components inverse (PCI) [93, 92, 49], eigencanceler [31, 30] and fixed transforms [68]. The effect of the number of data samples in covarinace matrix estimation on the reduced-rank MMSE filter is studied in [49, 68, 10]. Reduced rank multistage Wiener filter and PCI reduced rank MMSE filter have been applied to CDMA system [38, 101]. In this chapter, we will use CSM method to reduce the rank of MMSE receiver and minimum variance receiver. It will be shown that the reduced-rank receiver can outperform full-rank receiver when the covariance matrix is estimated from an finite number of data samples. To further understand the performance of the full-rank and reduced-rank receiver, we study the density function of the conditioned output SNR of the linear MMSE estimators based on a general signal model.

2.1 Reduced-Rank MMSE Receiver

We consider a DS-CDMA system with \( K \) users simultaneously transmitting over an additive white Gaussian noise (AWGN) channel. The received baseband signal can be modeled as

\[
r(t) = \sum_{k=1}^{K} A_k \sum_{i=-\infty}^{\infty} b_k(i) s_k(t - iT - \tau_k) + n(t)
\]  

(2.1)

where \( n(t) \) is AWGN with power spectral density \( \sigma^2 \), \( A_k \) is the received signal amplitude from user \( k \), \( T \) is the symbol duration, \( \tau_k \) is relative delay with respect to the receiver, and \( s_k(t) \) is the normalized spreading waveform. It is assumed that \( \{b_k(i)\} \) is a set of independent equiprobable \( \pm 1 \) random variables, and that \( s_k(t) \) is
supported only on the interval \([0, T]\). Spreading waveform, \(s_k(t)\), is expressed as

\[
s_k(t) = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} s_k[j] \psi(t - jT_c), \quad t \in [0, T].
\]  

(2.2)

Here, \(\{s_k[0], s_k[1], \ldots s_k[N-1]\}\) is a signature sequence of \(\pm 1s\) assigned to the \(k\)th user, \(\psi(t)\) is a normalized chip waveform of duration \(T_c\), and \(N = T/T_c\) is the processing gain.

In this section, we restrict our attention to the synchronous case of model (2.1), in which \(\tau_1 = \tau_2 = \ldots = \tau_K = 0\). It is then sufficient to consider the received signal during one symbol duration, and the received signal model becomes

\[
r(t) = \sum_{k=1}^{K} A_k b_k s_k(t) + n(t), \quad t \in [0, T].
\]  

(2.3)

An asynchronous system of \(K\) users can be viewed as equivalent to a synchronous system with \(2K - 1\) users [61]. Thus the results of this section apply in this context as well.

Consider the synchronous model (2.3). Sampling the chip-matched filter output at chip rate, we get an \(N \times 1\) vector within a symbol interval \(T\)

\[
r = \sum_{k=1}^{K} A_k s_k b + n,
\]  

(2.4)

where \(s_k = (1/\sqrt{N})[s_k[0], s_k[1], \ldots s_k[N-1]]^T\) is the normalized signature waveform vector of the \(k\)th user, and \(n\) is a white Gaussian noise vector with mean \(\mathbf{0}\) and covariance matrix \(\sigma^2 I_N\) (\(I_N\) denotes the \(N \times N\) identity matrix). We can also express (2.4) as

\[
r = S \mathbf{A} \mathbf{b} + n
\]  

(2.5)

where \(S = [s_1, s_2, \ldots, s_K]\), \(\mathbf{A} = \text{diag}(A_k)\) and \(\mathbf{b} = [b_1, b_2, \ldots, b_K]\).
2.1.1 Reduced-Rank MMSE Receiver

Suppose the desired user is user 1, a linear multiuser detector for demodulating this user's data bit in (2.5) is in the form of a linear filter followed by a hard limiter

\[ \hat{b}_1 = sgn(c^T r) \]  

(2.6)

where \( c \in \mathcal{R}^N \). The linear MMSE detector minimizes the mean-squared error that is given by

\[ MSE = E\{ (b_1 - c^T r)^2 \} \]  

(2.7)

It is easily shown that the MMSE solution for \( c \) is

\[ c = C^{-1} p \]  

(2.8)

where \( p = E\{b_1 r\} = A_1 s_1 \) is the cross-correlation between \( b_1 \) and \( r \), and matrix \( C \) is the covariance matrix of \( r \). We call this detector full-rank MMSE detector. The covariance matrix is given by

\[ C = E\{rr^T\} = S \Lambda A S^T + \sigma^2 I_N. \]  

(2.9)

It can also be expressed in terms of its singular value decomposition

\[ C = U \Lambda U^T = [U_s \ U_n] \begin{bmatrix} \Lambda_s & \Lambda_n \end{bmatrix} \begin{bmatrix} U_s^T \ U_n^T \end{bmatrix} \]  

(2.10)

where \( U = [U_s \ U_n] \), \( \Lambda = diag(\Lambda_s, \Lambda_n) \); \( \Lambda_s = diag(\lambda_1, \ldots, \lambda_K) \) contains the \( K \) largest eigenvalues of \( C \) in descending order and \( U_s = [u_1 \ \ldots \ u_K] \) contains the corresponding orthonormal eigenvectors; \( \Lambda_n = \sigma^2 I_{N-K} \) and \( U_n \) contains the \( N-K \) orthonormal eigenvectors with the eigenvalue \( \sigma^2 \). The range space of \( U_s \) is called the signal space since it has the same range as \( S \). The range of \( U_n \) is called the noise space.

Since \( s_1 \) is orthogonal to the noise space, it is easily shown that the full-rank MMSE detector in (2.8) can also be expressed in terms of the signal space parameters

\[ c = U_s \Lambda_s^{-1} U_s^T p \]  

(2.11)
and mean-squared error is written as

$$MSE = 1 - p^T U_s \Lambda_s^{-1} U_s^T p.$$  \hspace{2cm} (2.12)

It can be seen from (2.11) that the MMSE detector $c$ is a vector lying in the signal space. The dimension of the signal space is $K$, hence, we call this detector rank-$K$ detector. It has the same performance as the full-rank detector because the desired user's signature is orthogonal to the noise space. We will see later that the rank-$K$ detector performs better than the full-rank detector when the covariance matrix is estimated. In the following theorem, we derive the proposed reduced-rank MMSE detector that lies in a subspace of the signal space.

**Theorem 1** Suppose that matrix $U_r$ contains $r (r \leq K)$ columns of $U_s$ and $\Lambda_r$ consists of corresponding eigenvalues, and the reduced-rank MMSE detector lies in the range space of $U_r$, then the rank-$r$ MMSE detector $c_r$ is given by

$$c_r = U_r \Lambda_r^{-1} U_r^T p,$$  \hspace{2cm} (2.13)

and the mean-squared error is found as

$$MSE_r = 1 - p^T U_r \Lambda_r^{-1} U_r^T p.$$  \hspace{2cm} (2.14)

**Proof:** Let $w = [w_1, w_2, \ldots, w_r]^T$ and $c_r = U_r w$, then the mean-squared error is calculated by

$$MSE_r = E\{(b_1 - c_r^T r)^2\}$$

$$= c_r^T C c_r - 2 c_r^T p + 1$$

$$= w^T U_r^T C U_r w - 2 w^T U_r^T p + 1.$$  \hspace{2cm} (2.15)

Derivative of $MSE_r$ with respect to $w$ is obtained as

$$\frac{\partial (MSE_r)}{\partial w} = 2 U_r^T C U_r w - 2 U_r^T p.$$  \hspace{2cm} (2.16)
Letting it be equal to the 0 vector, we get
\[ w = (U_r^T C U_r)^{-1} U_r p = \Lambda_r^{-1} U_r p. \] (2.17)

Here we use the fact that the eigenvectors are orthonormal. Then the rank-\( r \) MMSE detector in (2.13) follows. By substituting \( w \) in (2.17) into (2.15), we get the mean-squared error in (2.14).

Rank \( r \) MMSE detector can also be obtained as follows. The projection matrix for the range space of \( U_r \) is \( P_r = U_r U_r^T \). The projection of the received signal to the range of \( U_r \) is \( r_1 = P_r r \). Then linear MMSE detector based on \( r_1 \) is \( c_{r_1} = C_1^{-1} p_1 \), where \( C_1 \) is the covariance matrix of \( r_1 \) and \( p_1 \) is the cross-correlation between \( r_1 \) and \( b_1 \). It is easily shown that \( c_{r_1} \) is the same as \( c_r \) in (2.13).

Comparing (2.14) and (2.12), we can see that the mean-squared error of the reduced-rank detector is not less than that of the rank-\( K \) detector. Since the signal to interference ratio for the MMSE detector is given by \( SIR = 1/MMSE - 1 \) [61], the reduced-rank detector cannot perform better than the full-rank detector. But typically the \( K \) user powers are different. Then the desired user may lie in a lower dimensional subspace of the signal space. In this case, if we choose \( U_r \) such that the desired user is in the range of \( U_r \), then the reduced-rank detector has the same performance as the rank-\( K \) detector. If the desired user lies in the whole signal space, the reduced-rank detector will perform worse than the rank-\( K \) detector. For a given rank, we can choose the subspace in which the reduced-rank MMSE detector lies such that the loss of the performance is minimized. Let us define a quantity \( Q_i \) as
\[ Q_i = \frac{s_i^T u_i u_i^T s_i^T}{\lambda_i} = \frac{\| s_i^T u_i \|^2}{\lambda_i}. \] (2.18)

\( Q_i \) can be viewed as the normalized energy of user 1 projected onto the \( i \)th base. Then MMSE in (12) can also be expressed as
\[ MSE = 1 - A_1^2 \sum_{i=1}^{K} Q_i. \] (2.19)
Therefore, given the rank of the detector, \( r \), the optimal rank-\( r \) MMSE detector is obtained by forcing the detector to lie in the subspace spanned by the \( r \) basis corresponding to the \( r \) largest \( Q_i \). Note that the proposed subspace selection makes use of the signature of the desired user. This method of choosing subspace is similar to the cross spectral metric (CSM) approach [26] for subspace selection in the context of a generalized sidelobe canceler.

In practice, the covariance matrix \( C \) is unknown. It is estimated from the received signal. A commonly used estimation is the sample covariance matrix that is the maximum likelihood estimate of the covariance matrix under the Gaussian assumption. The eigenvectors and eigenvalues of the estimated covariance matrix are different from those of the true covariance matrix. The MMSE detector is obtained from the estimated eigenvectors and eigenvalues. We will see later that the reduced-rank MMSE detector lying in proper subspace performs better than both the rank-\( K \) detector and the full-rank detector. This is the major advantage of the reduced-rank MMSE detector.

2.1.2 Performance Analysis

In this section, we analyze the performance of the reduced-rank MMSE detectors in terms of the mean-squared error at the output of the detectors. The reduced-rank MMSE detectors are obtained from the estimated covariance matrix. We first briefly review the asymptotic statistics of the eigenvalues and eigenvectors computed from the sample covariance matrix. When \( M \) samples of data vector \( \{r_m, m = 1, \ldots, M\} \) are available, the covariance matrix can be estimated by

\[
\hat{C} = \frac{1}{M} \sum_{m=1}^{M} r_m r_m^T
\]

Let \( \hat{\lambda}_i \) and \( \hat{u}_i \) denote the \( i \)th eigenvalue and corresponding eigenvector computed from the sample covariance matrix \( \hat{C} \). We defined \( \Delta \lambda_i = \hat{\lambda}_i - \lambda_i \) and \( \Delta u_i = \hat{u}_i - u_i \). Assuming that all elements of \( \{\Delta \lambda_i, i = 1, \ldots, K\} \) are distinct. We know from
that \( \{\Delta \lambda_i, \Delta \mathbf{u}_i, i = 1, \ldots, K\} \) is asymptotically normal with zero mean, and \( \{\Delta \lambda_i, i = 1, \ldots, K\} \) is asymptotically independent of \( \{\Delta \mathbf{u}_i, i = 1, \ldots, K\} \). Elements of \( \{\Delta \lambda_i, i = 1, \ldots, K\} \) are mutually independent. The variance of \( \Delta \lambda_i \) is \( \sigma_i^2 = 2\lambda_i^2/M \). The covariances of \( \{\Delta \mathbf{u}_i, i = 1, \ldots, K\} \) in the limiting distribution are given by [3]

\[
E_{ij} = \text{Cov}(\Delta \mathbf{u}_i, \Delta \mathbf{u}_j) = \begin{cases} 
\frac{1}{M} \sum_{n=1}^{N} \frac{\lambda_i \lambda_n}{(\lambda_i - \lambda_n)^2} \mathbf{u}_n \mathbf{u}_n^T & i = j \\
-\frac{\lambda_i \lambda_j}{M(\lambda_i - \lambda_j)^2} \mathbf{u}_j \mathbf{u}_j^T & i \neq j
\end{cases} \quad (2.21)
\]

Let us denote the rank-\( r \) MMSE detector obtained from the estimated covariance matrix as \( \hat{\mathbf{c}}_r \). It is a random vector depending on the estimated eigenvalues and eigenvectors. And the mean-squared error conditioned on \( \hat{\mathbf{c}}_r \) is also a random variable. Our objective is to get the mean of the conditioned mean-squared error. The approach is based on a second-order Taylor series expansion of the conditional mean-squared error.

The mean-squared error conditioned on \( \hat{\mathbf{c}}_r \) is given by

\[
\overline{\text{MSE}}_r = 1 + \hat{\mathbf{c}}_r^T \mathbf{C} \hat{\mathbf{c}}_r - 2\hat{\mathbf{c}}_r^T \mathbf{p}. \quad (2.22)
\]

The second-order Taylor series expansion of \( \overline{\text{MSE}}_r \) around the point \( \mathbf{P} = \{\mathbf{u}_i, \lambda_i, i = 1, \ldots, r\} \) is given by

\[
\overline{\text{MSE}}_r = \text{MSE}_r + \sum_{i=1}^{r} \Delta \mathbf{u}_i^T \mathbf{g}_i + \sum_{i=1}^{r} \Delta \lambda_i \mathbf{f}_i + \frac{1}{2} \sum_{i=1}^{r} \sum_{j=1}^{r} \Delta \lambda_i \Delta \lambda_j \mathbf{H}_{ij} \Delta \mathbf{u}_i^T \Delta \mathbf{u}_j + \frac{1}{2} \sum_{i=1}^{r} \sum_{j=1}^{r} \Delta \lambda_i \Delta \lambda_j F_{ij} \quad (2.23)
\]

where vector \( \mathbf{g}_i \) is the gradient of \( \overline{\text{MSE}}_r \) along \( \hat{\mathbf{u}}_i \) at point \( \mathbf{P} \); \( \mathbf{f}_i \) is the first partial derivative of \( \overline{\text{MSE}}_r \) with respect to \( \hat{\lambda}_i \) at point \( \mathbf{P} \); \( F_{ij} \) is the second partial derivative of \( \overline{\text{MSE}}_r \) with respect to \( \hat{\lambda}_i \) and \( \hat{\lambda}_j \) at point \( \mathbf{P} \); and the elements of the vector \( \mathbf{h}_{ij} \) and matrix \( \mathbf{H}_{ij} \) are given by

\[
[h_{ij}]_m = \frac{\partial^2 \overline{\text{MSE}}_r}{\partial \hat{\lambda}_i \partial \hat{\mathbf{u}}_j(m)} |_{\mathbf{P}}, \quad (2.24)
\]
\[ [H_{ij}]_{mn} = \frac{\partial^2 \overline{MSE}_r}{\partial \hat{u}_i(m) \partial \hat{u}_j(n)} |^p. \]  

Take expectation of \( \overline{MSE}_r \) with respect to \( \{\Delta \lambda_i, \Delta u_i, i = 1, \ldots, r\} \), we have

\[
\overline{MSE}_r = MSE_r + \frac{1}{2} \sum_{i=1}^{r} \sigma_i^2 F_{ii} + \frac{1}{2} \sum_{i=1}^{r} \sum_{j=1}^{r} tr(H_{ij}E_{ji})
\]  

where \( tr(\cdot) \) denotes the trace of the matrix in the parenthesis. Here we use the fact that the means of \( \Delta \lambda_i \) and \( \Delta u_i \) are zero and the elements of \( \{\Delta \lambda_i, i = 1, \ldots, r\} \) are mutually independent and \( \{\Delta u_i, i = 1, \ldots, r\} \) is independent of \( \{\Delta u_i, i = 1, \ldots, r\} \).

\( F_{ii} \) and \( H_{ij} \) can be found as

\[ F_{ii} = \frac{2(p^T u_i)^2}{\lambda_i^3}, \]  

\[ H_{ij} = \frac{2}{\lambda_i \lambda_j} X_i^T C X_j \quad i \neq j, \]  

and

\[ H_{ii} = \frac{2}{\lambda_i^2} X_i^T C X_i + \frac{2}{\lambda_i} [Y_1 C e_r, \ldots, Y_N C e_r] - \frac{4}{\lambda_i} W \]  

where \( X_i = u_i p^T + p u_i I_N \), \( Y_j = P_j + p(j) I_N \) and the \( i \)th column of matrix \( W \) is \( p(i)p \). Derivation of \( F_{ii} \) and \( H_{ij} \) is given in Appendix A.

### 2.1.3 Adaptive Reduced-Rank MMSE Receiver Based on a Subspace-Tracking Algorithm

To implement the low-rank MMSE detector, we need to estimate the eigenvectors of the covariance matrix corresponding to the signal space and the corresponding eigenvalues. This can be achieved by using singular value decomposition (SVD) or eigenvalue decomposition (EVD) of the data sample covariance matrix. Classical batch EVD and batch SVD algorithms [28] are computationally demanding. In order to overcome this difficulty, a number of adaptive algorithms for subspace tracking has been developed [18, 80, 113]. In [101], the projection approximation subspace tracking (PASTd) algorithm in [113] is used for blind adaptive multiuser detection. The PASTd algorithm has low computational complexity \( (O(NK)) \).
However, its convergence speed is very slow. To choose the optimal rank for the proposed low-rank MMSE detector, we need the orthogonal eigenvectors. However, the basis for the signal subspace tracked by PASTd are not orthogonal. In this work, we use the subspace tracking algorithm in the low-rank adaptive filter named LORAF 1 in [80]. The subspace tracking algorithm in LORAF 1 has computational complexity of $O(NK^2)$. There is another lower complexity ($O(NK)$) subspace tracking algorithm in LORAF 3 in [80]. However, we observed in simulations that it has very low convergence speed. In contrast, the subspace tracking algorithm in LORAF 1 converges fast in simulations. In a CDMA system, users enter or leave the system randomly. Therefore, the signal space changes. We need a fast convergence algorithm to track variations of the signal space. The subspace tracking algorithm in LORAF 1 assumes a known signal space dimension. It cannot track the rank of the signal covariance matrix. In this work, we combine the rank tracking method in [112] into the subspace tracking algorithm in LORAF 1. We next briefly review the adaptive algorithm for both rank and subspace tracking.

Denote covariance matrix at time $t$ as $C_t$. Define an $N \times K$ matrix $U_0$ with orthonormal columns. The following orthogonal iteration [28] generates a sequence of matrix $\{U_t\}$:

$$
A_t = C_t U_{t-1} \\
A_t = U_t R_t
$$

where $U_t$ and $R_t$ are the factors of a skinny QR decomposition of matrix $A_t$. Assuming that $C_t$ does not change in time, one can show [28] that the sequence of recursion matrix $\{U_t\}$ will converge towards the matrix of dominant eigenvectors. Likewise, the sequence of the triangular matrix $\{R_t\}$ will converge towards the diagonal matrix of dominant eigenvalues. In our case, $C_t$ is defined by $C_t = \sum_{i=1}^{t} \beta^{t-i} r_i r_i^T$ where $0 < \beta \leq 1$. $C_t$ is updated recursively according to $C_t =$
A key step [80] towards the fast subspace tracking algorithm is the orthogonal projection of the actual recursion matrix $U_t$ onto the previous subspace spanned by the columns of $U_{t-1}$. Thus, we have

$$U_t = U_{t-1} \Theta_t + \Delta_t$$  \hspace{1cm} (2.32)

where $\Theta_t = U_{t-1}^T U_t$ and $\Delta_t$ is orthogonal to the column space of $U_{t-1}$. The update equation (40) become

$$A_t = \beta A_{t-1} \Theta_{t-1} + r_t z_t^T + \beta C_{t-1} \Delta_{t-1}$$  \hspace{1cm} (2.33)

where $z_t^T = U_{t-1}^T r_t$. Only the last term requires $O(N^2K)$ operations but it can be neglected without any performance penalty [80]. This results in the $O(Nr^2)$ recursion for a direct updating of matrix $A_t$:

$$A_t = \beta A_{t-1} \Theta_{t-1} + r_t z_t^T$$  \hspace{1cm} (2.34)

The fast subspace tracking algorithm consists of equations (2.31) and (2.34). We can modify this algorithm to track both the rank and the signal space as follows. Suppose that the rank is $K$, and we track $K+1$ dominant eigenvectors and eigenvalues. Based on the estimated eigenvalues, one can estimate the rank of the signal space using information-theoretic criteria such as the Akaike information criterion (AIC) [103]. Suppose the estimated rank is $r$. If $r < K$, remove the last $K - r$ columns from matrix $U_t$. If $r > K$, add a vector $x$ to matrix $U_t$ as its last column. Vector $x$ can be obtained by projecting the data vector $r_t$ onto orthogonal subspace of column span of $U_t$. The quantity AIC is defined as follows:

$$AIC(k) = (N - k) L \ln(\alpha(k)) + k(2N - k)$$  \hspace{1cm} (2.35)

where $L = 1/(1 - \beta)$ and $\alpha(k)$ is defined as

$$\alpha(k) = \frac{(\sum_{i=k+1}^{N} \hat{\lambda}_i)/(N - k)}{(\prod_{i=k+1}^{N} \hat{\lambda}_i)^{1/(N-k)}}$$  \hspace{1cm} (2.36)
The estimate of rank is given by the value of $k$ that minimizes the quantity (2.35).

After the eigenvectors and corresponding eigenvalues are estimated, we can construct the optimal low-rank MMSE detector. Assume that the receiver knows the signature of the desired user, $s_1$, the estimate of quantity $\hat{Q}_i$ in (2.18) is $\hat{Q}_i = \frac{||s^T u_i||^2}{\lambda_i}$. The optimal rank-$r$ MMSE detector, $\hat{c}_r$, is obtained using the $r$ eigenvectors and eigenvalues corresponding to $r$ largest $\hat{Q}_i$. Applying the previous data to each of $K$ low-rank detectors, $\{\hat{c}_i, i = 1, \ldots, K\}$, we can estimate the mean-squared error at the output of each low-rank detector. The optimal low-rank MMSE detector is the one having the smallest mean-squared error. When we estimate the mean-squared error, the detector can operate either in the training mode or the decision-directed mode. Finally, the proposed adaptive algorithm for the low-rank MMSE detector is summarized in Table I.

### 2.1.4 Numerical and Simulation Results

In this section, we provide some simulation examples to demonstrate the performance of the reduced-rank MMSE detector developed in section 2.1.1. Rank-$r$ MMSE detector lies in the subspace spanned by $r$ eigenvectors corresponding to $r$ largest $\hat{Q}_i$ ($\hat{Q}_i$ is defined in (2.18)). We also give the analytical results using the technique developed in section 2.1.2. We use Gold sequence as the spreading sequence. The desired user is user 1. The performance measure for simulation is the signal to interference ratio (SIR) versus the rank of the MMSE detectors. Since the distribution of the output of the linear MMSE detector is approximately Gaussian [69], the output SIR translates easily into an equivalent error probability. For the fixed data bits of the desired user, SIR is defined as $SIR = E^2\{c^T_r r\}/Var\{c^T_r r\}$, where the expectation is with respect to the data bits of MAI's and the noise. When the covariance matrix is known, i.e. the signatures and the amplitudes of all the users are known, SIR is
Table 2.1 The Adaptive Algorithm for the Reduced-Rank MMSE Detector

Initialize the algorithm: \( \mathbf{U}_0 = \frac{1}{\theta_0} \mathbf{I} \); \( \theta_0 = 1 \); \( \mathbf{A} = 0 \); \( K_0 = N \); \( \beta = 0.995 \); \( \sigma_0^2 = 0 \); \( N_{\text{mse}} = 10 \)

Update the eigenvalues and eigenvectors of signal subspace \( \{\lambda_k\}_{k=1}^{K(t)} \) and \( \mathbf{U}(t) \)

\[
\begin{align*}
\mathbf{h}_t &= \mathbf{U}_{t-1}^T \mathbf{r}_t \\
\mathbf{A}_t &= \beta \mathbf{A}_{t-1} \theta_{t-1} + \mathbf{r}_t \mathbf{h}_t^T \\
\mathbf{A}_t &= \mathbf{U}_t \mathbf{R}_t : \text{QR factorization} \\
\theta_t &= \mathbf{U}_{t-1}^T \mathbf{U}_t \\
x_t &= \mathbf{r}_t - \mathbf{U}_t \mathbf{U}_t^T \mathbf{r}_t \\
\sigma_t^2 &= \beta \sigma_{t-1}^2 + x_t^T x_t / (N - K_{t-1})
\end{align*}
\]

Update the rank of signal subspace \( K_t \)

\[
\text{FOR } k = 1 : K_{t-1} \text{ DO }
\begin{align*}
\alpha(k) &= \left[ \sum_{i=k+1}^{N} \lambda_i / N - k \right] / (\prod_{i=k+1}^{N} \lambda_i)^{1/k} \\
AIC(k) &= (N - k) \ln(\alpha(k)) / (1 - \beta) + k(2N - k)
\end{align*}
\]

\[
\text{END}
\]

\[
K_t = \arg \min_{0 \leq k \leq N-1} AIC(k) + 1
\]

IF \( K_t < K_{t-1} \) THEN

\[
\begin{align*}
\mathbf{U}_t &= \mathbf{U}_t(:, 1 : r) \\
\mathbf{A}_t &= \mathbf{A}_t(:, 1 : r) \\
\theta_t &= \theta_t(1 : r, 1 : r)
\end{align*}
\]

ELSE IF \( K_t > K_{t-1} \) THEN

\[
\begin{align*}
K_t &= K_{t-1} + 1 \\
\mathbf{U}_t &= [\mathbf{U}_t, x / \sigma_t^2] \\
\mathbf{A}_t &= [\mathbf{A}_t, x] \\
\theta_t &= [\theta_0, \theta]
\end{align*}
\]

END

Choose the best reduced-rank MMSE detector \( \mathbf{c}_t \)

calculate \( \{\mathbf{Q}_i\}_{i=1}^{K_{t-1}} \), generate a matrix \( \mathbf{V} \) whose first column is \( \mathbf{u}_t \) corresponding to the largest \( \{\mathbf{Q}_i\}_{i=1}^{K_{t-1}} \) and second column is \( \mathbf{u}_t \) corresponding to the second largest \( \{\mathbf{Q}_i\}_{i=1}^{K_{t-1}} \) and so on. \( \eta_k \) is the eigenvalue corresponding to \( \mathbf{v}_i \)

\[
\mathbf{c}_0 = 0
\]

FOR \( k = 1 : K_t - 1 \) DO

\[
\begin{align*}
\mathbf{c}_k &= \mathbf{c}_{k-1} + \mathbf{V}(\cdot, k) \mathbf{V}(\cdot, k)^T \mathbf{p} / \eta_k \\
MSE(k) &= 0
\end{align*}
\]

FOR \( i = 1 : N_{\text{mse}} \) DO

\[
MSE(k) = MSE(k) + (\hat{b}(t - i) - \mathbf{c}_k^T \mathbf{r}_{t-i})^2
\]

END

END

\[
\mathbf{c}_t = \arg \min_{\mathbf{c}_k} MSE(k)
\]

\[
\hat{b}(t) = \text{sgn}(\mathbf{c}_t^T \mathbf{r}_t)
\]
given by

\[ SIR = \frac{(A_1 c_r^T s_1)^2}{\sigma^2 \| c_r \|^2 + \sum_{i=2}^{K} (A_i c_r^T s_i)^2}. \]  

(2.37)

In simulations, the expectation operation is replaced by the time averaging operation. In analysis, the performance measure is mean-squared error (MSE) versus the rank of the detectors. The input SNR (SNR is defined as \( A_1^2/\sigma^2 \)) of the desired user is 20dB.

**Example 1: Simulation of a single user system**

We first consider the single user case. The processing gain is \( N = 31 \). The simulated performance is plotted in Fig. 2.1. The data plotted are averaged over 400 independent simulations. Since the noise-free signal has rank 1, performances of all the detectors with different ranks are the same when the covariance matrix is known. When the covariance matrix is estimated, we see that the rank-1 detector has the best performance. If we use more basis other than the one corresponding to the largest \( Q_i, i = 1, \ldots, N \) to construct the detector, we get more noise than the desired signal at the output of the detector. Therefore, the performance degrades. We can also see that the number of samples, \( M \), used to estimate the covariance matrix affects the performance of the rank-\( r \) (\( r > 1 \)) detector. For example, when \( M = 400 \), SIR at the full-rank detector output is 11.1dB. When \( M = 1000 \), it is about 14dB.

**Example 2: Simulation of 10 user systems**

We next consider 10 user cases. The processing gain is \( N = 31 \). The data plotted are the average over 400 independent simulations. In Fig. 2.2, nine interference users' SNRs are 10dB. This may be the case in which there is only one user in the cell but there exist inter-cell interferences. The signature of the desired user lies in a subspace whose dimension is 2 and most of its energy is in a one-dimensional subspace. Therefore, when the covariance matrix is estimated, the rank-1 detector
has the best performance. In Fig. 2.3, there are five weak interferences and four strong interferences. The rank-2 detector has the best performance. Fig. 2.4 is for the perfect power control case where nine interference users have the same power as the desired user. In this case, rank-$K$ detector has the best performance since the signature of the desired user is in the whole signal space. All of the simulations show that the detectors whose rank is greater than $K$ perform worse than the optimal reduced-rank detector.

Example 3: Comparison of simulation and analytical results

In this example, we compare the simulation results with the analytical results. The processing gain is $N = 31$. There are 10 users in the system. The number of samples used to estimate the covariance matrix is 1000. SNRs of different users are chosen to be different in order to make the ten largest eigenvalues of the covariance matrix be different which is necessary in analysis. The simulation results are the average over 2000 independent runs. In Fig. 2.5 and Fig. 2.6, most of the energy of the desired user is in a low dimensional subspace. Hence, when the detector is obtained from the estimated covariance matrix, both the simulation results and the analytical results show a reduced-rank detector has better performance than the rank-$K$ detector. But when covariance matrix is known, rank-$K$ has the best performance as expected. This shows the advantage of the reduced-rank MMSE detector when the covariance matrix is unknown. In Fig. 2.7, interferences’ powers are close to that of the desired user. The signature of the desired user is in the whole signal space. Therefore, the rank-$K$ detector has the best performance.

Example 4: Performance simulation of the adaptive reduced-rank MMSE detector

Finally, we use the adaptive algorithm developed in Section 4 to simulate the performance of the adaptive reduced-rank detector in a dynamic multiple-access channel. The simulation results are displayed in Fig. 2.8. At $t = 0$, there are 10
users in the channel. The desired user's SNR is 20 dB. There are six 10-dB users, one 20-dB user, one 30-dB user, one 40-dB user. At $t = 2000$, a 40-dB user enters the channel; at $t = 4000$, the two 40-dB users exit the channel. The processing gain is $N = 31$. The forgetting factor is $\beta = 0.995$. The data plotted are the average over 400 independent simulations. The first 100 iterations are in the training mode and the rest are in the decision directed mode. The ten previous bits are used to estimate the mean-squared error. We see that the optimal reduced-rank detector has approximate 2dB advantage over the rank-$K$ detector. The adaptive algorithm has a fast convergence speed.

### 2.2 Reduced-Rank Minimum Variance Receiver

In this section, we consider the reduced-rank minimum variance (MV) receiver. The advantage of minimum variance receiver relative to the MMSE receiver is that the MV receiver can be implemented blindly. The MV receiver only needs know the signature and the timing of the desired user. Its performance is close to the MMSE receiver. In adaptive implementation of the optimal minimum variance receiver [90], the optimal constraint vector is difficult to track. Furthermore, in complex multipath channels, there is a phase ambiguity in the optimal constraint vector. Therefore, the transmitted data should be differentially encoded. The phase ambiguity can be resolved by differential decoding. In this section, we propose a RAKE receiver followed by an equal gain combiner. The impulse response of the filter in each finger is obtained by the minimum variance criterion. The noise at the output of the RAKE receiver is approximately white. The transmitted data are differentially encoded. Thus, we can use a simple equal gain combiner to collect all the energy of the desired user. Every finger of the RAKE receiver is implemented adaptively with the same structure as a GSC. A subspace tracker tracks the signal space of the data in the low-branch of the GSC. Based on the tracked signal space, every finger of the RAKE
Figure 2.1 SIR of the MMSE detectors. \(N=31, K=1, \text{SNR}=20\text{dB}\).

Figure 2.2 SIR of the MMSE detectors. \(N=31, K=10, \text{SNR}=20\text{dB}, (K-1)\) interferences’ SNRs 10dB.
Figure 2.3 SIR of the MMSE detectors. N=31, K=10, SNR=20dB, (K-1) interferences' SNRs are 10dB, 10dB, 10dB, 10dB, 10dB, 20dB, 30dB, 30dB, 40dB.

Figure 2.4 SIR of the MMSE detectors. N=15, K=10, SNR=20dB, (K-1) interferences' SNRs are 20dBs.
Figure 2.5 MSE of the MMSE detectors. N=31, K=10, SNR=20dB. K-1 interference users' SNRs are 8.4dB, 8.8dB, 9.2dB, 9.6dB, 10dB, 10.4dB, 10.8dB, 11.2dB, 11.6dB.

Figure 2.6 MSE of the MMSE detectors. N=31, K=10, SNR=20dB. K-1 interference users' SNRs are 8dB, 9dB, 10dB, 11dB, 12dB, 20dB, 30dB, 31dB, 40dB.
Figure 2.7 MSE of the MMSE detectors. \(N=31, K=10\), SNR=20dB, K-1 interference users' SNRs are 16dB, 17dB, 18dB, 19dB, 20dB, 21dB, 22dB, 23dB, 24dB.

Figure 2.8 Performance of the adaptive reduced-rank MMSE detector in a dynamic multiple-access channel. The processing gain is \(N=15\). The forgetting factor is \(\beta = 0.995\).
receiver chooses a subspace of the signal space to form the reduced-rank receiver. Since we need only one subspace tracker for all the fingers and constraint vectors are fixed, the computation complexity of the proposed receiver is much lower than that of the minimum variance receiver with the optimal constraints. Simulations demonstrate that the performance of the proposed receiver is almost the same as that of the minimum variance receiver with the optimal constraints. When the covariance matrix is estimated, the optimal reduced-rank receiver outperforms the full-rank receiver.

2.2.1 A Low-Complexity Minimum Variance Receiver

We consider a DS-CDMA system with $K$ users simultaneously transmitting through their respective multipath channels with additive white Gaussian noise (AWGN). The transmitted signal due to the $k$th user is given by

$$x_k(t) = \sum_{i=-\infty}^{\infty} b_k[i] A_k s_k(t - i T - \tau_k)$$

(2.38)

where $A_k$ is the signal amplitude, $T$ is the symbol duration, $\tau_k$ is relative delay with respect to the receiver, and $s_k(t)$ is the normalized spreading waveform given in (2.2).

The $k$th user's signal propagates through a multipath channel with the complex impulse response $g_k(t)$. At the receiver, the received signal is first filtered by a chip matched filter and then sampled at the chip rate. Thus impulse response of the composite channel is $\tilde{g}_k(t) = \psi(t - \tau_k) * g_k(t) * \psi(t)$ and the discrete-time channel is $\tilde{g}_k[n] = \tilde{g}_k(n T_c), n = 0, \ldots, q - 1$, where $q$ is the length of the channel impulse response. Let $h_k[n] = \sum_{i=-\infty}^{\infty} s_k[i] * \tilde{g}_k[n - i]$. The $l$th sample of the signal component due to the $k$th user is

$$y_k[l] = \sum_{i=-\infty}^{\infty} b_k[i] h_k[l - i N].$$

(2.39)

For making a decision on the $n$th symbol of the desired user, we consider a vector $y[n] \in C^{N+q}$ corresponding to the $n$th observation interval. Let $d_k = [\tau_k / T_c]$
where \([x]\) denotes the largest integer that is smaller than \(x\). As in [60], let \(T_L\) denote the acyclic left shift operator, and \(T_R\) denote the acyclic right shift operator, both on vectors of length \(N + q\). Thus, for a vector \(x = [x_0, \ldots, x_{N+q-1}]^T\), we have \(T_Lx = [x_1, \ldots, x_{N+q-1}, 0]^T\) and \(T_Rx = [0, x_0, \ldots, x_{N+q-2}]^T\). Let \(T^n_L\), \(T^n_R\), denote \(n\) applications of these operators, resulting in left and right shifts by \(n\), respectively. Let \(h_k[0] = T^n_R h_k\), \(h_k[-1] = T^n_L - d k h_k\) and \(h_k[+1] = T^n_R + d k h_k\). Then the signal vector due to the \(k\)th user is

\[
y_k = b_k[n] h_k[0] + b_k[n-1] h_k[-1] + b_k[n+1] h_k[+1].
\]

(2.40)

The total signal vector is given by

\[
y[n] = \sum_{k=1}^{K} y_k[n] + u,
\]

(2.41)

where \(u\) is a complex AWGN vector with covariance \(\sigma^2 I\).

A linear receiver is a correlator \(w\) that produces the following statistic for the \(n\)th symbol: \(z[n] = w^T y[n]\). The minimum variance approach selects the correlator \(w\) by minimizing the output power \(E\{z^2[n]\}\) subject to a set of constraints [44] :

\[
\min w^H R_y w \quad \text{subject to} \quad Cw = f
\]

(2.42)

where \(R_y = E\{y[n] y^H[n]\}\) is the data covariance matrix. \(C\) is a matrix whose rows specify the constraints, \(f\) is the constraint vector. As shown in [44], the optimal solution to this problem is \(w_o = R^{-1}_y C (C R_y^{-1} C^H)^{-1} f\).

Suppose that the desired user is user 1, the \(q \times (N + q)\) constraint matrix \(C\) is given by

\[
C = \begin{bmatrix}
    s_1[0] & \cdots & s_1[N - 1] & 0 & \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    0 & s_1[0] & \cdots & s_1[N - 1]
\end{bmatrix}.
\]

(2.43)

The optimal vector \(f\) is found as the eigenvector of \(C R_y^{-1} C^H\) corresponding to the minimum eigenvalue [90]. In adaptive implementation, the optimal vector \(f\) is difficult to track. In [88], vector \(f\) is chosen as \(f = [1, 0, \ldots, 0]^T\). By doing so, the
receiver collects the signal energy in the first path but discards the energy in other paths. To exploit all the energy, Liu et al. [57] proposed a decorrelating RAKE receiver. The impulse response of the filter in the $i$th finger of the RAKE receiver is obtained by above constrained optimization with the vector $f_i = e_i$, where $e_i$ is the unit vector with all elements 0's except 1 at the $i$th position. The outputs from the fingers of the RAKE receiver are coherently combined. The combining vector is found as the principal eigenvector of the covariance matrix of the output of the RAKE receiver. It is noticed that there are phase ambiguities in the optimal vector $f$ in Tsatsanis' receiver [90] and in the combing vector in Liu's decorrelating RAKE receiver [57]. Therefore, transmitted data should be differentially encoded. To reduce the complexity of the receiver further, we propose a simple equal gain combiner after Liu's decorrelating RAKE receiver in combination with differential encoding/decoding. First, we discuss the following fact.

**Fact:** The noise at the output of the RAKE receiver is approximately white.

Let vector $v[n] \in C^q$ denote the noise at the output of the RAKE receiver. The covariance matrix of $v$ is $R_v = \sigma^2 (CR_y^{-1}C^H)^{-1}CR_y^{-1}R_y^{-1}C^H(CR_y^{-1}C^H)^{-1}$ Suppose that there is a matrix $A$ such that $C^HAC = I$, then $R_v = \sigma^2 A$. From the relations that $CC^HACC^H = CC^H$ and $CC^H \approx I$, we have $A \approx I$. Thus $v$ is approximately white.

Denotes vector $z[n] \in C^q$ as the output of the RAKE receiver. Suppose that there is no residual interference in $z[n]$, the optimum decision variable [94] for the differentially encoded data is $U[n] = z[n-1]^H R_v^{-1} z[n]$. Since noise is approximately white, the decision variable can be obtained from an equal gain combiner. It is given by $U[n] = z[n-1]^H z[n]$. In practice, the residual interference may not be negligible. Nevertheless, we still use this simple combiner. We will see later in simulations that this low-complexity receiver has almost the same performance as Tsatsanis' minimum variance receiver with optimal cons traits.
2.2.2 Reduced-Rank Minimum Variance Receiver

The minimum variance receiver can be implemented in a partitioned form termed a generalized sidelobe canceler (GSC) [44], as shown in Fig.2.9. The vector $w_{ci}$ in the $i$th finger in the upper branch can be expressed as $w_{ci} = C^H (CC^H)^{-1} e_i$. Blocking matrix $B$ in the lower branch is chosen to satisfy $BC^H = 0$ and often has dimensions of $N \times (N + q)$. The optimal adaptive weights $w_{ai}$ can be found as [44]:

$$w_{ai} = R_{yb}^{-1} r_{yd_i}$$

(2.44)

where $R_{yb} = E\{y_b[n]y^H_b[n]\}$ is the covariance matrix of the lower branch data, and $r_{yd_i} = E\{y_b[n]d_i[n]\}$ is the cross-correlation between the lower branch data and output of the $i$th finger in the upper branch.

The covariance matrix $R_{yb}$ can also be expressed in terms of its singular value decomposition

$$R_{yb} = U \Lambda U^H = [U_s \ U_n] \begin{bmatrix} \Lambda_s & \Lambda_n \end{bmatrix} \begin{bmatrix} U_s^H & U_n^H \end{bmatrix}$$

(2.45)

where $U = [U_s \ U_n]$, $\Lambda = \text{diag}(\Lambda_s, \Lambda_n)$; $\Lambda_s = \text{diag}(\lambda_1, \ldots, \lambda_D)$ contains the $D$ (per user delays, $\min(2K, N) \leq D \leq \min(3K+1, N)$) largest eigenvalues of $R_{yb}$ in descending order and $U_s = [u_1 \ldots u_D]$ contains the corresponding orthonormal eigenvectors; $\Lambda_n = \sigma^2 I_{N-D}$ and $U_n$ contains the $N-D$ orthonormal
eigenvectors with the eigenvalue \( \sigma^2 \). The range space of \( U_s \) is called the signal space. The range of \( U_n \) is called the noise space.

The full-rank solution in (2.44) is a vector in the signal space. The reduced-rank solution to \( w_{ai}^r \) is a vector in a subspace of the signal space. Suppose \( w_{ai}^r \) is in the range of matrix \( U_r \) where \( U_r \) contains \( r \) columns of the matrix \( U_s \) and the diagonal matrix \( \Lambda_r \) contains corresponding eigenvalues. Then \( w_{ai}^r \) is given by

\[
w_{ai}^r = U_r \Lambda_r^{-1} U_r^H r_{yb,di} \tag{2.46}
\]

Let \( Q_{im} \triangleq \frac{|u_m^H r_{yb,di}|^2}{\lambda_m} \), \( m = 1, \ldots, D \), where \( u_m \) is the \( m \)th column of the matrix \( U_s \). For a given rank \( r \), to minimize the output power, the optimal \( w_{ai}^r \) chooses \( r \) eigenvectors corresponding to \( r \) largest values of \( Q_{im} \). When \( R_{yb} \) and \( r_{yb,di} \) are known, the output power of the reduced-rank receiver cannot be less than that of the full-rank receiver. Therefore, any reduced-rank receiver performs worse than the full-rank receiver. In a practical system, the covariance matrix, \( R_{yb} \), and the cross-correlation, \( r_{yb,di} \), are estimated. The estimates are \( \hat{R}_{yb} = 1/M \sum_{n=1}^{M} y_b[n] y_b^H[n] \) and \( \hat{r}_{yb,di} = 1/M \sum_{n=1}^{M} y_b[n] d_i[n] \). When the receiver is obtained from the estimated covariance matrix and cross-correlation, simulations demonstrate that the rank-\( D \) receiver always outperforms the full-rank receiver. Since the estimated signal space and noise space are different with the true ones, the reduced-rank receiver with the rank less than \( D \) may have better performance than the rank-\( D \) receiver. This is also verified in simulations. Therefore, we can choose a proper subspace for every finger such that the reduced-rank receiver achieves the best performance. An intuitive way of choosing the subspace is to select the one such that the square of the output is minimized. However, the reduced-rank receiver obtained using this method has lower signal to interference ratio (SIR) than the full-rank receiver in simulations. We thus propose another method for choosing reduced-rank receiver as follows. For every rank, \( r \) (\( 1 \leq r \leq D \)), we can get an optimal \( w_{ai}^r \). Suppose \( \{u_m, m \in I\} \) is the set of the eigenvectors that \( w_{ai}^r \) chooses. Calculate the quantities \( Q_{im}^r = \sum_{m \in I} Q_{im} \).
and $Q_i = \sum_{m=1}^{D} Q_{im}$. Then the reduced-rank $w_{ai}^r$ is the one that has the smallest rank such that $Q_i^r/Q_i > t_s$, where $t_s$ is a threshold that is close to 1. This method avoids using the eigenvectors that are close to the noise space. In simulations, the reduced-rank receiver that is chosen using this method performs at least as well as the rank-$D$ receiver.

The recursive least-squares (RLS) algorithm can be used for the weight adaptation for the full-rank receiver. To implement the reduced-rank receiver, we need to estimate the eigenvectors of the covariance matrix corresponding to the signal space and the corresponding eigenvalues. Here, we use the subspace tracking algorithm in [80] to track the eigenvectors and eigenvalues of the covariance matrix that is defined as $R_{y_b}[n] = \sum_{i=1}^{n} \beta^{n-i}y_b[i]y_b^H[i]$ where $\beta$ is the forgetting factor. The algorithm in [80] cannot track the rank of the signal covariance matrix. In a CDMA system, users leave or enter the system randomly. Therefore, the signal space changes. We need to track the variations of the signal space. The rank tracking method in [112] is combined into the subspace tracking algorithm. The cross-correlation can be updated recursively according to $r_{y_b d_i}[n] = \beta r_{y_b d_i}[n-1] + d_i[n]y_b[n]$.

2.2.3 Simulation Results

In this section, simulation results are presented to demonstrate the performance of the proposed algorithm. The performance measure for simulations is the averaged SIR obtained by 400 independent runs. The input SNR of the desired user is $20dB$. The processing gain is $N = 31$. The spreading sequences are the Gold sequences. Multipath channels have three taps. Every tap is randomly generated from a complex Gaussian distribution. Delays are also randomly generated. Channels and delays are fixed in every run. The output SIR versus the rank of the receiver for the equal power case and the near-far case are displayed in Fig. 2.10, Fig. 2.11 respectively. We observe that the proposed low-complexity receiver has almost the same performance.
as Tsatsanis's minimum variance receiver with the optimal constraints. When the covariance matrix is known, reduced-rank receivers cannot outperform the full-rank receiver. However, when the covariance matrix is estimated, the optimal reduced-rank receiver has larger SIR than the full-rank receiver. For example, in equal power case displayed in Fig. 2.10, the output SIR of the rank-15 receiver is 2dB larger than that of the full-rank receiver when $M = 400$. The reason is explained as follows. When the covariance matrix is known, the noise space is also known. The noise space is orthogonal to the cross-correlation vector. Thus, the full-rank receiver is in the signal space. Therefore, the full-rank receiver has the same performance as the rank-$D$ receiver. However, when the covariance matrix is estimated, the estimated noise space is not orthogonal to the cross-correlation vector anymore. As a result, the full-rank receiver has a component in the noise space. There is more noise at the output of the full-rank receiver than a proper reduced-rank receiver. Therefore, its output SIR degrades. The simulation results for the adaptive version of the proposed reduced-rank and full-rank minimum variance receivers are demonstrated in Fig. 2.12. The RLS algorithm is used for the full-rank receiver. In reduced-rank receiver, the threshold for subspace selection is $t_s = 0.99$. At $t = 0$, there are eight users in the channel. SNRs of all the users are 20dB. At $t = 2000$, two 30-dB users and one 40-dB user enter the channel; at $t = 4000$, the 40-dB user, two 30-dB users and two 20-dB users exit the channel. We see the advantage of the reduced-rank receiver over the full-rank receiver.
Figure 2.10 Output SIR comparison for different ranks. $N=31$, $K=8$, $SNR=20$dB, $(K-1)$ interferences' SNRs are 20dBs.

Figure 2.11 Output SIR comparison for different ranks. $N=31$, $K=8$, $SNR=20$dB, $(K-1)$ interferences' SNRs are 30dBs.
2.3 Probability Density Function of Conditioned SNRs of Linear MMSE Estimators

To further understand the performance of the reduced-rank receivers developed in last two sections, we study the probability density function of the output SNR of linear MMSE estimators when the covariance matrix is estimated. A related problem is to detect a known signal with random phase in the presence of complex Gaussian noise using an adaptive array. The optimum detector was given in [21]. The probability density function of SNR at the output of the detector that is obtained using the sample covariance matrix was derived by Reed, et al [73] and Hanumara [33]. When the underlying noise covariance matrix is not full-rank, reduced-rank detectors [68, 48] provide performance advantage over the full-rank approach.

Figure 2.12 Performance of the adaptive reduced-rank MMSE detector in a dynamic multiple-access channel.
2.3.1 Probability Density Function of Conditioned SNRs of Full-Rank and Reduced-Rank MMSE Estimators

Consider a general linear data model [47] given by

\[ x = H\theta + n \]

\[ = h_1\theta_1 + \tilde{H}\tilde{\theta} + n. \]

where \( x \) is an \( N \times 1 \) vector of observations, \( H = [h_1, \ldots, h_p] = [h_1, \tilde{H}] \) is an \( N \times p \) matrix (with \( N > p \)) of rank \( p \), \( \theta = [\theta_1, \ldots, \theta_p]^T = [\theta_1, \tilde{\theta}^T]^T \) is a \( p \times 1 \) vector of random parameters, and \( n \) is an \( N \times 1 \) Gaussian noise vector with zero mean and covariance matrix \( \sigma^2 I \). Suppose that a realization of \( \theta_1 \) is to be estimated. \( h_1 \) and variance of \( \theta_1 \) (say \( \sigma_1^2 \)) are assumed to be known. Other parameters are assumed to be nuisance parameters or interferences to \( \theta_1 \). The matrix \( \tilde{H} \) and the variance of nuisance parameters and noise are assumed to be unknown to the estimator. This data model is often used in digital communications. For example, in a multiuser communication system with linear modulation, let \( \theta \) be the information-bearing data of \( p \) users and \( H \) be the modulated waveform. The signal of user 1 is of interest and others are interferences. Then the received signal can be modeled with above data model.

For convenience of analysis, we further assume that the elements of \( \theta \) are independent Gaussian random variables with zero mean and that the variance of each element is not necessary the same. Under the Gaussian assumptions, the linear MMSE estimator is actually a true MMSE estimator. The filter weights, \( w \), that yield the linear MMSE estimator for \( \theta_1 \), are given by

\[ w = \sigma_1^2 R^{-1} h_1, \]

where \( R \) is the covariance matrix of \( x \). The estimate of \( \theta_1 \) is \( \hat{\theta}_1 = w^H x \). The output SNR is given by

\[ S = \frac{E\{|w^H h_1\theta_1|^2\}}{E\{|w^H(\tilde{H}\tilde{\theta} + n)|^2\}} \]

(2.49)
The optimal detector that detects signal $h_1$ is $w_d = \hat{R}^{-1}h_1$ [73], where $\hat{R}$ is the covariance matrix of interferences plus noise. It can be shown that the weight vector of the optimal detector is proportional to that of the MMSE estimator. Therefore, the output SNR of the optimal detector is the same as that of the MMSE estimator. However, when the weight vectors are obtained from the estimated covariance matrix, we will see that the density functions of the output SNRs are different.

For many applications, the covariance matrix is unknown. Therefore, estimated covariance matrix is used in calculating the weight vector $w$. Let us assume that $M$ independent data snapshots $\{x_m\}$ are observed. Under the Gaussian assumption, the maximum-likelihood estimate of the covariance is the sample covariance matrix that is given by

$$\hat{R} = \frac{1}{M} \sum_{i=1}^{M} x_m x_m^H.$$  

Thus, the weight vector is found as

$$\hat{w} = \sigma_i^2\hat{R}^{-1}h_1.$$  

This method of calculating the weight vector is called the sample matrix inverse (SMI) method. Note that the weight vector $\hat{w}$ is a random vector. The output SNR conditioned on $\hat{w}$ is

$$\hat{S} = \frac{\sigma_i^2(h_1^H\hat{R}^{-1}h_1)^2}{h_1^H\hat{R}^{-1}\hat{R}^{-1}h_1}.$$  

The conditioned SNR is upper bounded by the maximum achievable SNR expressed in (2.49). We normalize the conditioned SNR with respect to its upper bound. Denote this normalized SNR by $\rho_s$. Denote $r \triangleq \frac{\hat{S}}{1+\hat{S}} = \frac{\sigma_i^2 h_1^H R^{-1} h_1}{1+\hat{S}} = \frac{\sigma_i^2 (h_1^H\hat{R}^{-1}h_1)^2}{h_1^H\hat{R}^{-1}\hat{R}^{-1}h_1}$ and $\hat{r} \triangleq \frac{\hat{S}}{1+\hat{S}} = \frac{\sigma_i^2 h_1^H R^{-1} h_1}{1+\hat{S}} = \frac{\sigma_i^2 (h_1^H\hat{R}^{-1}h_1)^2}{h_1^H\hat{R}^{-1}\hat{R}^{-1}h_1}$. We notice that $\rho$ has the same formula as the normalized output SNR of the detector based on the SMI method in [73]. Because the data have
a Gaussian distribution, the density of $\rho$ is given by
\[ f(\rho) = \frac{M!}{(M-N+1)!(N-2)!} \rho^{M+1-N}(1-\rho)^{N-2}, \quad (2.53) \]
where $0 \leq \rho \leq 1$ and $M \geq N$. $\rho$ and $\rho_s$ have the following relation
\[ \rho = \frac{(1+S)\rho_s}{1+S\rho_s}, \quad (2.54) \]
and we have
\[ \frac{d\rho_s}{d\rho} = \frac{(1+S\rho_s)^2}{1+S}. \quad (2.55) \]
Thus, the density of $\rho_s$ is found as
\[ p(\rho_s) = \frac{f(\rho)}{\frac{d\rho_s}{d\rho}} = \frac{1+S}{(1+S\rho_s)^2} f\left(\frac{(1+S)\rho_s}{1+S\rho_s}\right). \quad (2.56) \]
Substitute (2.53) into (2.56), we have
\[ p(\rho_s) = \frac{M!}{(M-N+1)!(N-2)!} \times \frac{(1+S)^{M+2-N}\rho_s^{M+1-N}(1-\rho)^{N-2}}{(1+S\rho_s)^{M+1}}. \quad (2.57) \]
Unlike the normalized SNR of the optimal detector in [73], the normalized SNR of the MMSE estimator depends on the maximum achievable SNR. In [73], it is found that at least $M = 2N - 3$ samples of data are needed for the detector to maintain an average output SNR loss of better than 3 dB. Since the expectation of $\rho_s$ is a hypergeometric function, there is no closed-form for the number of samples required for the MMSE estimator to achieve an average performance level. However, given the maximum achievable SNR, length of the data vector N and the performance loss relative to the maximum achievable SNR, one can compute the number of the samples by using numerical integration. We can also approximately calculate the number of samples as follows. When $N > 2$, the function $p(\rho_s)$ has one and only one maximum point on the interval $(0, 1)$. It can be found as $\rho_s = (NS + M - 1 - \sqrt{(NS + M - 1)^2 - 8S(M + 1 - N)})/(4S)$. When $N = 2$, the function $p(\rho_s)$ has an
maximum point at \( \rho_s = (M - 1)/(2S) \). If the maximum point is at \( \rho_s = 0.5 \), the probability that \( \rho_s \) is greater than 0.5 is approximately equal to 0.5. We can find that \( M = 2N - 3 + (N - 1)S \) so that \( p(\rho_s) \) achieves maximum value at \( \rho_s = 0.5 \). This is a useful "rule-of-thumb" requirement on the number of data samples for the estimator's performance loss to be less than 3dB. Note that the number of data samples is proportional to the maximum output SNR and the length of the data vector.

When \( \mathbf{R} \) is estimated using sample covariance matrix in (2.50), we perform the SVD on the estimated covariance matrix \( \hat{\mathbf{R}} \). The reduced-rank MMSE estimators are constructed from the estimated eigenvectors and eigenvalues. When \( p \) principal eigenvalues are different, these eigenvalues and their corresponding eigenvectors have asymptotic Gaussian distributions [46]. Their mean and covariance can be found in [46]. However, it is difficult to derive the density of the output SNR of the reduced-rank estimators from the distributions of the eigenvalues and eigenvectors. We consider the reduced-rank estimator using \( p \) estimated eigenvectors corresponding to the \( p \) largest eigenvalues, which is given by

\[
\hat{\mathbf{w}} = \sigma_1^2 \hat{\mathbf{U}}_s \hat{\Lambda}_s^{-1} \hat{\mathbf{U}}_s^H \mathbf{h}_1. \tag{2.58}
\]

This method of calculating the weight vector is called the principal component inverse (PCI) method. We will give an asymptotic formula for the PCI estimator. Based on the formula, we get the asymptotic density of the output SNR.

Suppose that we have a vector

\[
\hat{\mathbf{w}} = \sigma_1^2 \mathbf{U}_s (\mathbf{U}_s^H \hat{\mathbf{R}} \mathbf{U}_s)^{-1} \mathbf{U}_s^H \mathbf{h}_1. \tag{2.59}
\]

It is known that \( \hat{\mathbf{R}} \overset{p}{\rightarrow} \mathbf{R} \) as \( M \rightarrow \infty \), where \( \overset{p}{\rightarrow} \) denotes convergence in probability. Hence, we have \( \hat{\mathbf{w}} \overset{p}{\rightarrow} \mathbf{w} \) and \( \hat{\mathbf{w}} \overset{p}{\rightarrow} \mathbf{w} \). Therefore, \( \mathbf{w} - \hat{\mathbf{w}} \) converges to the zero vector in probability. Since the output SNR is a continuous function of the weight vector, we have \( \hat{S} - \tilde{S} \overset{p}{\rightarrow} 0 \). In general, the convergence of the difference of two
random sequences to zero in probability doesn't necessarily imply that their densities converge. However, in simulation, we observe that the density functions of the output SNR of the estimators using above two formula are almost same. It is easy to get the theoretic density of the output SNR of the estimator $\hat{w}$.

The estimator $\hat{w}$ in (2.59) can be obtained as follows. Apply the linear transform $T = U_s$ to the $N \times 1$ data vector $x$, we get a $p \times 1$ vector $t = T^H x$. Based on the transformed data $t$, we can use the SMI method to get the estimator. The linear transform preserves the Gaussian distribution of the data. Thus, the probability density function of the normalized output SNR of estimator $\hat{w}$ is the same function as in (11) with the parameter $N$ replaced by $p$. Since the density of output SNR of estimator $\hat{w}$ is approximately the same as that of estimator $\hat{w}$ as $M \to \infty$, we get an asymptotic density of the normalized output SNR for the PCI estimator $\hat{w}$.

2.3.2 Numerical Results
Consider a case in which the columns of matrix $H$ are Gold sequences (spreading sequences used in direct sequence spread-spectrum code-division multiple-access). Theoretic curves and simulation curves for the pdf of the output SNR are shown in Fig. 2.13, Fig. 2.14, Fig. 2.15 and Fig. 2.16. In these figures, solid line is theoretic curve, dash line is simulation curve and dot line is simulation for PCI estimator using asymptotic formula. When $N = 31$, $p = 4$, $M = 400$, the probability density functions are displayed in Fig. 2.13 and Fig. 2.14 for SNR=15dB and SNR=20dB respectively. SNR is defined as $\sigma_1^2/\sigma^2$. The interferences have the same power as the desired signal. Simulated density functions are obtained from the histogram of 10000 independent runs. We observe that the PCI estimators using the exact formula and using the asymptotic formula have almost the same density curve. Comparing Fig. 2.13 with Fig. 2.14, we see that the estimator needs more data samples to
have the same normalized output SNR when the input SNR is higher. From Fig. 2.13 and Fig. 2.14, we also see that with much higher probability, the PCI method yields higher output SNR than SMI method. Equivalently, to achieve the same level of performance, the PCI method needs less number of data samples than the SMI method. For example, in the case in Fig. 2.13, we can use the “rule of thumb” in section 2 to get $M \approx 1000$ for the SMI estimator and $M \approx 100$ for the PCI estimator to achieve a performance within 3dB of the maximum output SNR. When $M$ is large and $p$ is close to $N$, the performance gap between the SMI estimator and the PCI estimator becomes smaller. This is demonstrated in Fig. 2.15 and Fig. 2.16.

2.4 Summary

In this chapter, we study the reduced-rank MMSE and minimum variance CDMA receivers. It is demonstrated that the reduced-rank MMSE receiver outperforms the conventional full-rank MMSE receiver when the desired signal is in a low-dimensional subspace and the covariance matrix is estimated. The minimum variance receiver can be blindly implemented using the structure of generalized sidelobe canceler. The proposed low-complexity minimum variance receiver has almost the same performance as the high-complexity optimal minimum variance receiver. The reduced-rank minimum variance receiver again get the better performance compared with the full-rank minimum variance receiver. To further verify that the reduced-rank receiver does have advantage over the full-rank receiver, we study the probability density function of the conditioned SNR of liner MMSE estimators. Under the Gaussian assumption, we derive the pdf of the full-rank MMSE estimator based on the sample matrix inverse method. The pdf of the asymptotic reduced-rank MMSE estimator based on the principal component inverse method is also obtain. From those pdfs we conclude that the reduced-rank estimators do outperform the full-rank estimator.
Figure 2.13 Density function of normalized output SNR, input SNR=15dB, M=400, N=31, p=4.

Figure 2.14 Density function of normalized output SNR, input SNR=20dB, M=400, N=31, p=4.
Figure 2.15 Density function of normalized output SNR, input SNR=15dB, M=1000, N=15, p=10.

Figure 2.16 Density function of normalized output SNR, input SNR=20dB, M=1000, N=15, p=10.
CHAPTER 3
MULTICARRIER CDMA SYSTEMS WITH TRANSMIT DIVERSITY

Antenna diversity is a practical, effective technique for reducing the detrimental effects in wireless fading channels. The classical antenna diversity that uses multiple antennas at the receiver increases the cost, size, and power of the remote units. It is more feasible and economical to have multiple antennas at the base station rather than the remote units. Recently, transmit diversity has been studied to combat the fading channels.

In [108, 109], linear filtering is introduced at the transmitter so that the waveform at every transmit antenna is orthogonal to each other. At the receiver, due to the orthogonality among signals from different antennas, an optimal combiner can be used to collect all the energy from different antennas. An orthogonal signaling for transmit diversity in CDMA system is studied in [104]. Delay transmit diversity that is a special case of orthogonal filtering is studied in [77, 107]. A linear or nonlinear equalizer should be used at the receiver in the delay diversity scheme.

In [35, 53], phase sweeping is used at the transmitter so that the received signal is a fast fading signal even the channel is slow fading. Combined with coding, this technique transfers the space diversity to time diversity. All these techniques approached transmit diversity from a signal processing point of view. Space-time codes [87, 85] combine signal processing at the receiver with coding techniques provides significant gain over the diversity gain introduced by signal processing at the transmitter.

Multicarrier CDMA [34] has been proposed for the wideband multiuser systems. It is shown [34] that MC-CDMA can effectively combine all the received signal energy scattered in the frequency domain whereas DS-CDMA cannot always employ the energy scattered in the time domain. Therefore, MC-CDMA has better performance in frequency-selective fading channel than the DS-CDMA. Since each subcarrier in
MC-CDMA undergoes flat fading, we can naturally combine the space-time coding with MC-CDMA to get transmit diversity for a wideband system.

3.1 Space-Time Coding

Space-time trellis coding is proposed in [87, 86]. It is demonstrated that specific space-time trellis codes designed for 2-4 transmit antennas perform extremely well in slow-fading channel environment. However, when the number of transmit antennas is fixed, the decoding complexity of space-time trellis codes increases exponentially with transmission rate. In [1, 85], orthogonal block codes are proposed for narrowband fading channels. It was shown that the space-time block codes can achieve the maximum diversity order for a given number of transmit and receive antennas, and its encoding and decoding scheme has very little complexity. The general theory of constructing space-time codes for PSK modulation is given in [32]. To decode the space-time codes, the receiver needs the channel state information. However, another family of the space-time codes named unitary space-time modulation [36] performs very well even though the receiver has no knowledge of the channel state information. A space-time code is defined as [32]:

**Definition 3.1** An $L \times n$ space-time code $C$ of size $M$ consists of an $(Ln, M)$ error control code $C$ and a spatial parser $\sigma$ that maps each codeword vector $\vec{c} \in C$ to an $L \times n$ matrices $\mathbf{c}$ whose entries are a rearrangement of those of $\vec{c}$. The space-time code $C$ is said to be linear if both $C$ and $\sigma$ are linear.

Suppose that there are $L_t$ transmit antennas, the standard parser maps

$$\vec{c} = (c_1^1, c_1^2, \ldots, c_1^{L_t}, c_2^1, c_2^2, \ldots, c_2^{L_t}, \ldots, c_n^1, c_n^2, \ldots, c_n^{L_t}) \in C$$  \hspace{1cm} (3.1)

to the matrix

$$\mathbf{c}_m = \begin{bmatrix}
    c_1^1 & c_2^1 & \cdots & c_n^1 \\
    c_1^2 & c_2^2 & \cdots & c_n^2 \\
    \vdots & \vdots & \ddots & \vdots \\
    c_1^{L_t} & c_2^{L_t} & \cdots & c_n^{L_t}
\end{bmatrix},$$  \hspace{1cm} (3.2)
where \( c_i \) is the code symbol assigned to transmit \( i \) at time \( t \).

Suppose that the symbol alphabet of the codewords is \( \mathcal{Y} \). The encoded symbols are mapped by the modulator into constellation points from the discrete complex-valued signaling constellation \( \Omega \). Let \( f : \mathcal{Y} \rightarrow \Omega \) be the modulator mapping function. Then \( s = f(c) \) is the baseband version of the codewords as transmitted through the channel. Suppose that the rank of the matrix \( B = f(c) - f(e) \) is \( r \) and the eigenvalues of the matrix \( A = BB^H \) are \( \{\lambda_i\}_1^r \), where \( c \) and \( e \) are any pair of distinct codewords. Then we have the design criteria for space-time codes [87]:

1. *Rank Criterion:* Maximize the rank \( r \) over all pairs of distinct codewords to achieve the maximum diversity

2. *Product Distance Criterion:* Maximize the coding advantage \( \eta = (\lambda_1 \lambda_2 \ldots \lambda_r)^{1/r} \) over all pairs of distinct codewords.

Since the decoding method for the block space-time codes is very simple, we will use them for the MC-CDMA system. We are particularly interested in the block space-time codes for transmission using two and four transmit antennas, which are given by

\[
c_2 = \begin{bmatrix} c_1 & -c_2^* \\ c_2 & c_1^* \end{bmatrix},
\]

and

\[
c_2 = \begin{bmatrix} c_1 & -c_2 & -c_3 & -c_4 & c_1^* & -c_2^* & -c_3^* & -c_4^* \\ c_2 & c_1 & c_4 & -c_3 & c_2^* & c_1^* & c_4^* & -c_3^* \\ c_3 & -c_4 & c_1 & c_2 & c_3^* & -c_4^* & c_1^* & c_2^* \\ c_4 & c_3 & -c_2 & c_1 & c_4^* & c_3^* & -c_2^* & c_1^* \end{bmatrix}.
\]

### 3.2 MC-CDMA with Transmit Diversity

A MC-CDMA transmitter with space-time coding is shown in Fig.3.1. We assume that there are two transmit antennas and the processing gain \( N \) is equal to the number of carriers. The simplest space-time block code in [1, 85] is used for the two transmit antenna case. The outputs of the space-time encoder are copied to
different carriers. The bit over different carrier is multiplied by a chip of the spreading code. Inverse discrete Fourier transform (IDFT) is used to implement multicarrier modulation. After the cyclic prefix is added, the signal is transmitted from one of the antennas. At the receiver, the RF signal is first converted to baseband signal. After the portion of the signal corresponding to the prefix is removed, discrete Fourier transform (DFT) is performed on the signal samples.

3.2.1 Signal Model

Assume that the length of the cyclic prefix is longer than the length of the channel impulse response, then there is no interblock interference (IBI). It is sufficient to consider the received signal in two consecutive blocks, say block 0 and block 1. After DFT is performed, the data at \( n \)th carrier in block 0 and block 1 can be written as

\[
\begin{align*}
    r_0[n] &= \sum_{k=1}^{K} (H_0[n]s_k[n]b_k[0] + H_1[n]s_k[n]b_k[1])A_k + N_0[n] \\
    r_1[n] &= \sum_{k=1}^{K} (-H_0[n]s_k^*[n]b_k^*[1] + H_1[n]s_k^*[n]b_k^*[0])A_k + N_1[n],
\end{align*}
\]
where $K$ is the number of active users, $s_k[n]$ is the $n$th chip of the $k$th user's spreading code, $A_k$ is the amplitude of the $k$th user's signal, $N_0[n]$ and $N_1[n]$ are additive white Gaussian noise with variance $\sigma^2$, and $H_0[n]$ and $H_1[n]$ are channel response from two transmit antennas to the receiver at the $n$th carrier. We assume that the channel is the slow fading channel, that is, the channel responses are the same in block 0 and block 1. Denote $r_0 = [r_0[0], r_0[1], \ldots, r_0[N-1]]^T$, $r_1 = [r_1[0], r_1[1], \ldots, r_1[N-1]]^T$. Let $N_0 = [N_0[0], N_0[1], \ldots, N_0[N-1]]^T$, $N_1 = [N_1[0], N_1[1], \ldots, N_1[N-1]]^T$. We have

$$r_0 = H_0 S A b_0 + H_1 S A b_1 + N_0$$

$$r_1 = H_1^T S A b_0 - H_0^T S A b_1 + N_1,$$

where $H_0$ is a diagonal matrix with $[H_0]_nn = H_0[n]$, $H_1$ is a diagonal matrix with $[H_1]_nn = H_1[n]$, $S = [s_1, s_2, \ldots, s_K]$ with $C_k$ be the spreading code of user $k$, $A = diag(A_1, \ldots, A_K)$, $b_0 = [b_1[0], b_2[0], \ldots, b_K[0]]^T$ and $b_1 = [b_1[1], b_2[1], \ldots, b_K[1]]^T$. Let $r = [r_1^T \ r_2^T]^T$. The signal vector $r$ is given by

$$r = \mathcal{H} S A b + \mathcal{N},$$

where $\mathcal{N} = [N_0^T \ N_1^H]^T$, $b = [b_0^T \ b_1^T]^T$, $S = diag(S, S)$, $A = diag(A, A)$, and matrix $\mathcal{H}$ is defined as

$$\mathcal{H} = \begin{bmatrix} H_0 & H_1 \\ H_1^* & -H_0^* \end{bmatrix}.$$ 

### 3.2.2 Interference Suppression and Decoding

If there is only one user in the system, the maximum likelihood decoder is simply a maximum ratio combiner [85]. However, when there are more than one users in the system, it is difficult to employ a maximum likelihood decoder because the receiver has no knowledge of the spreading codes of all the active users. We shall consider four schemes that detect the information bearing bits of the desired user while suppressing other user's interference. These four schemes are maximum ratio combiner (MRC),
orthogonality restoring combiner (ORC), minimum mean square error combiner (MMSEC) and minimum mean square error multiuser detector (MMSEMUD).

1) Maximum ratio combiner:

The outputs of the MRC are given by

\[
y_0 = \sum_{n=0}^{N-1} (H_0[n]s_1[n]r_0[n] + H_1[n]s_1[n]r_1^*[n]) \tag{3.11}
\]

\[
y_1 = \sum_{n=0}^{N-1} (H_1^*[n]s_1[n]r_0[n] - H_0[n]s_1[n]r_1^*[n]). \tag{3.12}
\]

It can be shown that

\[
y_0 = \sum_{n=0}^{N-1} (|H_0[n]|^2 + |H_1[n]|^2)b_1[0] + I_0 + \tilde{N}_0 \tag{3.13}
\]

\[
y_1 = \sum_{n=0}^{N-1} (|H_0[n]|^2 + |H_1[n]|^2)b_1[1] + I_1 + \tilde{N}_1 \tag{3.14}
\]

where \(I_0\) and \(I_1\) are interference from the other users, and \(\tilde{N}_0\) and \(\tilde{N}_1\) are Gaussian noise. It is seen from (3.13) and (3.14) that MRC coherently combine the signals from two transmit antennas. The decisions for two bits are \(\hat{b}_1[0] = \text{sgn}(\sum_{n=0}^{N-1} y_0[n])\), \(\hat{b}_1[1] = \text{sgn}(\sum_{n=0}^{N-1} y_1[n])\).

2) Orthogonality restoring combiner:

The orthogonality among the signals of different users is lost after the transmitted signal passes through the channel. If the orthogonality can be restored, the interference can be completely eliminated. The inverse of matrix \(\mathcal{H}\) can be found as

\[
\mathcal{H}^{-1} = \begin{bmatrix}
\tilde{H}_0^* & \tilde{H}_1 \\
\tilde{H}_1^* & -\tilde{H}_0
\end{bmatrix}
\]

(3.15)

where \(\tilde{H}_0\) is a diagonal matrix with \([\tilde{H}_0]_{nn} = \frac{H_0[n]}{|H_0[n]|^2 + |H_1[n]|^2}\) and \(\tilde{H}_1\) is a diagonal matrix with \([\tilde{H}_1]_{nn} = \frac{H_1[n]}{|H_0[n]|^2 + |H_1[n]|^2}\). Here we assume that \(|H_0[n]|^2 + |H_1[n]|^2 \neq 0, \forall n\).

If the matrix \(\mathcal{H}\) is singular, a pseudoinverse of \(\mathcal{H}\) can be found. Suppose that the matrix \(\mathcal{H}\) is not singular, the outputs of the ORC are given by

\[
y_0 = \sum_{n=0}^{N-1} ([\tilde{H}_0]_{nn}s_1[n]r_0[n] + [\tilde{H}_1]_{nn}s_1[n]r_1^*[n])
\]
ORC cancels all the interference, it enhances the noise. When the channel responses at a carrier are small, the SNR at the output of ORC will be very low.

3) Minimum mean square error combiner:

In MMSEC, an MMSE estimate of the signal of the desired user at each carrier is first obtained. The estimates of the signal is then correlated with the spreading code of the desired user to obtain the decision statistic. The weights $w_{00}[n]$ and $w_{01}[n]$ that minimize the mean square error $E|s_1[n]b_1[0] - w_{00}[n]*r_0[n] - w_{01}[n]*r_1^*[n]|^2$ can be found as

$$w_{00}[n] = \frac{H_0^*[n]}{(|H_0[n]|^2 + |H_1[n]|^2) \sum_{k=1}^K A_k^2 + \sigma^2}$$

(3.18)

$$w_{01}[n] = \frac{H_1[n]}{(|H_0[n]|^2 + |H_1[n]|^2) \sum_{k=1}^K A_k^2 + \sigma^2}.$$  

(3.19)

Similarly, the weights $w_{10}[n]$ and $w_{11}[n]$ that minimize the mean square error $E|s_1[n]b_1[1] - w_{10}[n]*r_0[n] - w_{11}[n]*r_1^*[n]|^2$ is given by

$$w_{10}[n] = \frac{H_1^*[n]}{(|H_0[n]|^2 + |H_1[n]|^2) \sum_{k=1}^K A_k^2 + \sigma^2}$$

(3.20)

$$w_{11}[n] = \frac{-H_0[n]}{(|H_0[n]|^2 + |H_1[n]|^2) \sum_{k=1}^K A_k^2 + \sigma^2}.$$  

(3.21)

Denote $y_0[n] = w_{00}[n]*r_0[n] + w_{01}[n]*r_1^*[n]$ and $y_1[n] = w_{10}[n]*r_0[n] + w_{11}[n]*r_1^*[n]$. The decision variables for $b_1[0]$ and $b_1[1]$ are given by

$$y_0 = \sum_{n=0}^{N-1} (s_1[n] * y_0[n])$$

(3.22)

$$y_1 = \sum_{n=0}^{N-1} (s_1[n] * y_1[n]).$$

(3.23)
MMSEC tries to restore the orthogonality as much as possible but not to enhance the noise as in ORC. It needs the knowledge of the noise variance.

4) Minimum mean square error multiuser detector:

In above three schemes, the structure of the other users’ spreading codes is not explored by the receiver to suppress the interference. MMSEMUD uses this structure to achieve better performance. MMSEMUD finds the $2N \times 2$ weight matrix $W$ to minimize the mean square error $E(\| W^H r - b_1 \|^2)$, where $b_1 = [b_1[0] \ b_1[1]]^T$. We assume that $b_1[0]$ and $b_1[1]$ are uncorrelated. Matrix $W$ can be found as $W = R^{-1}P$, where $R = E(rr^H) = HS\Sigma^2S^H\Sigma + \sigma^2I$. The first column of $P$ is given by $P(:,1) = [H_0[1]s_1[0], \ldots, H_0[N-1]s_1[N-1], H_1^*[0]s_1[0], \ldots, H_1^*[N-1]s_1[N-1]]^T$ and the second column of of $P$ is given by $P(:,2) = [H_1[1]s_1[0], \ldots, H_1[N-1]s_1[N-1], -H_0^*[0]s_1[0], \ldots, 1H_0^*[N-1]s_1[N-1]]^T$. When the fading is slow, the covariance matrix $R$ can be estimated using available data. We can see that the complexity of the MMSEMUD is much higher than the other three schemes because it needs to invert a $2N \times 2N$ matrix.

In all these schemes, the receiver needs to know the channel state information. In practice, each antenna can employ a pilot channel. The receiver uses the pilot channel to estimate the channel state. Alternatively, some pilot symbols can be inserted in the users’ transmitted signals. The pilot symbols enable the receiver to estimate the channel.

3.2.3 Simulation Results

Simulations demonstrate the performance of the MC-CDMA with transmit diversity in a downlink multipath fading channel. Walsh-Hadamard codes are chosen as the spreading codes. Processing gain is $N = 32$. The fading channel has 3 independent taps and its multipath intensity profile is exponential. The delay spread is $T_m = 3T_c$ where $T_c$ is the chip duration of the DS-CDMA that has the same bandwidth as
the MC-CDMA. We assume that the receiver know the channel perfectly. Fig. 3.2 shows the bit error rate of the DS-CDMA, MC-CDMA with single transmit antenna and with two transmit antennas. The DS-CDMA system uses a three finger RAKE receiver with maximum ratio combiner. The MC-CDMA systems use maximum ratio combiners. The number of users is 10. It is seen that the MC-CDMA with transmit diversity has the best performance. Fig. 3.3 and Fig. 3.4 compare the bit error rate of MC-CDMA systems with different combing schemes. MMSE combiner has the same BER as MMSE multiuser detector when K=32 and has slightly higher BER than MMSEMUD when K=10. Because MMSEMUD has much higher complexity than MMSEC, MMSEC is preferred in a practical system. In Fig. 3.5, The performance of the MC-CDMA systems with and without transmit diversity is compared. The MMSE combiner is used. It is seen again that the transmit diversity improve the system performance no matter how many users are in the system.
Figure 3.2 BER versus SNR for DS-CDMA, MC-CDMA with one antenna and with two antennas, $K=10$

Figure 3.3 BER versus SNR for MC-CDMA with transmit diversity, $K=10$
Figure 3.4 BER versus SNR for MC-CDMA with transmit diversity, K=32

Figure 3.5 BER versus SNR for MC-CDMA with transmit diversity, MMSE per carrier combiner
3.3 Channel Estimation

In the receiver design in section 3.2, the channel state information is assumed to be known. In practice, the receiver has to estimate the channel response. The reference signal is needed for the receiver to estimate the channel. To provide with the reference signal for the receiver, the transmitter can transmit pilot signals. In a CDMA system, the pilot signal can be transmitted using a particular spreading code, that is the pilot signal is transmitted by pilot channel. In downlink, the common pilot channel can be used by all the mobile users. The pilot signal can also be time-multiplexed [11, 12, 56] with a user’s data and spread by the user’s spreading code [23, 55]. In this case, each user uses its particular pilot symbols to estimate the channel. Since the pilot symbols are not transmitted continuously, the receiver has to interpolate the estimated channel to do demodulation. In next sections, after briefly introduce the wide-sense-stationary and uncorrelated scattering (WSSUS) channel model for the wireless communication channel, we shall study the performance of the MC-CDMA system with space-time coding when the channel is estimated using either pilot channels or pilot symbols.

3.3.1 Wide-Sense-Stationary and Uncorrelated Scattering Channel Model

In wireless communication systems, the received signal experiences significant power fluctuation due to fading. Signal fading is caused by multipath propagation in the form of scattering, reflection, and refraction. The propagation path or paths change with the movement of the mobile unit and/or the movement of its surroundings in the propagation environment.

A fading multipath channel is generally characterized as a linear, time-varying system having an impulse response $c(\tau; t)$ which is a wide-sense stationary random in the $t$-variable. By assuming that the multipath signals propagating through the channel at different delays are uncorrelated, the channel is modeled as a wide-sense...
stationary uncorrelated scattering, or WSSUS, channel [6, 70]. When there are a large number of scatters in the channel that contribute to the signal at the receiver, as is the case in ionospheric or tropospheric signal propagation, the central limit theorem can be applied. In this case, the time-variant impulse response \( c(\tau; t) \) is a complex-valued Gaussian random process in the \( t \) variable. If the process is zero-mean, then the envelope of the channel impulse response at any time instant has a Rayleigh probability distribution and the phase is uniformly distributed in the interval \((0, 2\pi)\). Time variations in the channel impulse can be characterized by the autocorrelation function of \( c(\tau; t) \) as

\[
\phi_c(\tau_1, \tau_2; \Delta t) = \frac{1}{2} E[c^*(\tau_1; t)c(\tau_2; t + \Delta t)].
\] (3.24)

Since the scattering at two different delays is uncorrelated, we have

\[
\phi_c(\tau_1, \tau_2; \Delta t) = \phi_c(\tau_1; \Delta t)\delta(\tau_1 - \tau_2).
\] (3.25)

The typical autocorrelation function for mobile communication channel is given by [42]

\[
\phi_c(\tau; \Delta t) = J_0(2\pi f_d \Delta t),
\] (3.26)

where \( J_0(x) \) is the zeroth-order Bessel function of the first kind, \( f_d \) is Doppler frequency. If we let \( \Delta t = 0 \), the resulting autocorrelation function \( \phi_c(\tau) \triangleq \phi_c(\tau; 0) \) is simply the average power output of the channel as a function of the time delay \( \tau \). \( \phi_c(\tau) \) is called the delay power spectrum or the multipath intensity profile.

Time variations in the channel impulse response or frequency response result in frequency spreading, generally called Doppler spreading, of the signal transmitted through the channel. Multipath propagation results in spreading the transmitted signal in time. Consequently, a fading multipath channel may be generally characterized as a doubly spread channel in time and frequency. A doubly spread channel may be characterized by the scattering function \( S(\tau; \lambda) \), which is given by the Fourier
transform of $\phi_c(\tau; \Delta t)$ in the $\Delta t$ variable. That is,

$$S(\tau; \lambda) = \int_{-\infty}^{\infty} \phi_c(\tau; \Delta t)e^{-j2\pi\lambda\Delta t}d\Delta t.$$  \hspace{1cm} (3.27)

Scattering function is a measure of the power spectrum of the channel at delay $\tau$ and frequency offset $\lambda$. From the scattering function, we obtain the delay power spectrum of the channel by simply averaging $S(\tau; \lambda)$ over $\lambda$, i.e.,

$$\phi_c(\tau) = \int_{-\infty}^{\infty} S(\tau; \lambda)d\lambda.$$  \hspace{1cm} (3.28)

Similarly, the Doppler power spectrum is

$$S_c(\lambda) = \int_{0}^{\infty} S(\tau; \lambda)d\tau.$$  \hspace{1cm} (3.29)

The range of values over which the delay power spectrum $\phi_c(\tau)$ is nonzero is defined as the multipath spread $T_m$ of the channel. The channel coherence bandwidth $B_{coh}$ is defined as the reciprocal of the multipath spread, i.e. $B_{coh} = 1/T_m$. $B_{coh}$ provides us with a measure of the width of the frequency band over which the fading is highly correlated. Similarly, the range of values over which the Doppler power spectrum $S_c(\lambda)$ is nonzero is defined as the Doppler spread $B_d$ of the channel. The value of the Doppler spread $B_d$ provides a measure of how rapidly the channel impulse varies in time. The channel coherence time $T_{coh}$ is defined as the reciprocal of the Doppler spread, i.e. $T_{coh} = 1/B_d$.

When the bandwidth $W$ of the transmitted signal is much smaller than the coherence bandwidth of the channel, i.e., $W \ll B_{coh}$, all the frequency components in the transmitted signal undergo the same attenuation and phase shift in transmission through the channel. Such a channel is called frequency-nonselective or flat fading. A frequency-nonselective fading channel has a time-varying multiplicative effect on the transmitted signal. When the transmitted signal has a bandwidth $W$ greater than the coherence bandwidth $B_{coh}$ of the channel, the frequency components of the transmitted signal with frequency separation exceeding $B_{coh}$ are subjected to
different gains and phase shift. In such a case, the channel is said to be frequency-selective. When $W \gg B_{coh}$, the multipath components in the channel response that are separated in delay by at least $1/W$ are resolvable. In this case, if we use the sampling theorem to represent the resolvable received signal components, the time-varying channel response can be represented as

$$c(\tau; t) = \sum_{l=1}^{L} h_l(t) \delta(\tau - l/W),$$

where $h_l(t)$ is the complex-valued channel gain of the $l$th multipath component and $L$ is the number of resolvable multipath components. $L$ is given by $L = \lceil T_m W \rceil + 1$. The tap gains $\{h_l(t)\}$ are modeled as wide-sense stationary mutually uncorrelated random processes.

### 3.3.2 Channel Estimation Using Pilot Channels

In IS-95 and CDMA2000, there is a pilot channel in the downlink. The receiver at mobile can use the pilot channel to estimate the channel state and do coherent demodulation. In the MC-CDMA system with transmit diversity, each transmit antenna can also use a pilot channel as in IS-95 and CDMA2000 to estimate the channel. Denote the channelization codes for transmit antenna 0 and transmit antenna 1 as $s_{p0}$ and $s_{p1}$. Let $s'_k$ and $s''_i$ be the inverse Fourier transform of the spreading code of user $k$ and the code of the pilot channel of antenna $i$ respectively. Let $\bar{s}_k$ and $\bar{s}_p$ be the code vectors that add a cyclic prefix of length $P$ to the spreading codes $s'_k$ and $s''_i$. The transmitted signal is the superposition of the pilot signal and $K$ users' signal. The transmitted signals in block $2n$ and block $2n + 1$ at transmit antenna 0 are given by

$$x_0[2n] = A_p \bar{s}_{p0} + \sum_{k=1}^{K} A_k \bar{s}_k b_k[2n]$$

$$x_0[2n + 1] = -A_p \bar{s}_{p1} - \sum_{k=1}^{K} A_k \bar{s}_k b_k[2n + 1]$$

(3.31)
The transmitted signals in block 2n and block 2n + 1 at transmit antenna 1 are given by

\[
x_{1}[2n] = A_p \tilde{s}_{p1} + \sum_{k=1}^{K} A_k \tilde{s}_k b_k[2n + 1]
\]

\[
x_{1}[2n + 1] = -A_p \tilde{s}_{p0} - \sum_{k=1}^{K} A_k \tilde{s}_k b_k[2n]
\]

(3.32)

Assume that the channel is slow fading so that the channel impulse response in two consecutive data block is essentially the same. Denote the impulse response of the channel from transmit antenna \(i, i = 0, 1\) in block 2n and block 2n + 1 as \(h_i[n] = [h_{i1}[n] \ h_{i2}[n], \ldots, h_{iL}[n]]^T, i = 1, 2\). The \(N \times 1\) received signal vectors in block 2n and block 2n + 1 after removing the signal corresponding to the cyclic prefix is given by

\[
r[2n] = H_{0n} x_0[2n] + H_{1n} x_1[2n] + v[2n]
\]

\[
r[2n + 1] = H_{0n} x_0[2n + 1] + H_{1n} x_1[2n + 1] + v[2n + 1],
\]

(3.33)

where \(v[2n]\) and \(v[2n + 1]\) are white Gaussian noise and matrix \(H_{0n}\) is given by

\[
H_{0n} = \begin{bmatrix}
  h_{01}[n] & \cdots & h_{0L}[n] & 0 \\
  \vdots & \ddots & \vdots & \ddots \\
  0 & h_{01}[n] & \cdots & h_{0L}[n]
\end{bmatrix},
\]

(3.34)

and matrix \(H_{1n}\) is defined in a similar manner. Define matrix \(\tilde{C}_{p0}\) as

\[
\tilde{C}_{p0} = \begin{bmatrix}
  \tilde{s}_{p0}[L] & \cdots & \tilde{s}_{p0}[2] & \tilde{s}_{p0}[1] \\
  \tilde{s}_{p0}[L + 1] & \cdots & \tilde{s}_{p0}[3] & \tilde{s}_{p0}[2] \\
  \vdots & \ddots & \vdots & \ddots \\
  \tilde{s}_{p0}[N - L + 1] & \cdots & \tilde{s}_{p0}[N - 1] & \tilde{s}_{p0}[N]
\end{bmatrix},
\]

(3.35)

and define matrix \(\tilde{C}_{p1}\) in a similar way as \(\tilde{C}_{p0}\). The received signal vector in (3.33) can also be expressed as

\[
r[2n] = A_p \tilde{C}_{p0} h_0[n] + A_p \tilde{C}_{p1} h_1[n] + I[2n] + v[2n]
\]

\[
r[2n + 1] = -A_p \tilde{C}_{p1} h_0[n] + A_p \tilde{C}_{p0} h_1[n] + I[2n + 1] + v[2n + 1],
\]

(3.36)
where $\mathbf{I}[2n]$ and $\mathbf{I}[2n+1]$ are signals of $K$ users which are considered as the interference to the pilot signal when the receiver estimates the channel. Let $\mathbf{r}[n] = [r[2n]^T, r[2n+1]^T]^T$ and $\mathbf{h}[n] = [h_0[n]^T, h_1[n]^T]^T$, and

$$
\mathbf{C} = \begin{bmatrix}
\tilde{C}_{p0} & \tilde{C}_{p1} \\
-\tilde{C}_{p1} & \tilde{C}_{p0}
\end{bmatrix}.
$$

Then, we have

$$
\mathbf{r}[n] = A_p \mathbf{C} \mathbf{h}[n] + \mathbf{I}[n] + \tilde{\mathbf{v}}[n],
$$

where $\mathbf{I}[n] = [\mathbf{I}[2n]^T, \mathbf{I}[2n+1]^T]^T$ and $\tilde{\mathbf{v}}[n] = [\mathbf{v}[2n]^T, \mathbf{v}[2n+1]^T]^T$. Suppose $4Q + 2$ blocks of received data from block $2(n - Q)$ to block $2(n + Q) + 1$ are available. Let $\mathbf{r} = [\mathbf{r}[2(n - Q)], \mathbf{r}[2(n - Q) + 1], \ldots, \mathbf{r}[2n], \mathbf{r}[2n+1], \ldots, \mathbf{r}[2(n + Q)], \mathbf{r}[2(n + Q) + 1]]^T$. The receiver uses these $4Q + 2$ blocks of data to estimated the channel.

A. MMSE channel estimator

The MMSE channel estimator for channel coefficients $\mathbf{h}[n]$ is given by

$$
\mathbf{w} = R^{-1} \mathbf{p},
$$

where $R = E(\mathbf{r}\mathbf{r}^H)$ is the covariance matrix of $\mathbf{r}$ and $\mathbf{p} = E(\mathbf{r}\mathbf{h}^H(n))$ is the crosscorrelation between the data vector and the channel coefficients. To calculate $R$ and $\mathbf{p}$, the receiver needs the knowledge of the all the spreading codes of the active users, the amplitudes of the users’ signal, the autocorrelation function and the multipath intensity profile. While the MMSE channel estimator is optimal linear estimator that minimizes the mean squared error between the channel coefficients and the estimate of the channel, it needs to invert the covariance matrix of size $(4Q+2)N \times (4Q+2)N$, which requires much computation.

B. LSE channel channel estimator

LSE channel estimator first obtains instantaneous estimates of the channel coefficients using least square error criterion, then use a linear filter to smooth the instantaneous estimates of the channel coefficients. The instantaneous estimate of the
channel is given by
\[ \hat{h}[n] = (\tilde{C}^H \tilde{C})^{-1} \tilde{C}^H \tilde{r}[n]. \]  
(3.40)

Since the receiver knows the spreading codes of the pilot channels, the matrix \((\tilde{C}^H \tilde{C})^{-1} \tilde{C}^H\) can be calculated off-line. Therefore, to obtain an instantaneous estimate of the channel, the receiver only need to multiply the received data vector by a \(2L \times 2N\) matrix. If the channel autocorrelation function, or equivalently, the Doppler spectrum is known, the optimal MMSE linear filter to smooth the instantaneous estimates is the Wiener filter that has a frequency response equal to the square root of the Doppler spectrum. To reduce the delay of the channel estimation, a FIR MMSE filter can be used instead of the optimal Wiener filter, which can be obtained as follows. Denote the \(i\)th element of \(\hat{h}[n]\) as \(\hat{h}_i[n]\). If \(2Q + 1\) instantaneous estimates are available, we define a vector \(\hat{h}_i = [\hat{h}_i[n-Q], \ldots, \hat{h}_i[n], \ldots, \hat{h}_i[n+Q]]^T\). We can use the channel autocorrelation function to calculate the covariance matrix of vector \(\hat{h}_i\), \(R_{h_i}\), and the crosscorrelation between \(h_i[n]\) and \(\hat{h}_i\), \(p_{h_i}\). Then the FIR MMSE filter is \(w_i = R_{h_i}^{-1}p_{h_i}\).

In general, the Doppler spectrum is not known, or it may even change with time. The best knowledge of the Doppler spectrum is that is a lowpass spectrum with a maximum Doppler frequency \(f_d\). Therefore, we can use an ideal low pass filter with a cut-off frequency equal to or greater than \(f_d\) as the filter to smooth the instantaneous estimate of the channel. The \(n\)th tap of impulse response of the ideal lowpass filter is given by
\[ f(n) = 2f_dsinc(2\pi nf_dT), \]  
(3.41)

where \(sinc(x) = \frac{\sin(\pi x)}{\pi x}\) and \(T\) is the duration of a data block. In practice, to reduce the delay and memory, the lowpass filter can be truncated to a FIR filter.
3.3.3 Channel Estimation Using Pilot Symbols

If we use the pilot channel to estimate the channel state, each antenna needs one spreading code. When the number of transmit antennas increases, the receiver needs more spreading codes which reduces the number of codes available to the users. Furthermore, when the base station uses transmit beamformer to reduce the interference between the users at different locations, the users at different locations should be assigned different spreading codes for the pilot channels, which further reduce the number of spreading codes available and limit the number of users in a cell. This problem can be avoided if each mobile uses time multiplexed pilot symbols to estimate the channel.

Suppose that in every $2M$ data blocks, two blocks of the pilot symbols are inserted. The pilot signal is unmodulated spreading code. Assume that the desired user is user 1. The transmitted signals at antenna 0 in $n$th the pilot data blocks of user 1 are given by

$$x_0[2nM] = A_1 \tilde{s}_1 + \sum_{k=2}^{K} A_k \tilde{s}_k b_k[2n]$$

$$x_0[2nM + 1] = -A_1 \tilde{s}_1 - \sum_{k=2}^{K} A_k \tilde{s}_k b_k[2n + 1]$$

(3.42)

The transmitted signals at antenna 1 in the $n$th pilot data blocks are given by

$$x_1[2nM] = A_1 \tilde{s}_1 + \sum_{k=2}^{K} A_k \tilde{s}_k b_k[2n]$$

$$x_1[2nM + 1] = A_1 \tilde{s}_1 + \sum_{k=2}^{K} A_k \tilde{s}_k b_k[2n + 1]$$

(3.43)

Define a matrix $\tilde{C}_1$ in the same manner as $\tilde{C}_{p0}$ in (3.35), the received signal is given by

$$r[2nM] = A_1 \tilde{C}_1 h_0[nM] + A_1 \tilde{C}_1 h_1[nM] + I[2nM] + v[2nM]$$

$$r[2nM + 1] = -A_1 \tilde{C}_1 h_0[nM] + A_1 \tilde{C}_1 h_1[nM] + I[2nM + 1] + v[2nM + 1]$$

(3.44)
where $I(2nM)$ and $I(2nM+1)$ are interference users' signals, $v(2nM)$ and $v(2nM+1)$ are white Gaussian noise.

Suppose that $4Q$ data blocks corresponding to the pilot signals, $r[2(n + m)M]$ and $r[2(n + m)M + 1]$, $m = -Q + 1, \ldots, -1, 0, 1, Q$, are available. The receiver can use these data to estimate the channel impulse response in the $(nM+i)$th block, $i = 2, \ldots, M-1$. The MMSE channel estimator can be found if the channel autocorrelation function, multipath intensity profile, all the users' codes and transmitted power and the noise variance are known. The MMSE channel estimator should invert a $4NQ \times 4NQ$ matrix, which needs too much computation for a practical system. Thus, as in the previous section, we can first use least squared error criterion to obtain the instantaneous channel estimates, then smooth the instantaneous estimates to reduce the variance of the estimate errors. Let $\tilde{r}[nM] = [r[2nM]^T, r[2nM+1]^T]^T$ and $h[nM] = [h_0[nM]^T, h_1[nM]^T]^T$, and

$$\tilde{C} = \begin{bmatrix} \tilde{C}_1 & \tilde{C}_1 \\ -\tilde{C}_1 & \tilde{C}_1 \end{bmatrix}.$$

(3.45)

Then, we have

$$\tilde{r}[nM] = A_1\tilde{C}h[nM] + \tilde{I}[nM] + \tilde{v}[nM],$$

(3.46)


$$\hat{h}[nM] = (\tilde{C}^H\tilde{C})^{-1}\tilde{C}^H\tilde{r}[nM].$$

(3.47)

Since the Doppler spectrum is usually not known, the optimal smoothing filter is difficult to find. We then can use a ideal lowpass linear filter to interpolate the instantaneous channel estimates to obtain final channel estimates. The $n$th tap of impulse response of the ideal interpolating filter for $h[nM+i]$, $i = 2, \ldots, M-1$ blocks given by

$$f_i(n) = 2f_dsinc(2\pi(nM-i)f_dT), i = 2, \ldots, M-1,$$

(3.48)

where $T$ is the duration of a data block.
3.3.4 Simulation Results

In this section, we use simulation results to compare the system performance under different channel conditions when either pilot channels or pilot symbols is used to estimate the channel. In simulation, a two path WSSUS channel is generated by using the Monte Carlo method [114]. The delay spread is uniformly distributed in the guard interval whose length is assumed to be 1/4 of the data block. Two paths have the same variance $\sigma_n^2$. the average squared error of the channel estimates when pilot channels are used. All the users have the same power. Define the ratio of the power of pilot channel and the power of the data as $P = A_p^2/A_1^2$. In Fig. 3.6 $P$ is $P = 0dB$ for $f_dT_b = 0.001$ and $P = 6dB$ for $f_dT_b = 0.005$. We see that high power of the pilot channel is needed for the channel estimator to maintain good performance when the Doppler frequency is large. In Fig. 3.7, Fig. 3.8, Fig. 3.9 and Fig. 3.10, the bit error rate under different channel conditions are shown. It is observed that performance degrades slightly when the channel is estimated. Fig. 3.11 demonstrates average squared error of the channel estimate when pilot symbols are used. Compared with the estimator using pilot channels, the channel estimator using pilot symbols needs higher power to compensate the less number of the instantaneous channel estimates available to smooth the channel estimates. When powers of all the users' pilot symbols are raised, interference level is also raised. Therefore, channel estimate error is large when the Doppler frequency is high. Bit error rates of the system for different number of users when $f_dT_b = 0.01$ are demonstrated in Fig. 3.12 and Fig. 3.13. Since the channel estimate error is small, the BER is slightly larger when the estimated channels are used. In Fig. 3.14 and Fig. 3.15, BER is shown for $f_dT_b = 0.005$. In this case, interference degrades the performance of the channel estimator, especially when the number of the active users is large. Therefore, bit error rate using the estimated channel is much larger than the ideal case.
Figure 3.6 Mean squared-error of the channel estimator using pilot channels.

Figure 3.7 Bit error rate of MC-CDMA with pilot channels. $f_d T_b = 0.001$, $K=10$, $P=0$ dB.
Figure 3.8 Bit error rate of MC-CDMA with pilot channels. $f_dT_b = 0.001$, $K=20$, $P=0$dB.

Figure 3.9 Bit error rate of MC-CDMA with pilot channels. $f_dT_b = 0.005$, $K=10$, $P=6$dB.
Figure 3.10 Bit error rate of MC-CDMA with pilot channels. $f_d T_b = 0.005$, $K=20$, $P=6$dB.

Figure 3.11 Mean squared-error of the channel estimator using pilot symbols.
Figure 3.12 Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.001$, $K=10$, $P=6\,\text{dB}$, $M=4$

Figure 3.13 Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.001$, $K=20$, $P=6\,\text{dB}$, $M=4$
Figure 3.14 Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.005$, $K=10$, $P=9\text{dB}$, $M=2$

Figure 3.15 Bit error rate of MC-CDMA with pilot symbols. $f_d T_b = 0.005$, $K=20$, $P=9\text{dB}$, $M=2$
3.4 Summary

In this chapter, we apply the block space-time codes that is originally proposed for a narrow-band system to wideband multicarrier CDMA systems. Our emphasis is on designing receiver that can jointly decode the space-time codes and suppress multiple access interference. Among the proposed four receivers, MMSE combiner is the best trade-off between the performance and the complexity. The channel estimation using pilot channels and pilot symbols is studied for the MC-CDMA with space-time coding. While the channel estimator using pilot channels has better performance, it is not suitable for a system with many transmitted antennas or with transmit beamformer. On the other hand, since the channel estimator using pilot symbols does not using extra channels, more spreading codes are available for mobile users, thereby more users can be accommodated in a cell. However, in a fading channel with relative large Doppler frequency, a sufficient number of pilot symbols is required for estimating the channel, which reduces the frequency efficiency.
Direct sequence code division multiple access (DS-CDMA) has been investigated to provide packet multiple access and high data rates in wireless communications [52]. In a random access packet switched CDMA system, two or more users can simultaneously transmit data packets (with some error rate); while in other ALOHA random access systems, if two or more transmissions occur, all the packets are destroyed. Therefore, CDMA random access systems have the potential for improving on the capacity of ALOHA. The performance of the CDMA random access systems was analyzed in [72] with the assumption that the multiple-access interference (MAI) is the dominant cause of errors. The throughput analyses of the CDMA random access systems in additive white Gaussian noise (AWGN) channels were presented in [16, 66, 75, 79]. It was shown that the CDMA system with error correction coding has the same or lightly better throughput performance compared to a multichannel narrow-band ALOHA system with the same total bandwidth [16]. The CDMA random access systems studied in [16, 66, 75, 79] employ matched filter receivers that limit their interference suppression capability, therefore, their throughput is limited. Recently, increased attention has been paid to CDMA random access systems with multiuser detection [63, 71, 74]. It is shown that multiuser detection significantly improve the system throughput.

Automatic repeat request (ARQ) schemes are commonly used in a communication system with feedback channels [106]. In the pure and type-I hybrid ARQ schemes, packets in error that must be retransmitted are discarded and replaced by their copies. In the type-II hybrid ARQ scheme, packets that must be retransmitted are not discarded, but are combined with their repeated copies. Code combing [13, 45] and diversity combing [106] are two commonly used packet combing schemes. In
code combing, the packets are concatenated to form code words from increasingly longer and low-rate codes. In diversity combing, packets are combined at the bit level, i.e., the individual bits from multiple, identical copies of a packet are combined to create a single packet [105]. Packet combing has been applied to CDMA random access systems to improve the system performance [4, 5, 9, 78, 99]. Average diversity combiner was analyzed for a CDMA system with convolutional coding [78]. In [9], both diversity combining and code combining are analyzed for CDMA random access systems without and with forward error correction (FEC) in AWGN channel. In [4, 5], a lower bound and an upper bound of the throughput of the CDMA random access system with diversity combing in fading channel are presented. The stability of the CDMA random access system with diversity combing was investigated in [99]. These packet combing schemes improve the performance, but they cannot effectively suppress the interference since the matched filter outputs are used as the input to the combiner. In [81, 82, 83, 84], optimum multiuser detector and linear multiuser detectors that use all the copies of the transmitted packets are proposed. The bit error rate (BER) and the network performance are analyzed for AWGN channel.

In this work, we study the performance of the DS-CDMA random access system with linear multiuser receivers and diversity combing in fading channels. Our performance analysis is performed for large systems with each user using random spreading sequences. We assume that the average arrival rate of the traffic and the processing gain tend to infinity but their ratio is fixed. Large system approach was used for analyzing the Erlang capacity of different teletraffic systems [41, 62]. In a large CDMA system in which the number of the active user $K$ and the processing gain $N$ tends to infinity and their ratio is fixed, it was shown [15, 98] that the output signal to noise ratio (SNR) converges to a deterministic limit in probability. While performance analysis for a CDMA random access system of finite size with diversity combing is very difficult (if possible), the asymptotic analysis for a large system is
tractable. Furthermore, the asymptotic results can predict the behavior of a system with moderate size and we can gain some insights into the system performance from the asymptotic results. The large systems we are interested in here are perhaps more relevant to future wireless systems. We shall analyze both slotted and unslotted CDMA random access systems. In general, analysis of unslotted CDMA systems is complicated because the multiuser interference experience by a packet varies continuously due to asynchronous packet arrivals and departures. However, in a large system no matter it is slotted or unslotted, the output SNR of linear receiver converges to a deterministic limit. Therefore, we can put the analysis of slotted and unslotted systems in one framework. If the receiver combines the current retransmitted packet with all its previous transmitted copies, the bit error rate (BER) dramatically decreases with the number of transmissions increasing. Suppose that the receiver combines $J$ identical copies of the desired user's packet. Compared to the receiver that discards all the packets fail in transmissions, we get a diversity gain plus an increased interference and noise suppression gain of $J$. Each retransmission has a random delay. If the delay is longer than the coherent time of the fading channel, each retransmitted packet undergoes independent fading, which provides diversity gain. In general, the interference users' information bits at each retransmission of the desired user's packet are uncorrelated and the noise are also uncorrelated. Therefore, we can coherently combine the desired user's signal but average out the interference and noise, which provides the interference and noise suppression gain. The packet success probability increases with the number of transmissions increasing, which in turn improves the system throughput.

4.1 System Description

We consider a DS-CDMA random access system consisting of a single base station and a total of $M$ mobile wireless users. The users generate data packets and transmit
over a common wideband wireless channel to the base station. Each user uses a random signature sequence with processing gain of $N$ chips per bit. Essentially, the channel access protocol is ALOHA. Each user can be in either one of the two operation modes: origination mode or backlog mode. In the origination mode, the user transmits a newly arriving packet. A user is considered to be in backlog mode when its previously transmitted packet was not successfully received by the base station and a retransmission is requested. We shall consider both the slotted system and the unslotted system with fixed packet length. In a slotted system, each user in the origination mode transmits a newly arriving packet in the first slot after the packet arrival. When the user enters the backlog mode, it retransmits the packet in the next slot with probability $p_r$. In an unslotted system, the user in the origination mode, upon receiving a new packet, transmits it immediately. If a user is backlogged, it retransmits the packet after a random delay. We assume that packets contain sufficient error detection capability so that the base station can detect all the error packets. The feedback channel is assumed to be error-free. For simplicity of analysis, we assume that the data are not encoded using any forward error correction (FEC) code though the error detection code should be used. This is somewhat unrealistic, but it is easy to extend the analysis in this work to the system with FEC. For the system with FEC, it is possible to retransmit a packet with a different code word. The receiver combines the packets at the code level as in type-II hybrid ARQ [45]. In this work, we assume that the backlogged user transmits a packet identical to the previous transmitted packet. The receiver processes the received data in each transmission at the bit level. The receiver has two ways to process the received packets. One is that it keeps the outputs of the detector and combines them in some ways (optimal or sub-optimal) to get decision statistic. The other way is to keep all the original received data in each transmission and do jointly detection based on these
data. The later method needs more memory and higher computation complexity, but may be able to get lower bit error probability.

In general, the composite arrivals have a steady-state probability distribution [72]. In this work, we assume that the composite arrival distribution is Poisson with arrival rate \( \lambda \). We define the offered traffic load \( G \) as the average number of arriving packets in a packet duration \( T_p \), i.e. \( G \triangleq \lambda T_p \). Therefore, the probability that exactly \( k \) users transmit in a packet duration is

\[
p(k) = \frac{(\lambda T_p)^k}{k!}e^{-\lambda T_p} = \frac{G^k}{k!}e^{-G}
\]  

(4.1)

We are here interested in a large system in which we have \( G \to \infty \), \( N \to \infty \) and \( G/N = \alpha \). The large system essentially has infinite offered traffic load and bandwidth but the offered traffic load normalized by the processing gain is fixed. In a slotted system, it was shown [83] that the number of users \( K \) transmitting in a packet duration (also in a bit duration) is infinity and \( K/N \) converges to \( \alpha \) in probability as \( N \to \infty \). A heuristic proof is as follows. Since the number of users \( K \) in the system is a random Poisson variable with mean \( G \), we can think \( K \) as the sum of \( N \) independent Poisson random variables with mean \( G/N = \alpha \). By the Weak Law of Large Numbers, \( K/N \) converges to \( \alpha \) in probability as \( N \to \infty \). Unlike in a finite system in which the interference is variant in different transmissions, the effect of the interference to linear receivers in a large system is essentially the same in all the transmissions, which facilitates the performance analysis. One difficulty to analyze the performance of the unslotted CDMA packet network is that the interference in one packet duration is changing due to randomly arrivals and departures. In an unslotted system, We can also show that the number of the active user \( K \) in a bit duration normalized by the processing gain \( N \) also converges to \( \alpha \) in probability as \( N \to \infty \). We consider a bit duration from \( t \) to \( t + T_b \) of the desire user. \( K_1 \) users arrived in the duration \((t - T_p, t - T_p + T_b]\) leave the system, \( K_2 \) users arrived in the duration \((t - T_p + T_b, t]\) stay in the system and \( K_3 \) users arrive in the system.
in this bit duration. The number of active users in this particular bit duration is 
\( K = K_2 + K_3 - K_1 \). It is straightforward to show that \( K/N \) converges to \( \alpha \) in 
probability as \( N \to \infty \). Therefore, it is relative easy to characterize the effect of the 
interference for such a large unslotted system.

4.2 Bit Error Probability

We shall study the performance of MMSE receiver, decorrelator and matched filter 
receiver for both slotted and unslotted CDMA random access systems in multipath 
fading channels. The receivers utilize the statistics of all the received packets in 
different transmissions.

4.2.1 Slotted CDMA System

Suppose that the desired user failed to transmit a packet in \( J - 1 \) transmissions and 
is transmitting a packet of its \( J^{th} \) time at the current slot. We consider one bit 
duration of the packet. Sampling the output of the chip-matched filter at the chip 
rate, we obtain a \( N \times 1 \) data vector for the \( j^{th} \) (\( 0 < j < J + 1 \)) transmission of the 
packet

\[
y(j) = \sum_{l=1}^{L} s_{1l}a_{1l}(j)b_1 + \sum_{k=2}^{K(j)} \sum_{l} s_{kl}(j)a_{kl}(j)b_k(j) + n(j)
\]

\[
= S_1a_1(j)b_1 + S_2(j)A_2(j)b_2(j) + n(j) \quad j = 1, \ldots, J, \quad (4.2)
\]

where \( S_1 = [s_{11}, \ldots, s_{1L}] \), \( a_1(j) = [a_{11}, \ldots, a_{1L}]^T \), \( S_2(j) = [s_{2(j)}, \ldots, s_{K(j)}(j)] \) with 
\( s_k = [s_{k1}(j), \ldots, s_{kL}(j)] \), \( A_2(j) = \text{diag}(a_2(j), \ldots, a_{K(j)}(j)) \) with \( a_k = [a_{k1}, \ldots, a_{kL}]^T \), 
\( b_2(j) = [b_2(j), \ldots, b_{K(j)}(j)] \). BPSK modulation is used; thus, \( b_k(j) \) is an equal-
probable \( \pm 1 \) random variable. We assume that user 1 is the desired user whose infor-
mation bits are the same in each transmission. The bits \( b_k(j), k = 2, \ldots, K(j), j = 
1, \ldots, J \) are assumed to be uncorrelated. This is a reasonable assumption when
the retransmission probability in the next packet duration is very small. In this case, when two users both fail in a transmission, the probability that these two users retransmit the same bits in the same packet duration is negligible. $s_{k1}$ is the spreading signature of user $k$. Its elements are randomly generated from the set $\{-1/\sqrt{N}, 1/\sqrt{N}\}$ with equal probability. $s_{kl}, l = 2, \ldots, L$ are the shifted replicas of $s_{k1}$. To simplify the analysis, we make the assumption as in [22] that $s_{kl}, l = 0, \ldots, L - 1$ are independent with each other. All though this assumption is unrealistic, the analysis results under this assumption fit the simulation results in the shifted case. Basically, in a large system, the shifting provides enough randomness even though there is code replication. $a_{kl}(j)$ is the channel gain for path $l$ of user $k$ in the $j^{th}$ transmission, which is assumed to be uncorrelated. If the random delay of a retransmission is larger than the coherent time of the fading channel, this assumption is reasonable. However, in a practical system, the retransmission delay may not be large enough so that the channel coefficients in different transmissions are uncorrelated. Nevertheless, to simplify the analysis, we still assume that they are uncorrelated. Analysis based on the correlated channel coefficients is possible, but it will not be pursued in this work. In a wireless environment without line-of-sight between base station and mobile, $a_{kl}(j)$ is a zero-mean complex Gaussian random variable whose amplitude has Rayleigh distribution. We also assume that the delay-spread of the channel is small compared to the symbol time so that inter-symbol-interference (ISI) can be neglected. $n(j)$ is complex white Gaussian noise with variance $\sigma^2$.

For the joint detection purpose, we stack $J$ data vectors in (4.2) to obtain a $JN \times 1$ vector
\[
y = \tilde{S}_1 b_1 + S_2 A_2 b_2 + n, \tag{4.3}
\]
where $y = [y(1), \ldots, y(J)]^T$, $\tilde{S}_1 = [S_1 a_1(1), \ldots, S_1 a_1(J)]^T$, $S_2 = \text{diag}(S_2(1), \ldots, S_2(J))$, $A_2 = \text{diag}(A_2(1), \ldots, A(J))$, $b_2 = [b_2(1), \ldots, b_2(J)]^T$, $n = [n(1), \ldots, n(J)]^T$. 
We first consider the minimum mean squared error (MMSE) receiver. It is well known [61] that the MMSE receiver for the $j^{th}$ transmission is

$$m(j) = d(j)R_2^{-1}(j)p(j), \quad (4.4)$$

where $d(j) = 1/(1 + a_1^H(j)S_1^H R_2^{-1}(j)S_1 a_1(j))$, $R_2(j) = S_2(j)A_2(j)A_2^H(j)S_2^H(j) + \sigma^2 I_N$ is the covariance matrix of the interference plus noise, and $p(j) = S_1 a_1(j)$ is the cross correlation between $b_1$ and $y(j)$. The output of the MMSE receiver for the $j^{th}$ transmission is

$$z(j) = d(j)\{a_1^H(j)S_1^H R_2^{-1}(j)S_1 a_1(j)b_1 + I(j)\}, \quad (4.5)$$

where $I(j)$ is the interference plus the noise. It was shown [69, 115] that $I(j)$ is Gaussian. The mean of $I(j)$ is zero and the variance is $a_1^H(j)S_1^H R_2^{-1}(j)S_1 a_1(j)$. The receiver combines outputs of the MMSE receiver for $J$ transmissions to form the decision variable $z$ for $b_1$. It can be shown that the the optimal weight of the combiner for $z(j)$ is $1/d(j)$. Therefore, the decision variable is

$$z = \sum_{j=1}^{J}\{(a_1^H(j)S_1^H R_2^{-1}(j)S_1 a_1(j))b_1 + \sum_{j=1}^{J} I(j)\}. \quad (4.6)$$

Consider the limiting regime where we have $N \to \infty$ with $K/N = \alpha$ (with $L$ fixed). If the empirical distribution of the eigenvalues of $A_2(j)A_2^H(j)$ converges to the fixed distribution $F(p)$ in probability, then we known [22] that $S_1^H R_2^{-1}(j)S_1$ converges to $\beta I_L$ in probability as $N \to \infty$, where $\beta$ is the unique solution to the equation

$$\beta = \frac{1}{\sigma^2 + \alpha L \int_0^\infty \frac{p}{1+p\beta} dF(p)}. \quad (4.7)$$

Therefore, the decision variable in (4.6) converges to a limit $z^*$ in probability

$$z^* = \beta \sum_{j=1}^{J} \sum_{l=1}^{L} |a_{1l}(j)|^2 b_1 + I, \quad (4.8)$$

The signal to interference ratio (SIR) of $z$ converges to $\beta \sum_{j=1}^{J} \sum_{l=1}^{L} |a_{1l}(j)|^2$ as $N \to \infty$. The decision for $b_1$ is $\hat{b}_1 = \text{sgn}(|\text{Real}(z)|)$. Suppose that $a_{1l}(j), l = 1, \ldots, L$ have
the same variance. Define the signal to noise ratio $\gamma$ as $\gamma = \frac{\sum_{i=1}^{L} E(|a_{kl}(j)|^2)}{\sigma^2}$. Since the bit error rate $P_e$ is a continuous function of $S_1^H R_2^{-1}(j) S_1$, BER converges to a limit $P_{lim}$ in probability [70]

$$P_{lim} = [(1 - \mu)/2]^L \sum_{i=0}^{JL-1} \left( \begin{array}{c} JL - 1 + i \end{array} \right) [(1 + \mu)/2]^i, \quad (4.9)$$

where

$$\mu = \sqrt{\frac{\beta \gamma / L}{1 + \beta \gamma / L}}. \quad (4.10)$$

When the variances of $a_{kl}(j)$ are different, we can evaluate BER using the formula in [65]. In this work, we assume that each channel gain has the same variance, and we shall use (4.9) to calculate packet success probability.

We can also do joint MMSE detection based on all the data received in $J$ transmissions. Using the signal model in (4.3), we obtain the MMSE receiver

$$\mathbf{m} = d R_2^{-1} \tilde{S}_1, \quad (4.11)$$

where $d = 1/(1 + \tilde{S}_1^H R_2^{-1} \tilde{S}_1)$, $R_2 = S_2 A_2^H S_2^H + \sigma^2 I_{JN}$. Since both $S_2$ and $A_2$ are block diagonal matrices, it can be shown that $\mathbf{m} = d[\mathbf{m}^T(1)/d(1), \ldots, \mathbf{m}^T(J)/d(J)]^T$. It is observed that the joint detector is actually equivalent to the separate detectors with the optimal combiner. Since we only have to keep the output of individual detector in separate detection, we need less memory for separate detection. Thus, the separate detection with the optimal combiner is preferred in a practical system.

The multipath decorrelating detector is proposed in [116]. Define the signature matrix in the $j^{th}$ transmission $S(j) = [S_1(j) \ S_2(j)]$. The decorrelator is $S^+(j)$ the pseudo-inverse of the signature matrix $S(j)$. When $S(j)$ has full column rank, $S^+(j) = (S(j)^T S(j))^{-1} S(j)^T$. Because we are here interested in user 1, we take the first $L$ outputs of the decorrelator,

$$\mathbf{z}(j) = \mathbf{a}_1(j) b_1 + \mathbf{n}_1(j), \quad (4.12)$$
where $n_1(j)$ is Gaussian and its covariance matrix $R_{n1}(j)$ is the first $L \times L$ sub-block of $\sigma^2(S(j)^T S(j))^{-1}$. Using an MMSE combiner to combine the outputs of $J$ decorrelators, we have

$$z = \sum_{j=1}^{J} a_1^H(j) R_{n1}^{-1}(j) z(j). \quad (4.13)$$

In the case when $\alpha L = LK/N < 1$, we have $R_{n1}(j) \stackrel{P}{\longrightarrow} \frac{\sigma^2}{1-\alpha L} I_L$ as $N \rightarrow \infty$ [22], where $\rightarrow$ denotes the convergence in probability. Thus, we have $z \stackrel{P}{\rightarrow} z^*$, and $z^*$ is given by

$$z^* = \beta \sum_{j=1}^{J} \sum_{l=1}^{L} |a_{1l}(j)|^2 b_1 + I, \quad (4.14)$$

where $\beta = \frac{1-\alpha L}{\sigma^2}$ and $I$ is Gaussian with zero mean and variance $\beta \sum_{j=1}^{J} \sum_{l=1}^{L} |a_{1l}(j)|^2$. We can use (4.9) to evaluate bit error rate for the decorrelator.

When the receiver is the matched filter with a maximum ratio combiner, it is straightforward to get the following result for large systems [22]. The decision variable $z$ converges to $z^*$ in probability

$$z^* = \sum_{j=1}^{J} \sum_{l=1}^{L} |a_{1l}(j)|^2 b_1 + I,$$

where $I$ has the covariance $\beta \sum_{j=1}^{J} \sum_{l=1}^{L} |a_{1l}(j)|^2$ and $\beta = 1/[\sigma^2 + \alpha L \int_0^\infty pdF(p)]$. By central limit theorem, $I$ is Gaussian distributed. Therefore, BER can be calculated by using (4.9).

### 4.2.2 Unslotted CDMA System

In unslotted CDMA random access systems, users can transmit at any time. Suppose that the receiver knows the timing of the desired user and there are $K(j)$ users transmit in one bit duration with random delays. As in[91], we assume the system to be chip synchronous to make the analysis tractable. The samples of chip matched
filter output form a $N \times 1$ data vector

$$y(j) = \sum_{l=1}^{L} s_{ll} a_{ll}(j) b_1 + \sum_{k=2}^{K(j)} \sum_{l=1}^{L} u_{kl}(j) a_{kl}(j) b_k^{-1}(j) + \sum_{k=2}^{K(j)} \sum_{l=1}^{L} v_{kl}(j) a_{kl}(j) b_k^0(j) + n(j),$$

(4.15)

where $b_k^{-1}(j), b_k^0(j)$ are the two consecutive symbols of the $k$th user which overlap with user 1 in one bit duration. $a_{kl}(j)$ is the channel gain as defined before in slotted systems. $u_{kl}(j)$ and $v_{kl}(j)$ are determined by the spreading signature $s_{kl}(j)$ and the delays relative to user 1. If $d_k \in [0, N)$ denotes the relative delay in terms of number of chips of the $k$th user with respect to user 1, then $u_{kl}(j)$ has its first $d_k$ elements to be the last $d_k$ elements of $s_{kl}(j)$ and the rest zeros. Similarly, $v_{kl}(j)$ has the first $d_k$ elements zero and the last $N-d_k$ elements to be the first $N-d_k$ elements of $s_{kl}(j)$. Let $a_k(j) = [a_{k1}(j), \ldots, a_{KL}(j)]^T$, $U_k(j) = [u_{k1}(j), \ldots, u_{KL}(j)]$, $V_k(j) = [v_{k1}(j), \ldots, v_{KL}(j)]$, and $b_2(j) = [b_2^{-1}(j), \ldots, b_{K(j)}^{-1}(j), b_2^0(j), \ldots, b_{K(j)}^0(j)]^T$. Denote $A_2(j) = diag(a_2(j), \ldots, a_{K(j)}(j))$, $S_1 = [s_{11}, \ldots, s_{1L}]$, $S_2(j) = [U_2(j), \ldots, U_{K(j)}, V_2(j), \ldots, V_{K(j)}]$. Then (4.15) can be written as

$$y(j) = S_1 a_1(j) b_1 + S_2(j) A_2(j) b_2(j) + n(j)$$

$$= S_1 a_1(j) b_1 + \tilde{S}_2(j) b_2(j) + n(j),$$

(4.16)

where $\tilde{S}_2(j) = [\tilde{u}_2, \ldots, \tilde{u}_{K(j)}, \tilde{v}_2, \ldots, \tilde{v}_{K(j)}]$ and $\tilde{u}_k = U_k a_k$ and $\tilde{v}_k = V_k a_k$.

As in the synchronous case, the MMSE receiver is $m(j) = d(j) R_2^{-1}(j) p(j)$, where $d(j) = 1/(1 + a_1^H(j) S_1^H R_2^{-1}(j) S_1 a_1(j))$, $R_2(j) = \tilde{S}_2(j) S_2^H(j) + \sigma^2 I_N$ and $p(j) = S_1 a_1(j)$. The SIR achieved by user 1 using the data from the $j$th transmission is given by

$$SIR_1(j) = a_1(j)^H S_1^H (\tilde{S}_2(j) S_2^H(j) + \sigma^2 I_N)^{-1} S_1 a_1(j).$$

(4.17)

Assume that the delay spread of the multipath channel is very small compared to the processing gain. Then in a large system where $K/N = \alpha$, $N, K \rightarrow \infty$, Theorem 3.2 in [91] about the limiting SIR of user 1 for asynchronous Gaussian channel can be extended to the asynchronous multipath channel case. As in [91], the empirical
distribution of the delays of the different users, relative to the desired user is assumed to converge to a fixed distribution, $G(\tau)$, where the delay $d$ relative to user 1 is given by $d = [\tau N]$. The empirical distribution of the powers of the users is assumed to converge to a fixed distribution, $F(p)$.

**Theorem 2** $SIR_1(j)$ converges to $SIR_1(j)^* = \beta \sum_{i=1}^{L} |a_{1i}(j)|^2$ in probability as $N \to \infty$, where

$$\beta = \int_{0}^{1} w(x)dx$$

and

$$w(x) = \frac{1}{\sigma^2 + \alpha \mathbb{E}_P \mathbb{E}_\tau \{I(P, \int_{0}^{\tau} w(z)dz)1_{\tau \geq x} + I(P, \int_{\tau}^{1} w(z)dz)1_{\tau \leq x}\}}$$

where $\mathbb{E}_P$ and $\mathbb{E}_\tau$ denote the expectation with respect to the power distribution $F(p)$ and the delay distribution $G(\tau)$ respectively, $I(P, \beta) = \frac{P}{1+P\beta}$ and $1_{\tau \geq x}$ is an indicator function that is 1 if $\tau \geq x$ and 0 otherwise. The solution to $w(x)$ exits and is unique in a class of function $w(x) \geq 0$.

**Proof** First, under the assumption that $s_{1l}, l = 1, \ldots, L$ are independent random sequences, from Theorem A.4 in [22], we have $s_{1l}^H (S_2(j)S_2^H(j) + \sigma^2 I_N)^{-1}s_{1l} \xrightarrow{P} 0$ as $N \to \infty$ when $l_1 \neq l_2$. Denote $\beta_l = s_{1l}^H (S_2(j)S_2^H(j) + \sigma^2 I_N)^{-1}s_{1l}$. The power of user $k$ is $P_k = \sum_{l=1}^{L} |a_{kl}|^2$. Since the delay spread is very small, we can neglect the effect of the delay spread. Then the variance of an element of matrix $\mathbf{S}_2(j)$ is the same as that of the same element of matrix $\mathbf{S}_1 \mathbf{D}_1^{\frac{1}{2}}$ in [91] when the powers of the interference users here are the same as the powers of the users in the signal model in [91]. Following exactly the same steps to prove Theorem 3.2 in [91], we can show that $\beta_l \xrightarrow{P} \beta$. Therefore, $SIR_1 \xrightarrow{P} SIR_1^*$ follows. \(\square\)

After the receiver combines the outputs of MMSE detector for $J$ transmissions of the same packet using the optimal combiner, the $SIR_1$ converges to

$$SIR_1^* = \beta \sum_{j=1}^{J} \sum_{i=1}^{L} |a_{1i}(j)|^2$$

(4.20)
in probability. Since the interference and noise at the output of MMSE receiver is Gaussian, we can use (4.9) to calculate bit error rate.

The effective signature matrix of size \( N \times (2K(j) - 1)L \) for the \( j \)th transmission can be denoted as \( S(j) = [S_1 \ S_2(j)] \). As in the synchronous case, the decorrelator is \( S^+(j) = (S(j)^T S(j))^{-1} S(j)^T \) if the inverse exists. The interferences are completely eliminated, the covariance matrix of the Gaussian noise is \( \sigma^2 (S(j)^H S(j))^{-1} \). For user 1, the noise covariance \( R_{n1} \) is the first \( L \times L \) sub-block of \( \sigma^2 (S(j)^H S(j))^{-1} \). With the assumption that the signature sequences of the different multipath components are independent, it is straightforward to extend Theorem 3.3 in [91] about the SIR of decorrelator in asynchronous AWGN channel to asynchronous multipath channel case. In multipath channels, we have \( R_{n1} \to \sigma^2/(1-2\alpha L) \) as \( N \to \infty \) when \( 2\alpha L < 1 \). Therefore, \( SIR_1(j) \) converges to \( \text{SIR}_{1}^* (j) = \sum_{l=1}^{L} |a_{1l}(j)|^2 (1-2\alpha L)/\sigma^2 \) in probability. After combing outputs of the decorrelator for \( J \) transmission, we have \( \text{SIR}_1 \xrightarrow{p} \text{SIR}_1^* \) where

\[
\text{SIR}_1^* = \frac{1-2\alpha L}{\sigma^2} \sum_{j=1}^{J} \sum_{l=1}^{L} |a_{1l}(j)|^2. \tag{4.21}
\]

It is straightforward to show that the matched filter receiver in the asynchronous multipath channel has the same asymptotic performance as in the synchronous multipath situation [22]. Basically, because the random signatures are used, the effective interference of a particular user at the output of the matched filter is only related to its power and has nothing to do with its relative delay. However, in a finite system that uses the spreading signatures such as Gold sequences which have special crosscorrelation properties, the crosscorrelation in the synchronous cases are typically less than in the asynchronous case. Therefore, the asymptotic result for the matched filter here is not applicable to such a system.
4.3 System Throughput and Delay

In this section, we study the throughput and delay of the slotted and unslotted CDMA random access systems. Since both the offered load and bandwidth is infinite, we normalized the offered load by the processing gain $N$. The throughput which is defined as the average number of packets successfully transmitted in a packet duration is also normalized by the processing gain.

In the CDMA random access system with packet combining, the bit error rate is decreasing with the number of transmission increasing. The packet success probability is different for the packet with different number of transmissions. We assume that the length of the packet is $L_p$. Suppose that the packet fails in $J - 1$ transmissions, then the packet success probability in the $J^{th}$ transmission is given by

$$P_{ps}(J) = (1 - P_{be}(J))^{L_p}$$

(4.22)

The packet failure probability in the $J^{th}$ transmission is $P_{pf}(J) = 1 - P_{ps}(J)$. The unconditional packet success probability after $J$ transmissions can be found as

$$P_{ps}^J = P_{ps}(J) \prod_{j=1}^{J-1} P_{pf}(j)$$

(4.23)

Denote $N_J(t)$ as the number of packets that are transmitted the $J^{th}$ time in the current packet duration. As we see in Section III, the bit error rate converges to a deterministic limit in large systems. Under this condition, it is shown [83] that $N_J(t)$ in a slotted system is a Poisson random variable with the rate

$$G(J) = G(1) \prod_{j=1}^{J-1} P_{pf}(j),$$

(4.24)

where $G(1)$ is the new arrival rate, and $N_J(t), J = 1, 2, \ldots$ are mutually independent. In an unslotted system, denote $N_J^f$ as the number of packets that fail in the $J^{th}$ transmission. Since the new arriving packets are Poisson, $N_J^f$ is a Poisson random variable with rate $G(1)P_{pf}(1)$. We assume that the delays between two consecutive
transmissions are mutually independent random variables with an exponential distribution. By Burke's Theorem [8], a Poisson process after a random delay with exponential distribution is still a Poisson process. Therefore, in an unslotted system, the number of packets that are transmitted the second time in a packet duration is a Poisson random variable with rate \( G(2) \). By inducing, we know that \( N_j(t), J = 1, 2, \ldots, \infty \) are independent Poisson random variables with the mean given in (4.24).

The offered load can be expressed as

\[
G = \sum_{J=1}^{\infty} G(J) = G(1) \sum_{J=1}^{\infty} \prod_{j=1}^{J-1} P_{pf}(j).
\]  

(4.25)

The normalized throughput is given by

\[
S = \frac{1}{N} \sum_{J=1}^{\infty} E(N_j) P_{ps}^J
= \frac{G(1)}{N} \sum_{J=1}^{\infty} P_{ps}(J) \prod_{j=1}^{J-1} P_{pf}(j).
\]  

(4.26)

It is shown [83] that \( \sum_{J=1}^{\infty} P_{ps}(J) \prod_{j=1}^{J-1} P_{pf}(j) = 1 \). The normalized throughput becomes

\[
S = \frac{\alpha}{\sum_{J=1}^{\infty} \prod_{j=1}^{J-1} P_{pf}(j)}.
\]  

(4.27)

The delay is defined as the average number of transmissions of a packet. It is given by

\[
D = \sum_{J=1}^{\infty} J P_{ps}^J
\]  

(4.28)

### 4.4 Numerical Results and Discussions

In this section, we present simulation and analysis results to show the performance of both slotted and unslotted CDMA random access systems. We assume that the receiver has the knowledge of the channel state information and delays of all the users. In a practical system, channel state and the delays can be estimated either blindly or by using training sequences. However, channel estimation is out of the
scope of this work. In simulations, the number of paths of the channel $L$ is 2. All the paths of different users are independent complex Gaussian random variables with the same variance. The channel in each transmission is independent. The packet length is $L_p = 128$.

Fig. 4.1 and Fig. 4.2 show the bit error rate of slotted and unslotted CDMA systems for different SNRs. We plot the BER of 100 independent runs in which spreading signatures are independently generated. In simulation, the spreading signature at the second path is the shifted replica of the original spreading signature; whereas in analysis, we assume that the spreading signatures at different paths are independent. From Fig. 4.1 and Fig. 4.2, one sees that BER in simulations spread around the asymptotic limit. When the processing gain increases, it is expected that the spread around the asymptotic limit becomes more narrow. In AWGN channel, it is shown [61] that MMSE receiver converges to the decorrelator when SNR tends to infinity. However, it is observed in Fig. 4.1 and Fig. 4.2 that MMSE receiver has better performance even when SNR is very high. This can be explained as follows. Consider the signal model for the synchronous CDMA in (4.2). The effective signature of user $k$ in $j$th transmission is $s_k(j)a_k(j)$. As SNR tends to infinity, the MMSE receiver converges to a vector that is orthogonal to the range space of the effective signatures of the interference users. The dimension of this space is $K - 1$. If $a_{kl}, l = 1, \ldots, L$ are all equal, the asymptotic SIR of the MMSE receiver is $(1 - \alpha)SNR$ when $\alpha < 1$. On the other hand, the asymptotic SIR of the multipath decorrelator is $(1 - \alpha L)SNR$ when $\alpha L < 1$. Therefore, the MMSE receiver has approximate $10\log(\frac{1-\alpha}{1-\alpha L})$ dB advantage over the decorrelator receiver when SNR is high. The similar conclusion can be drawn for the unslotted CDMA systems. We also see from Fig. 4.1 and Fig. 4.2 that the bit error rate after three transmissions is much less than that after one transmission for all the linear receivers. Fig. 4.3 plots bit error rate attained for different normalized offered load. When $\alpha > \frac{1}{L}$ in the
slotted CDMA system and $\alpha > \frac{1}{2L}$ in the unslotted CDMA system, the decorrelator does not exist. Thus, decorrelator is not suitable for the system with moderate offered load in multipath channels. When offered load is very high, MMSE receiver has almost the same bit error rate as the matched filter receiver. In high offered load regime, there is no sufficient degree of freedom for the MMSE receiver to suppress the interference. Therefore, MMSE receiver tends to have the same performance as the matched filter receiver. Fig. 4.4 shows the bit error rate versus the number of transmissions. It is seen that the bit error rate decreases linearly with the number of transmissions increasing.

The normalized throughput and average delay for a slotted CDMA system is shown in Fig. 4.5 and Fig. 4.6. The throughput and average delay of narrow band ALOHA are also plotted in the figures. In the ALOHA system, we assume that there is no noise. Therefore, the packet can be successfully transmitted if there is no collision. The CDMA system with MMSE receiver and packet combining has the best performance. Its throughput is much higher than ALOHA systems for all the offered traffic load. When the normalized offered load is lower ($< 0.8$), the CDMA system using MMSE receiver but without packet combining has almost the same throughput as the system with packet combining. However, when the normalized offered load increases, its throughput decreases dramatically. When the normalized offered load is high, the MMSE receiver without packet combining does not have sufficient degree of freedom to effectively suppress the interference. The packet success probability decreases very fast with respect to the increase of the normalized offered load when the normalized offered load is greater than one. However, if the receiver combines $J$ packets, it gets $J$ fold interference and noise suppression. Therefore, even when the normalized offered load is very high ($> 1$), the receiver with the packet combining still can suppress the interference with the number of packet transmissions increasing. This is the reason why the system with packet combining has high throughput when
normalized offered load is high. If the system uses packet combing, the throughput of the systems employing MMSE receiver and matched filter tend to be the same when normalized offered load tends to infinity. This is because, as we observed in Fig. 4.3, the bit error rates of the MMSE receivers and matched filters tends to be the same when the normalized offered load is very large. The throughput of the system with matched filter and without packet combing is much lower than the ALOHA system. This seems to contradict the observation [16] that the CDMA random access system with the matched filter receiver has almost the same throughput as the ALOHA system. This is due to the following reasons. First, effect of additive noise is not considered in [16]. The unsuccessful transmissions are assumed to be caused only by the multiple-access interference. Second, forward error correction code is used in [16]. It is observed [16] that as the block error correction capability increases, the effective throughput increases until it reaches a maximum, after which further coding reduces the effective throughput. In the systems considered here, if we uses the error correction code, the effective throughput can be improved. Finally, we consider the fading channel in which the packet success probability is much lower than in the AWGN channel when SNR is the same. In Fig.4.6 we see that the average delay of the system with packet combing is much smaller than that of the system without packet combing. This is because, with the packet combing, the packet success probability increases with the number of transmissions. If no packet combing, the packet success probability is the same no matter how many times the packet is transmitted. The normalized throughput and average delay for an unslotted CDMA system is shown in Fig. 4.7 and Fig. 4.8. Similarly as in the slotted CDMA system, packet combining improves the performance of an unslotted CDMA system.
4.5 Summary

The system performance of the CDMA random access systems in multipath fading channels are analyzed for large systems in which the offered load and the processing gain tend to infinity but their ratio is fixed. The linear MMSE multiuser receiver has much better performance than the matched filter single user receiver. However, without packet combining, when the normalized offered load is greater than one in slotted systems and is greater than half in unslotted systems, linear MMSE receiver cannot effectively suppress the multiple-access interference; thus the throughput decreases to zero in high offered load region. With packet combining, the receiver not only gets a diversity gain in fading channels but also obtain an interference and noise suppression gain. With the number of transmissions increases, the packet success probability increases even when the offered load is very large. Therefore, packet combing improves the system performance for all the offered load. Unlike in the CDMA system without packet combining, the throughput of CDMA system with packet combing tends to a finite value when the normalized offered load is very large. The CDMA system with MMSE receiver and packet combing has much higher throughput than the ALOHA system for all the offered load.
Figure 4.1 BER versus SNR for the slotted CDMA system. $\alpha = 3/8, L = 2$, Processing gain $N = 64$ in simulation.

Figure 4.2 BER versus SNR for the unslotted CDMA system. $\alpha = 3/16, L = 2$, Processing gain $N = 64$ in simulation.
Figure 4.3 BER versus normalized offered load. $SNR = 20dB$, $L = 2$. The number of transmissions $N_{rt} = 3$.

Figure 4.4 BER versus the number of transmissions. $SNR = 10dB$, $\alpha = 3/8$, $L = 2$. 
Figure 4.5 Normalized throughput of the slotted CDMA system. $SNR = 20dB$, $L = 2$.

Figure 4.6 Average delay of the slotted CDMA system. $SNR = 20dB$, $L = 2$. 
Figure 4.7 Normalized throughput of the unslotted CDMA system. $SNR = 20dB$, $L = 2$.

Figure 4.8 Average delay of the unslotted CDMA system. $SNR = 20dB$, $L = 2$. 
CHAPTER 5
CONCLUSIONS AND FUTURE DIRECTIONS

5.1 Conclusions

This dissertation investigates two techniques, namely interference suppression technique and diversity technique, to improve the system performance of CDMA systems. Specifically, in interference suppression technique, we study the reduced-rank MMSE receiver and reduced-rank minimum variance receiver for DS-CDMA system. In diversity technique, we study the MC-CDMA systems with transmit diversity and packet CDMA random access systems with packet combining.

In Chapter 2, we first develop reduced-rank MMSE receiver for DS-CDMA system. When the covariance matrix of the received signal is known, it was shown that reduced-rank MMSE receiver has worse performance compared with the full-rank MMSE receiver. However, when the covariance matrix is estimated from an finite number of data samples, our analysis and simulations show that the reduced-rank MMSE receiver that choose proper eigenvalues and eigenvectors outperforms the full-rank receiver, especially when the desired signal is in a low dimensional subspace and the power of different users are different. An adaptive reduced-rank MMSE receiver is then developed based on a subspace tracking algorithm. Compared with the RLS full-rank adaptive receiver, the adaptive reduced-rank MMSE receiver has larger output SIR, but higher complexity. We then investigate the reduced-rank minimum variance receiver that can be blindly implemented. The minimum variance receiver can be implemented in the same structure as a generalized sidelobe canceler. The simulations demonstrate that the reduced-rank minimum variance receiver outperforms the full-rank minimum variance receiver. To further understand the reason why the reduced-rank MMSE receiver has better performance, we study the probability density function of the output SNR of linear MMSE estimators based on a general linear signal model. The pdf of output SNR of full-rank MMSE estimator
that uses direct inverse of the covariance matrix is derived. An asymptotic pdf of the reduced-rank MMSE estimator using principle component inverse of the covariance matrix is also derived. From these pdfs, we see the advantage of the reduced-rank MMSE estimator.

In chapter 3, the multicarrier CDMA system with transmit diversity is studied. The linear block space-time code which is originally proposed for a narrow band system is applied to a wideband MC-CDMA system. We then proposed four schemes to jointly decode the space-time codes and suppress multiple access interference. These four schemes are maximum ratio combiner, orthogonal resorting combiner, MMSE combiner and MMSE multiuser detector. It is shown that the MMSE combiner is the best tradeoff between the performance and the complexity. Channel estimation using pilot channels pilot symbols are then studied for the multicarrier CDMA systems. While the channel estimator using pilot channels has better performance, it reduces the number of spreading codes available for mobile users, thereby reduces the number of users in a cell.

In chapter 3, we investigate the CDMA random access systems with packet combining in fading channels. The performance of both the slotted CDMA system and unslotted CDMA system with random spreading signature is analyzed. The analysis is based on large systems in which the offered load and the processing gain tend to infinity but their ratio is fixed. In such large systems, it is relatively easy to characterize the effect of multiple-access interference. We first analyze the bit error rate of the MMSE receiver, decorrelator and matched filter receiver in fading channels. The packet that fails in a transmission is not discarded; the receiver combines all the data of the same packet from different transmissions. By doing so, the receiver obtains an interference suppression gain and a diversity gain. The interference suppression gain is due to the fact that in each retransmission of the same packet, the interference is generally uncorrelated. Since the fading is independent in each
retransmission, a diversity gain is obtained by packet combining. It is shown that the bit error rate decreases with the number of transmissions increasing. We then analyze the system throughput and average delay. From the analysis for both the slotted CDMA and unslotted CDMA systems, it is seen that multiuser detection and packet combining substantially improve the performance of CDMA random access systems.

5.2 Future Directions

To implement reduced-rank MMSE receiver or reduced-rank minimum variance receiver, a subspace tracker that can track both the signal space and eigenvalues associated with the basis of the signal space is required. The subspace algorithm should have reasonable complexity and convergence speed. In the simulations, we observed that the PAST algorithm [113] and LORAF3 algorithm [80] has the same order of complexity as RLS adaptive filter but their convergence is very slow. On the other hand, other subspace tracking algorithms [18, 80] have much larger computation complexity. Developing efficient subspace tracking algorithms with practical complexity will be a very interesting and challenging research direction.

In chapter 3, we apply the space-time coding to a wideband system multicarrier CDMA system. Most of the space-time coding schemes assume that the fading channel is not frequency selective. Although such space-time coding also work well in frequency selective fading channel, they are not optimal for such channels. A simple space-time coding [54] has been proposed for multipath channels. Space-time coding that can fully exploit the diversity provided by frequency-selective fading channel will be a fruitful research area.

In the CDMA random access system with packet combining studied in chapter 4, we did not use any coding. We combine the packets at the bit level. When coding is applied to the transmitted data, combing the packets at code level will have better
performance than combing the packets at the bit level. Therefore, the research on packet combing, decoding and multiuser detection for CDMA random access system is worthy to be pursued.
APPENDIX A

DERIVATION OF THE SECOND PARTIAL DERIVATIVE OF $\overline{MSE}_R$ IN EQ. 2.26

In this appendix, we derive $H_{ij}$ and $F_{ii}$ in Eq. 2.26. Let’s denote the last two terms in Eq. 2.22 as $M1 = \hat{\mathbf{c}}_r^T \mathbf{c}_r$ and $M2 = 2\hat{\mathbf{c}}_r^T \mathbf{p}$. We first derive the first and second partial derivatives of $M1$. The gradient of $M1$ along $\hat{\mathbf{u}}_i$ is given by

$$g_{1i} = \frac{\partial M1}{\partial \hat{\mathbf{u}}_i} = 2 \frac{\partial \hat{\mathbf{c}}_r^T}{\partial \hat{\mathbf{u}}_i} \mathbf{c}_r = \frac{2}{\lambda_i} (p^T \hat{\mathbf{u}}_i + p^T \hat{\mathbf{u}}_i \mathbf{I}_N) \mathbf{c}_r. \quad (A.1)$$

Define $z_i = \frac{2}{\lambda_i} \mathbf{c}_r$ and $X_i = \hat{\mathbf{u}}_i p^T + p^T \hat{\mathbf{u}}_i \mathbf{I}_N$. Then $g_{1i}$ can be expressed as $g_{1i} = X_i^T z_i$. And we have

$$\frac{\partial z_i^T}{\partial \hat{\mathbf{u}}_j} = \frac{2}{\lambda_i \lambda_j} X_j^T \mathbf{C}. \quad (A.2)$$

Then the Hessian matrix of $M1$, $H_{1ii}$, is given by

$$H_{1ii} = \frac{\partial g_{1i}^T}{\partial \hat{\mathbf{u}}_i}|_P = \frac{\partial z_i^T}{\partial \hat{\mathbf{u}}_i} X_i|_P = \frac{2}{\lambda_i \lambda_j} X_j^T \mathbf{C} X_i \quad i \neq j \quad (A.3)$$

and

$$H_{1ii} = \frac{\partial g_{1i}^T}{\partial \hat{\mathbf{u}}_i}|_P = \frac{\partial (z_i^T X_i)}{\partial \hat{\mathbf{u}}_i}|_P = \left( \frac{\partial z_i^T}{\partial \hat{\mathbf{u}}_i} X_i + \left[ \frac{\partial x_1^T}{\partial \hat{\mathbf{u}}_i} z_i, \ldots, \frac{\partial x_N^T}{\partial \hat{\mathbf{u}}_i} z_i \right] \right)|_P = \left( \frac{2}{\lambda_i^2} X_i^T \mathbf{C} X_i + [Y_1 z_i, \ldots, Y_N z_i] \right)|_P = \frac{2}{\lambda_i^2} X_i^T \mathbf{C} X_i + \frac{2}{\lambda_i} [Y_1 \mathbf{C} \mathbf{c}_r, \ldots, Y_N \mathbf{C} \mathbf{c}_r]. \quad (A.4)$$
where $\{x_{ij}, j = 1, \ldots, N\}$ are columns of matrix $X_i$ and matrices $\{Y_j, j = 1, \ldots, N\}$ are defined as

$$ Y_j = P_j + p(j)I_N. \quad (A.5) $$

Here $P_j$ is a matrix whose $j$th column is vector $p$ and other columns are zero vectors.

$M_1$ can also be expressed as

$$ M_1 = p^T \sum_{j=1}^{r} \frac{\hat{u}_j \hat{u}_j^T}{\lambda_j} C \sum_{j=1}^{r} \frac{\hat{u}_j \hat{u}_j^T}{\lambda_j} p $$

$$ = p^T \frac{\hat{u}_i \hat{u}_i^T}{\lambda_i} C \left( \frac{\hat{u}_i \hat{u}_i^T}{\lambda_i} + \sum_{j \neq i} \frac{\hat{u}_j \hat{u}_j^T}{\lambda_j} \right) p \quad (A.6) $$

$$ = \frac{1}{\lambda_i^2} p^T \hat{u}_i \hat{u}_i^T C \hat{u}_i \hat{u}_i^T p + \frac{2}{\lambda_i} p^T \hat{u}_i \hat{u}_i^T C \sum_{j=1}^{r} \frac{\hat{u}_j \hat{u}_j^T}{\lambda_j} p + p^T \sum_{j=1}^{r} \frac{\hat{u}_j \hat{u}_j^T}{\lambda_j} C \sum_{j=1}^{r} \frac{\hat{u}_i \hat{u}_i^T}{\lambda_j} p $$

The first partial derivative of $M_1$ with respect to $\lambda_i$ is given by

$$ \frac{\partial M_1}{\partial \lambda_i} = -2 \frac{1}{\lambda_i^3} p^T \hat{u}_i \hat{u}_i^T C \hat{u}_i \hat{u}_i^T p - \frac{2}{\lambda_i^2} p^T \hat{u}_i \hat{u}_i^T C \sum_{j \neq i} \frac{\hat{u}_j \hat{u}_j^T}{\lambda_j} p \quad (A.7) $$

Then the second partial derivative of $M_1$ with respect to $\lambda_i$ is found as

$$ \frac{\partial^2 M_1}{\partial \lambda_i^2} \bigg|_p = \frac{6}{\lambda_i^3} p^T \hat{u}_i \hat{u}_i^T C \hat{u}_i \hat{u}_i^T p + \frac{4}{\lambda_i^3} p^T \hat{u}_i \hat{u}_i^T C \sum_{j \neq i} \frac{\hat{u}_j \hat{u}_j^T}{\lambda_j} p \quad (A.8) $$

It is easily shown that the second term in the above equation is equal to zero and $\hat{u}_i^T C \hat{u}_i = \lambda_i$. Thus, we have

$$ \frac{\partial^2 M_1}{\partial \lambda_i^2} \bigg|_p = \frac{6}{\lambda_i^3} p^T \hat{u}_i \hat{u}_i^T p \quad (A.9) $$

We next determine the derivatives of $M_2$. $M_2$ can also be expressed as

$$ M_2 = 2 \sum_{i=1}^{r} \frac{(p^T \hat{u}_i)^2}{\lambda_i} \quad (A.10) $$

The gradient of $M_2$ along $\hat{u}_i$ is given by

$$ g_2 = \frac{\partial M_2}{\partial \hat{u}_i} $$

$$ = \frac{4}{\lambda_i} p^T \hat{u}_i p \quad (A.11) $$
It is seen from (37) that we have $H_{2_{ij}} = \frac{\partial g_2^T}{\partial u_j} = 0$ for $i \neq j$. And $H_{2_{ii}}$ is obtained as

$$H_{2_{ii}} = \frac{\partial g_2^T}{\partial \hat{u}_i}|_P = \frac{4}{\lambda_i} W$$

where the $i$th column of matrix $W$ is $p(i)p$. The second derivative of $M_2$ with respect to $\hat{\lambda}_i$ at point $P$ is given by

$$\frac{\partial^2 M_2}{\partial \hat{\lambda}_i^2}|_P = \frac{4(p^T u_i)^2}{\lambda_i^3}$$

Finally, $F_{ii}$ in (2.26) is given by $F_{ii} = \frac{\partial^2 M_1}{\partial \lambda_i^2}|_P - \frac{\partial^2 M_2}{\partial \lambda_i^2}|_P$, and $H_{ij}$ in (2.26) is given by $H_{ij} = H_{1_{ij}} - H_{2_{ij}}$. 
REFERENCES


