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ABSTRACT

PERFORMANCE IMPROVEMENTS IN WIRELESS CDMA
COMMUNICATIONS UTILIZING ADAPTIVE ANTENNA ARRAYS

by
Weichen Ye

This dissertation studies applications of adaptive antenna arrays and space-
time adaptive processing (STAP) in wireless code-division multiple-access (CDMA)
communications. The work addresses three aspects of the CDMA communications
problems: (1) near-lfar resistance, (2) reverse link, (3) forward link. In each case,
adaptive arrays are applied and their performance 15 investigated.

The near-far eflect is a well known problen which aflects the veverse hink of
CDMA communication systems. 'The near-far resistance of STADP is analyzed for two
processing methods: maximal ratio combining and optimum combining. It is shown
that while maximal ratio combining is not near-far resistant, optinmum combining is
near-far resistant when the number of cochannel interferences is less than the system
dimensionality. The near-far effect can be mitigated by accurate power contvol at
the mobile station. With practical imitations, the received signal power at a base
station from a power-controlled user is a random variable due to power contral crror,
The statistical maodel of signal-to-interference ratio at the antenna array output ol
a base station is presented, and the outage probability of the CDMA veverse ik s
analyzed while considering Rayleigh fading, voice activity and power contral error,
New analytical expressions are obtained and demonstrated by computer sitnnlations.
For the application of an adaptive antenna array at the forward link, a recciver
architecture s suggested for the mobile station that utilizes a soall two-antenig
array lor interference suppression. Such a receiver works well only when the channel
vector of the desired signal is known. The identilying spreading codes (as i1 [5-95A

for example) are used to provide an adaptive channel vector estimate, and control



the beam steering weight. hence improve the receiver performance. Numerical results
are presented to illustrate the operation of the proposed receiver model and the

nnprovement i performance and capacity.
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CHAPTER 1
INTRODUCTION

The 1990s have been described as the decade of wireless telecommunications. Along
with the fast growth of wireless communications market, wireless communication
technology has evolved from simple lirst-generation analog svstems (o second-

el
generation digital systenms with rich features and servicees for residential and husiness
customers. The new version ol communications for individuals, known as personal
communications systems (PCS) will enable the network 1o deliver telecommuni-
cation scrvices (voice, data, video, ete) without restrictions on the users’ terminal,
location in the work, point of access to the network, aceess technology, or transport
method [1].

As second generation systems, both time-division multiple access (TDNA) and
code-division multiple access (CDNMAG are standardized and widely acceepted. In
particular, CDMA has denanstrated a capacity increase over the analog systen,
advanced mobile phone service (ANMPS), of at least a {actor ol ten, which means
ouly less than 1/10 base stations will be required when castomers denand service
tncreases (2] CDMA also oflers fmproved performance over TDAMA Lased wireless
networks {3, 1, 5, Gl CDMA provides a superior, spectrally efficient, digital solition
for celhlar/1PCS services. The CDMA air interlace is near oplmiin in als se
ol the mobile station trausimitier power, enabling the widespread ase ol Tow cost,
Hghtweight, hand-held portable unitse Uhe technology s also near oplinnun i its
Hile budgets, minimizing the nmnber of base stations regquired for a satislactory
prade of service covevage. The tse ol solt handoll nearly eliminates the annoyance
of dropped calls, fading, and poor voice quality.

CDMA is a modulation and a multiple access technique based on spread-

spectrum communications. Each signal consists of a different pscudo random binary
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sequence that modulates a carrier, spreading the spectrum of the waveform. A large
number of CDAMA signals share the same frequency band. The signals are separated
in the receiver by using a correlator that accepts only the signal from the selected
binary sequence and despreads its spectrum. The other users’ signals, whose codes
do not match, are not despread and contribute only to the noise and represent inter-
ference generated by the system.

The increased demand for cellular/PCS service makes the industry under
pressure Lo develop efficient systems with enhanced capability to support a larger
nuniber of subscribers on the limited frequency spectrum band. There are several
ways Lo improve the capacity of a cellular/PCS system while maintaining a specified
quality ol service. One way is o decrease the frequency reuse factor and keep all
other system parameters unchanged. Another way to increase system capacity is by
shrinking cell size. The third one is to remove part or total interference power while
ellectively increase the signal-to-interference ratio [7].

I 1S-95A cellular CDMA, the transmitting bandwidih is 125 Mllz, and
Lhie same bandwidth is occupied by every cell, making the [requency reuse factor
equal to one, thus reaching a limit which cannot be reduced. The second way
mentioned above, shrinking cell size, raises system cost by requiring more base
station equipments, which are very expensive, and also causes more lrequent handolls
for Tast moving mobile stations. For the thivd way, one of most important methods
to reduce nterference is to introduce spatial liltering into the system. Spatial
(iltering (adaptive beam loriming) is now among the key companents for perlorinance
tmprovemnent in the IMT-2000, the third generation universal wireless cominuni-
calions systen. INCT-2000 will cambine all of the possible advanced techinolagios used

1 fixed and mobile networks, including cordless, high and low mobility cellular/PCS,

and mobile satellite technology. By exploiting the spatial domain via an adaptive



antenna array, the operational benelits to the network operator can be summarized

as follows (8]
I. Capacity enhancement
2. Coverage extension
3. Ability to support high data rates
4. Increased immunity to "near-far™ problems

Adaptive array processing has been investigated and applied by the sonar and
radar communities. [t now appears that its ultimate technological home will he
in wireless communications [9]. Applications of antenna arrays i wireless connmu-
nications capture imcreasing amount of research in both academic mstitutions and
industry [10, 11, 12, 13, 14, 15, In a wireless communication system, a signal
can travel [rom transmitter to receiver over multiple paths. This ellect can cause
flictuations in the received signal’s amplitude, phase, and angle of arrival, relerred
to as mullipath Jading [16]. Fading eflects are commonly modeled as larpe-scale or
small-scale, according to their rates of change over the spatial separation between
transmitter and receiver.  Large-scale lading represents the average signal powey
abttenuation or path loss e to motion over large arcas.  This phenomenon s
allected by prominent terrian features between the transniitter and receiver, known
as shadowig. Small-scale fading vefers 1o the rapid changes i signal amphtude
and phase over a small spatial separvation. 11 the multiple rellective paths arve
farge in number and there is no hne-ol-sight signal component, the envelope of the
received signal is statistically described by a Rayleigh discvibution. When there s
a dominant nonfading signal component present, such as a hne-ol-sight propagation
path, the small-scale fading envelope is described by a Rician distribution [17}. In

this dissertation, it 1s assumed that no dominant signal component is present, and




r

therefore, small-scale fading is referred to as Rayleigh faeding. In direct sequence
CDMA. multiple propagation paths can be exploited by the RANI recciver [18].
The signal processing with adaptive antenna array and RAKIE receiver is referred
to as space-time adaptive processing (STAP). Maximal ratio combining (MRC) and
optimum combining (OC) are two hmportant techniques used for signal combining
in both the space and time domains. With MRC, the signals veceived by an antenna
array are combined to combat multipath Rayleigh lading of the desived signal. MRC
provides the highest output signal-to-interference plus noise ratio (SINR) at the
receiver when the interferences at each antenna element and at cach RAKE finger
are independent [19]. Tlowever, in a wireless communications scenario, the inter-
fering signals presented at the antenna elements and the RANE fingers are generally
correlated. With OC, the received signals are weighted and combined to suppress
interfering signals while combating desived signal fading, and henee, output SINR s
maximized [10].

In wireless CDMAL it is possible for the strongest mobile station to capture the
base station even when othier mobile stations are also transmitting. Often the closest
(ransinitter s able to capture the base station because of the small propagation path
loss. This is called the near-far eflect [20]. Receivers based on signal processing
not susceplible to the near-far efflect are known as near-fav resestanl. T recent
years there has been considerable interest in the design and analysis ol mudtinser
near-far resistant receivers [21, 22, 23, 24, With current second generation CDAMA
systeins, near-lar effects are mitigated through power control. While this approach
provides some reliel, it is limited by practical considerations. STAP s a perlormance
enhancement Lo single user detection which provides an alternative to multiuser
detection. Since adaptive antennas have been suggested for the base stations ol

CDMA systems, the near-far resistance analysis of STAP is ol high interest.



Due to the susceptibility of CDMA systems to the near-far problem, power
control 1s the most important system requirement in current CDMA. The CDMA
system capacity is maximized if each mobile transmitter power level 15 controlled
so that 1ts signal arrives at the base station with the minimum required signal-to-
interference ratio (SIR) [20]. Generally, signal strength variation in path losses and
shadowing eflects is slow enough to be controlled, but variation due to Rayleigh fading
is too rapid to be tracked by power control. However, based on the analysis [18] and
experimental measurements [25], the received signal power at a base station [rom a
power-controlled user varies according to a log-normal distribution with a standard
deviation (power control error - PCE) on the order of 1.5 to 2.5 dB. Therefore, the
total mterference power is the power sum of multiple log-normal components. The
computation of the distribution of a sum of log-normal random variables (RVs) has
been examined in many publications [26, 27, 28, 2910 A closed Torm solution for
the distribution is not known. However, Marlow gave a normal it theorem Tor
the power sum ol independent RVs in [26], which showed that under very general
conditions the power sum of independent randonm variables will he asymiptotically
normally distributed. Therelore, the common method used in these publications is to
approximate the sumi ol log-normal RVs to another log-normal RV, Schwartz and Vel
presented an approximation technique lor the evaluation of the mean and variance
of the power sums with independent log-normal components [27]. 1 [23], Schwartz
and Yel's approach was extended for the case of correlated log-normal RVs. Another
approximation introduced in [27] is Wilkinson’s approach, which also approsimates
distribution of the power s of log-normal RVs as normal, and then lind the Hesi
two moments of the power s, Several approaches that can be used to compute
the distribution of a sum of log-normal RVs were investigated in [29], which showed
that among the methods considered Wilkinson’s approach could be the best method

to compute the distribution of the sums ol correlated log-normal RVs.



Adaptive antenna arrays along with RAKE receiver provide space-time
processing Lo mitigate small-scale fading effects and utilize multiple paths in mobile
communications.  On two-way telephone conversations, numerous neasurements
have established that voice 15 active less than 30 percent of the time. To further
reduce mterference, a unique processing feature, voice activity gating, 1s added to the
CDMA systems. This technique involves the monitoring of voice activity such that
cach transmitter 1s switched ofl during periods of no voice activity, thus cochannel
imterference (CCI) is reduced.

Since the scenario in mobile communications is very complicated, most ol the
research results about system performance only take imnto account some of the effects
that were mentioned above. The performance analysis related to the log-normal
interference can be found in [1, 8, 29, 30, 31, 32], however these results didn’t take
into account the effect of Rayleigh Tading, and therefore cannot be extended (o be
used with space diversity techniques. The analysis of interference with both lading
and shadowing has been considered in the recent publications [33, 34, 35, 36, 47,
38]. Unfortunately, some ol the results were not in closed-forms, and others were
approximations, which are generally not accurate enough to show the effect of snall
PO To predict the performance of CDMA systems, il is of great interest to bhe able
Lo develop closed-lTorny expressions which incorporate the elfects of power control
errvor, Rayleigh fading, voice activity and space-tinme processing.

Wihile most of the publications explore the benefits of adaptive antenna arrays
al thie base station (reverse link receiver), it is also interesting to study the application
ol adaptive aptenna arvays at the mobile station (Torward Hnk receiver), The capacity
of wireless CIIMA systems in the forward link is Timited by both iitra-cell and inter
cell cochannel interferences. In particular, if the mobile station is close to a cell
boundary, the desired signal [rom the home base station is disturbed by relatively

strong interlerence from neighboring base stations. The third generation wireless



comimunication systems are expected to support high bit rate wireless imnternet access,
which raises the demand of capacity improvement in forward link. Antenna arrays
have not been often suggested for the design of the mobile stations since the size of
mobile limits effectiveness of space diversity. On the other hand, the antenna array
with elements separated by an order of one hall wavelength is particularly effective
for interference suppression. Hence, it is a suitable candidate for mitigating inter-cell
mterference which strongly limits CDMA forward link performance.

Adaptive interference cancellers utilizing either known direction of signal arrival
or known signal waveform structure have been analyzed in the past [39, 10]0 The
former, called the divectionally constraint array, s the more suitable Tor use i point-
to-point communications, but with substantial sensitivity to pointing errors [41, 12].
The latter canceller, in which the waveform reference s generated in the receiver
using some known signal characteristics such as the code used o spread spectrun
modulation was also developed for communication apphcations. A hybrid scheme
using both types of constraints was suggested and a self-correcting ol the pointing
ervor was also shiown in [M13] to improve performance of a two-clementarray for spread
spectirum analog communications. It uses the high SINR despread signal to provide
a relerence, which controls the phase ol one ol the tnputs Lo the array. Another
simtlar canceller hased on Applebaun and Chapman modelis the generalized sidelobe
canceller (GSC) Its operation and steady state analysis were given in 41, 15]. Sinee
the performance of this systen also degrades due to pointing or vidom angle errors,
a sell-correcting loop in GSC for joint estimation-calibration in adaptive radar was
proposed in [16], where a Doppler technique is used to provide cleaner reference of
the desired signal for steering vector correction. These structures assine that the
signals received at all antenna elements are with the same amplitudes bat different
phase delays. In a wireless communications scenario, however, the fading channels

result in different amplhitudes and phase delays of the signals among the antenna
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elements with only one hall wavelength separation. Therefore, the antenna arrays
used in point-to-point communications and adaptive radar cannot be easily applied
in wireless cellular/PCS communications.

The focus of this dissertation is to study the applications of adaptive antenna
arrays in wireless CDMA communications. The contributions of this dissertation are

sumimnarized as follows:

Lo Asymiptotic efliciency and near-far vesistance of STAP are analyzed and their
closed-Torm expressions are derived for OC and MRC when the desired signal

and cochannel interferers undergo lrequency selective Tading,

2. The performance of STAP is analyzed in terms of outage probability for instan-
Lancous output SIR, and its closed-form approximation is derived while taking
mto account space-diversity, Rayleigh fading, voice activity and PCEL This

performance measure is suitable for the conmmunication which is sensitive to

short-term STR outage, such as high bit rate data connmunication,

3. When the system is used for voice transmiission, a meaningful performance
nicasure is Cthe average SR outage probability. A similar closed-form approx-

ination ol outage probability for average output SIR s obtained for (his

SCOHATIO.

4 Another important conmminiications systenn perfornance, average probability

ol bit error, is also analyzed and its expression is devived.

o

e analyses of system performance (outage probability aud probability of bit
civor) are extended wo more general cases, which include ot her-cell fnterference,
correlation of shadowing among different users, channel with time dispersion,

pilot tone elfect, and performance in terms of Erlang capacity.



6. To mmprove the wireless CDMA forward hink capacity, a simart antenna receiver
structure 1s proposed at the CDMA mobile station. A new algorithm is
developed to adaptively control the beam stcering weight and thus to improve
the receiver performance (This work was done in collaboration with Professor

Yeheskel Bar-Ness).

The rest of this dissertation is organized as f{ollows: For reverse link, STAP
i wireless CDMA base station is introduced and its near-far resistance in Rayleigh
fading environment is analyzed in Chapter 2. New analytical resulis of ontage proba-
bility and probability of bit error in reverse link ave obtained in Chapter 3 while
taking into account power control error, Rayleigh fading, voice activity and space
diversity. For forward link, a smart antenna at the mobile station is proposed in
Chapter 4 to mitigate interference and improve performance. Computer sinlations
arce generated to verify the theoretical analyses in corresponding chapters. Finally,

the conclusions are drawn in Chapter 5.



CHAPTER 2

SPACE-TIME PROCESSING AND NEAR-FAR RESISTANCE FOR
WIRELESS CDMA COMMUNICATIONS

lna Rayleigh fading environment, direct sequence spread spectrum CDMA systems
are not only resistant to multipath fading, but they can actually utilize the multipath
components to improve the system performance. A RAKE receiver uses multipath
correlators to separately detect the several strongest multipath components, which
convey the same transmitted information signal, but with different time delays. The
output ol each correlator are weighted to provide a better estimate of the transmit ted
signal than is collected from any single component. Spatially separated antennas
along with a RARKI receiver at the base station exploit signal information from hoth
space and time domains, and provide space-time adaptive processing (STAPY) in the
veceiver. This chapter introduces the STAP receiver model in CDMA reverse link,
and analyzes its near-lar resistance to cochannel interference (CCH. Both analytical

and simulation results are presented.

2.1 Space-Time Adaptive Processing
Consider the reverse link of a CDMA cell, which serves iy + 1 active users, andd

ises a base station with an M-clement antenna arvay. The channel is assumed (o

be frequency-selective with L resolvable paths. The Tading is assumed slow, j.e

Rl

constant during the processing interval. Figure 2.0 shows e general contigiration

of the space-time receiver. The veceiver consists ol antenna eleien b with sullicient

separation (o provide for independent paths, and of Lap-delay Tines that align the

multipath products. Assuming coherent carrier demodulation, the complex envelope

of the signal received at the mth antenna element can be written as:
N -}y

el ) = 503 il gnlt = 11 = ) 4 (1), (2.1)

k=0 l=u

10
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Figure 2.1 General configuration of the space-time CDMA receiver.

where the complex-valued scalars (?&)}:,}, F<m <AL oS < L= 1 represent the Ath
user channel coeflicients, g.(1) = ALd (Ll 1), AL are the amplitudes of the different
users, di(£) are binary symbols, uip (/) are signature wavelorms with unit cnergy ', 74
are the delays with respect to user 0 (desived user), and Ty vepresents (he fap-delay
in the channel model. Communication is to be carried out with user & = 0, while
users A = 1, N supply the CCL The desired user’s delay 7 is assuined kiown o
the receiver. The noise process v, (1) is complex-valued, circularly synnnetric, white
Clanssian with zero-mean and variance o2 In the context, matrices and veclors will
be denoted by bold vippercase and bold lowercase letters, respectively,

Spread spectrum demodalation is applicd at cach antenna i and Liap-delay [

Al the end ol the ith symbol interval, the demaodilated output is given by

{r
I

N LRREE
Yol () = /'1' WA DE e (1) i {22

,

where 1 is the symbol interval, ., (1) is measured at the [th tap-delay in the receiver,

e, signal at the other taps lead with respect to 2, (1), The ouiputs of the demodu-

"This model is not applicable to 1S-95A, as the signature is the same for each symbol
interval.



lators are stacked to form an AL dimensional vector, and are grouped according to
components related to the desired user, interference and noise, yielding the expression
(see [14] Tor details):

y(1) = Aodo(t)co 4+ 1(2) 4 v (1), (2.3)
where Ag and dg(i) are rvespectively the user's amplitude after demodulation and

symbol, at the time under consideration. The vector y(7) can he written as

y() = [yroli)s yaoli)s - yni—n (O] (2.41)

where “T™ denotes transpose, ¢y is the channel vector ol the desived user, which can
be given by

R SR () IR ) () T .
co = [el e ey (2.5)

and v(i) is the noise vector, with zero-mean and covariance matrix Elv(/)v(: )”] =
oI, where T is an ML x AL identity matrix. To simplily the ensuing analysis,

it is assumed that self-interference terms are neghigible, and that all sources are

synchronized. Tn this case, the interference can be written as

IN

(1) =Y Apdi(i)ey, (2.6)

k=1

where Ay is the amplitude of kil interference source alter demodulation, and ¢j is the
channel coellicient vector of Ath interference source. 1 is noted that the assiinption
of synchronized sources is nol necessary, since il all signals have the same period,
synchronization always exists between dy(7) and, at most, parts of Lwo consecutive
symbols of each cochannel interference. The output of the space-time processor is
given by:

) = wily(i)

= Agdo(i)w' ey + w!ii H—w”v( ) (:

N
-3

where the superscript “H” denotes complex conjugate transpose, w is the weight

ector determined by the combining criterion.
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There are different criteria which can be used by the space-time processor to
combine the signals. The weight vector that maximizes the signal-to-noise ratio
(SNR) is simply the matched filter to the desired signal channel ¢y [10, 19]. The
combining method using this weight is referred to as maximal ratio combing (MRC).

For MRC,

,..M
N
s

-

e

W = Cy.

When interference is present, MRC does not maximize signal-to-interference plus
noise ratio (SINRY), but joint domain optimum combining (OC) maximizes SINR at

the array output [47]. For joint domain OC, the weight vector is given by

w = R ey, (2.9)

where R ois the mterference and noise covariance matrix, and can be expressed as:

R = f(i(s) F v G+ w’))”]. (2.10)

2.2 Near-Far Resistance of STAP

Near-far resistance is one of the performance measures of CDMA reccivers. i
conventional single-user detection, the receiver at the base station consists of a
group ol demodulators, for each user. Obviously, (he single-user detector suflers
from the near-lar problem when the CDNA signatiure sequences are not orthogonal.
NMultinser detection uses information about multiple users to improve detection of
cach individual user. Multiuser detectors were studicd extensively to overcone the

near-far problem in CDMA commnmications [23).
STAP can be applied o mitigate lading of desived signal as well ws suppress (O]
i wireless CDMA communications [13, 14]. STAP followed by single-user detection
provides an alternative to the multiuser detectors for performance improvement of
the current CDMA systems.  Tn this section, the near-far resistance ol STAP s

imvestigated for joint domain MRC and OC processing.



Performance degradation due to the presence of CCl can be quantified by the
. . ; EN S F A
asymplotic efficiency [21]. Let v denote the user output SNR in the abseunce of CCL
Jsing (2.7). 7 can be written as

el )

~)
I
®

o ||wl|”
where [[w|l” = w!w. In a coherent binary phase-shift keying (BPSK) system, the

bit error rate (BIER) is a function of output SNR [17]:
L= Q) (2:12)

where Q(+) is the Gaussian tail function, defined by [18]

IS

in the presence of CCI, for the same power of the desived signal, the BER 7 >
Q7). The effective SNR 4, s defined as the SNR required to achieve the BER
Pe = Q( /e ). The ratio 7. /5 represents the performance loss due to CCL Then the

asymptotic elliciency is defined as [22, 17]:
jo= lim £ (2.13)

As the noise tends to zero, the eflective SNR v, becomes dependent on the inter
ference term i(4). By convention, the asymptotic efliciency is delined such that the
nterference vesultant i(¢) reduces the user’s signal (when the transmitted bitois

positive). Thus the elfective SNIU is expressed as

I “mm( Aulwlle,| — ]"\f\i“i())[)];
L = o , (2. 11)
Hlwll

where Lhe expectation operator “E7 s with vespect to the background noise and e
interference, but is conditioned on the channel vectors. Therefore, the asynmptotic

efliciency is:

I [max Swleo| = wi(d)]) Ay }

o?=v lleoll® fiw ]
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The near-far resistance 7 1s a performance measure that captures the system
performance under worst-case conditions; it is defined as the greatest lower bound

of the asvimptotic efficiency over all possible combinations of power, channel vectors

and interference bits, 77 = inf [22] Worst-case conditions are specified as follows:

[. Channel vectors representing CCE form an orthogonal set, which can be

expressed as:
clle, =llexF oy, kj=1, K K <ML (2.16)
where
I, k= _
());l = (_) I «)
U, :I\' ?’é }

In thas case, each source consumes exactly one depree ol freedom.

2. Al interferences combine coherently 1o reduce the desived signal, i, the

effective amplitude is given by Ajjwlleg] = S0 Axlw!eg].

3. The interference power goes to inflinity, p — oo,

wler above conditions, the near-lar resistance can then be expressed as:

5 "mzax ([J, wileg| - S8 JL’X‘%&:«I)Iz
= lim ; (215
Ry lleall” |

Since MRC ignores CCL G s not expected 1o be near-Tar vesistant. Tndeed, for

W = ¢, the near-far resistance is given by

[max (l)

g
: A fedfed
¢ i (fuf > h=p U‘

Tre = hm = _ R -
feulF e
S P
i N i N
1 5 TN .’/\ C A
= lim {max 0,1 =5 __"iLL.‘T}
a2 },____; 40 , c l_
Ay — o0 b= ¢ 0
=Y (2.19)

The MRC is clearly not near-far resistant.



Joint domain OC maximizes SINR at array output even when interference is

present. The weight vector of joint domain OC 1s written by
—1 9.
= Ry'co. (2.20)

where Ry is the interference and noise covariance matrix associated with the A CCY

sources [14]:

Ri = £ G0+ vi) () + v
I
_ Alegel 4ot (2.21)
k=

. : 2 L . . . . )
[t is casy to show that A7 [leg]]” and l—l:—fn arc the principal cigenvalues and eigenvectors
of Ry, respectively. Utilizing the result in [19, 50], we have the inverse of matrix

R, as:

—

I . N . . ‘ (‘

iz o’ f AH

The near-far resistance, as defined in (2.18), 1s invariant o gain factor in the

R

o

o
—

Ry =

L=

weight vector w. Using (2.20) and (2.22), and ignoring the 1/a? gain lactor, the

weight vector is given by

e .
i 07 R A e

As o? — U, the weight vector can be expressed by
A Cy (‘;”

—
I
.

i w o= ¢y — >
-

o k=i HL!H
From this expression, and alter some algebra (see Appendis A for details), one

obtiins
|C()VVL‘ :

Jeall” }

1
el

Substituting (2.24) and (2.25) in (2.18), and alter some algebraic manipulations (sce

Appendix A for details), the near-far resistance of joint domain OC is given by

N 1 2
. C, Cri”
=1 _leper® (2.26)

iz lleall” fles
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To obtain an expression for j independent of the channels, 1t 1s assumed that ¢g,
ci are random vectors independently distributed as CAT[0, 1), where the symbol CN
stands for the complex-valued normal distribution. The near-far resistance averaged

over the channels is given by:

:7:; - ]"‘(‘.0,(1;; {}7]
N el ey
. - Cy Ch oy
[‘J("O»Ck ] haad L U_-) .2’ . (.Z.Zl)
k=1 ‘ Co I CL’H
In [51] it was shown that
H 2
cilerl” |
Fes e, o 5| = , (2.28)
ol llenl?] V1
hence for N < Al L, the near-far vesistance can be writien as
F=l— N (2.29)
AL

or for an arbitrary L', il 1s

[

230)

In the absence of CCL all available M L degrees of freedom can be applied to diversity
) £ Pl A

processing. In the worst-case, cach interference source consmnes one complete degree
of freedom. Since the space-time architecture has ALL degrees of Treedom, STAD is

near-lar resistant as long as the number ol interference sowrces is less than the signal

space dimensionality.

2.3 Numerical Resulls
Computer simulations are used to verily the analyses in the last section. Figure 2.2
shows the asymptotic efficiency of space-time processing for 1, 2,4, and 8 interference

sources respectively, with processing gain ol 127, and system dimension M/ = 8,

The curves were generated using (2.15) and realizations of channel vectors ¢y, ¢
o] (o] 3 v
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distributed as CAT[0,I). All interference sources have the same power level at the
base station. The abscissa of the plot is SNRi-SNRo where, SNRi is the input
interference-to-noise power ratio per channel, and SNRo denotes the input desived

signal-to-noise ratio per channel. Curves shown are averages of 200 Monte Carlo

runs. The simulation demoustrates that MRC is not near-far vesistant, but OC is

near-far resistant with the loss of one degree of freedom for each interference source.
When the number of interference sources reaches the system dimension, OC s no
longer near-far resistant. The near-far resistance clearly serves as a lower bound for
the asymptotic elliciency.

The BER expressed in (2.12) is conditioned on the SNR 5. The BER, when 5 s
randomn, can be obtained by taking the average over the probability density function

of 5. Thus the average BER of the systeni is given by [17]:

I RACSTICHIC (2.31)

where [(v) is the probability density Tunction of 5. Figure 2.3 shows sinulation
curves ol the BIER for both MRC and OC. For N = AL interference sources and
using OC, the BER inereases dramatically close 0.5 as the power ol interference

sources increases. The system s clearly near-lar resistant for K < A L.

2.4 Sumimary
STAP i CDMA veverse ok receiver was introduced and its near-far resistance was
analyzed when applying MRC and OC. Both analytical and stmulation results show
Chat while MRC s nol near-lar resistant, OC is near-far resistant when the numiber
of CCLsonrees is less than the system dimensionality. Generally, there are dozens of
mterfering signals present in a CDMA system, therefore, power control is still a key
requirement in CDMA even when STAP with OC is applied. In the case that the

system fails in the power control of a few number of reverse link signals (less than
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o X -~

system dimensionality), the STAP with OC can relief the effect of strong mterference
and thus improve the system performance.
The CDMA reverse link performance will be investigated further in the next

chapter when the power control is imperfect.
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CHAPTER 3

PERFORMANCE OF CELLULAR CDMA WITH CELL SITE
ANTENNA ARRAYS FOR FREQUENCY-SELECTIVE FADING
AND POWER CONTROL ERROR

In Chapter 2, the near-far resistance of STAP was studied. 1t was shown by both

analyses and simulations that STAP in wireless CDMA s generally not near-far
resistant, while STAP with OC can mitigate the effect of a few strong interferences,
The solution to the near-far problem is still the use of power control, which attempts
to ensure that all signals from the mobile stations within a given cell arrive at the base
station of that cell with equal power. The primary motivation of power control is 1o
maximize capacity, an additional benefit being to mobile station power conservation.
As stated in Chapter 1, power control accuracy is limited by practical considerations.
The elfect of power control error (PCI) results in degradation ol system performance
and capacity. This chapter details the performance and capacity analysis ol a wireless

CDMA system while taking nto account the PCE, Rayleigh fading, voice activity

and STATP.

3.1 System Model
The systeinn model vepresents the reverse Tink of a single coll CDMA system which
serves A, ousers, and uses a base station with an Al-clemient antenna arvay. The

received signals are assumied to undergo independent Rayleigh Tading, and only one

[l

path for each user’s signal s present. 10 is fucther assumed that the Tading is llat and
slowly varying such that the Towpass equivalent chanuel seen by eacli antenma can be
characterized by a complex-valiied sealar. The system is assumed interference limited
with negligible thermal noise. The CDMA reverse link receiver model is shown in
Iigure 3.1. The complex envelope of the signal received at the base station is then

expressed by an A-dimensional vector:

21
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Figure 3.1 CDMA reverse link receiver model

.
/):\/;\10‘1({——11}211“-:, (‘; ——Z *A\/\A s;\ - /A-)IIAV(I‘-—TA-)C;;, (3.!)
=2

where the first and second terms respectively represent the desived signal and the
CCL Ap (B =1, N) are the powers of the received signals, ¢ are normalized
complex Gaussian channel vectors with ¢ [C;\-C!{_j} = I, Iis the A1 x A1 identity
mateix, the superseript denotes transpose and complex conjugate, si(f) are NRY,
wavelorms of the nsers’ data, ug(() are the spreading sequences, ¢ are binary random
variables indicating the users’ voice activities, and 7, are Uhe users’ delays, et
spll) = 22 (O (0 = 715, where 1(1) is the basic pulse shape, T is the synibol
mterval, and s € {=1,1} are the users’ binary data with /2 [si ()] = U, and
I s () 80 ()] = bwidsy, where 6 = 1 {or § = j, and 0;; = U otherwise. The signature
wivelorms are normalized to unit energy aver the symbol interval, For convenience,
7= 0. I a systenn with perlect power control, all Ap's are equal. The received
powers Ay are the result of path loss, shadowing and imperfeet power control, and
are modeled as independent identically distributed (i.i.d.) random variables with

log-normal distribution, but the values of Ay change slowly compared to Ravlcigh
g ) & Y I Yicly
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fading. If A¢'s have a log-normal distribution, then ap = 10log,, Ax are normal. The
standard deviation of ay is the PCE measured 1n dB. The voice activity ¢, 1s modeled
as a Bernoulli (p) random variable with Pr(e, = 1) = p, where p is the voice activity
factor.

Following spread spectrum demodulation and sampling at the symbol interval,

the received signal can be written:

. (‘-*’1)‘1‘3
y(i) = / (i), (1)

Ts
N _
= JAs{i)e, + }M c_k.\/j\l. (Sk (0t — 1) pr -+ sp (i)pi) i, (3.2)
where p = f}'/”’ wp(t = 7w (O)dl, and pf = ](1‘*;33 up(t — T {)dE arve the

correlations between user signatures. User signatures may be supplied by a long code
such as i 15-95A however it is assumed that the correlations above are independent
of the symbol interval index 1.

The antenna array outputs y(¢) arve combined using the method of maximal
ratio combining (MRC). The array weight vector w then acts as a channel matehed

filter, w = ¢;. The array output is expressed:

) = wliyl) = el'y(i)

wliere
puli) = JArsi(i)elle, (5.10)

andl

N s
B.() = 'S o (w0 = 1) 4 o () 0 ) (1.5)

== 3

are the desived signal and CCT respectively, at the areay outpnt. Over the duration
of a bit, 1t 1s assumed that the interference can be approximated by an cquivalent,

source using the [ollowing expression:

l\'u

¢i(0) = s(2)e) Y afmede e, (3.6)
h=2
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where s{1) combines the total interference bit eflects during the bit duration and n;

is a gain factor incorporating the effect of cross-correlation with the desired user’s
signal. This model is a worst case of sorts, in which it is not assumed independence

among the nterference sources. This model has the advantage of being tractable

analytically (see also [10]). The instantaneous output SIR is written as:

P,
v o= -, (3.7)
I

where Py and P are respectively the desired signal and interference powers. Utilizing

the expressions in (3.4) and (3.6), £ and P, are given by:

I

/)5 = /\1 Cicyy o, (32‘:)
]\l:e — 2
H .
/)J = ic, LU‘. VAL Rl (:3.9)
=2

I the next section, the systenm performance is based on this signal model.

3.2 Analysis of PCE and Fading Effects
In this section, relations are established (or performance measures such as outage
and bit ervor rate, as lunctions of PCE and other system parameters. 1'he ontage
probability is deflined as the probability that the output SIR falls below a prescribed
level. The analysis is carried out for two different definitions of the outage. The first
case studied is outage ol the mstanlancous SIR. This delinition befits the case of
data transimission, where even a briel outage may alfect performance. Allernatively,
outage may be defined with vespect (o the SIR averaged over Rayleigh fading. This
approach is suitable for voice transmission, as the human ear will detect only longer

duration outages.

3.2.1 Outage Probability of Instantaneous SIR
In the first case, the goal is to compute the instantaneous SIR outage averaged over

Rayleigh fading, PCL, and voice activity. Utilizing the signal model in Section 3.1

Y
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the instantaneous SIR is given by:

A c"c h
. | J . (3.10)

1 2
; z _) “/I];V/\;;CA,

The cumulative distribution function of 5 conditioned on the input SIR ;o was found

in 19, 10]

(v/10)

t:——w 311
Py | p) 0 ;/ﬂ (3.11)

where

A

S
YA.,) Cpl)e /\k

(3.12)

It is noted that the input SIR e is a lunction of the shadowing Ax and the
voice activity ez, and hence is a random variable. To fully characterize the outage
probability, it is desired to obtain the density Tunction of g Let T denote the

interference power, then {rom (3.12)

[\‘“

L
7 = 3_’ Rl A (3.13)

k=12
Since ¢ € {01}, T s the sum ol log-normal random variables. The number of
elements i the sum s 32, ]“ ex. A method o approximate the disteibution of a

win ol log-normal random variables based on comulant matching was introduced

in [27, 20]. The method assumes that 7 is log-normal; it then procecds to matceh

T2 computed from (3.13) with the corresponding cumulants of the log-

E Ej} nfh] /

normal distribution. Consistent with the assumption that 7 is log-normal, it can he

2 b

expressed as T = ", where b

vas a normal distribution, b ~ A [, o], where the

mean i, and the variance of are 1o be determined. 1L Tollows that
ET] =k ("l = (Mt (414
(7Y = B[] = etmoveel, (3.15)

Let the user powers Ap be expressed in terms ol the normal random variables ay ~

N mg, o2, A = e The random variable a is related to the quantity ay defined
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in the Section 3.1,

= a(In10} /10, (3.16)

{1

From (3.13), and taking the expectation over ¢, and ay,

f\.u 1\.15
ET) = ES aomwe™| = Y gl fee] B{e™]
k=3 Lk=2
Ky
= p ma+ol /2 Z e = e i(; | 7)
k=2

Similarly,

= {’Zl} = I if;\-ljw“’-‘.)

b=
iy Ko Wy
=S [ ]a23 3 o)
k=2 k=2 g=k+1
Mo - , b »
= pe e 1)5 + pzf“'”““f* L D kn, = s (3.1n)
=2 k=2 £k

By equaling (3.14) with (3.17) and (3.15) with (3.18), the unknown quantivies i,

) :
of can be expressed

I
o= 26— 5 (4.19)
(75 - ég - 2‘;% (lﬁ.'ﬁ{))

Now, from (3.12) and the log-nonmality of Ay and Z, it follows that o s also log-

norinal, Tndeed,

, A
g = lnp = In »:—,?]— =y - b, (3.21)

is normal, and hence o= ¢4 is log-normal. The density Tunction of yois determined

i

[rony the mean and variance of g

m, = g — i, (3.22)
ol = olto; (3.23)

Thus all the ingredients required to compute the density function of ji are available.



The outage probability is defined as the probability P, that the output SIR 7,
falls below a threshold ¢, P, = Pr(y < ¢). The outage probability conditioned on the

mput SIR s given by (3.11),
Polp) = Iy =¢)

S M

(¢/1) 2 o
'—_"’_’—\’]‘ . (‘)._.4)
(L+¢/n)
The outage probability averaged over Rayleigh fading, PCIE and voice activity is
given by

Po= [ PG (3.25)
Jo

or since jo= ¢e9,

Po= [ Pl gy = B[P0, (3.26)

where

L) = (3.27)

An exact closed-forin expression for the integral in (3.26) is not available, hiowever an

3

approximalion exists for I2, [P.(g)] when g is normal. 'I'he approximation is for au

“4
arbitrary Tunction F,(g) and is expressed in terms of the mean iy, and the standard

deviation o, [52]:

Poo= Py Py

IR

e

I s [ s SR
SOy ) 6[{' (ing + Vi f‘)},) + (;/ (m_,j SVE ﬁ”) . (4.28)

et

The previous relation provides for the closed-Torm computation of the average outage
probability derived [roni the instantaneous SIR as a function of Rayleigh fading, PO,

and voice aclivity.

3.2.2 Outage Probability of Average SIR
The outage probability provides an indicator of hiow often the communication lnk’s
quality is under a specified acceptable level.  The system capacity is

generally
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computed for a set outage. \When the mobiles transmit voice rather than data,
it 1s more suitable to consider longer duration outages. In this case it is better Lo
define the outage with respect to the SIR averaged over the Rayleigh lading. We
proceed 1o determine the average power of the signal and mterference.

-

Given the vector of channel coeflicients ¢y = [erc o]’y where o, (i =

I, -, Al) are independent complex Gaussian random variables with zero mean and

¥

Eleim|?] = 1, the average signal power at the array output s expressed:

NI ”
c, ¢y
Al -

= ME S enl?) | (13.29)

=1

5‘ = /i‘ ;r/\ 1

[t can be shiown that (see Appendix B for devails)

J =1 C]{ N U;\/!}}w\l; Cy . (3.41)

, IV S s ) e SR -
Fhe vector SO0 e /s A ey has a complex Gaussian distribution with zero mean and

covariance malrix Z I, where T was delined in (3.13), and 1 is the identity matrix, I

follows Lhat one can sel

I\- i TT— S
2_4 € \/1],;-)\;,- cp = VI Cp {3.472)
where e, = [ep, ey’ Is complex Gaussian with zero mean and Fe,elf] = 1.

The average inlerference power can thien be written as (see Appendix B for details )

= MI. (13.333)

The average SIR can be expressed as:

S J)/\* M A 1 .34
Y = — = 11y —— = 1V - . RIS Y
= + 7 (M + 1)y (3.34)
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The outage 1s now defined as the probability that 4, falls below a threshold (g
Poe = Prhp < (g). Ullizing (3.34), and the expression ¢ = luj, the outage

probability can be writte

Since g is normally distributed, {3.35) can be expressed

! i”"\fﬁ —my,

5 o \/5% %

where my and o, were previously defined in (3.22) and (3.23).

Bgs.(3.28) and (3.36) are expressions of the outage probability for two different
criteria. When the commumication link quality is sensitive to the instantancous SIR,
(3.28) should be used to evaluate the outage probability. Conversely, (3.36) is to be

used when the average SIR determines the performance.

3.2.3 Probability of Bit Error
Average probability of bit error (£.) 1s another important parameter to evaluate
the performance of a wireless communications systen. Computation of the bil error
requires one Lo determine the distribution of the interference at arvay outpat. Due
to dissimilar shadowing and lading efleets, interferers are not identically distributed,
henee the central Timit theorem cannotl be strictly invoked to clain the Gaussian
property.  Nevertheless, the Gaussian property is olten assuiied i such analyses
33, 36, 53, 54]. Tu this paper, the Ganssian assuinption is validated by a chisseare
test presented in Section 3.4
For BPSK and Gaussian interlerence, the bit ervor as conditional on the SR
is given by
> V(7 5 g oan
(e]v) = ;)—ellc <\/~,/2) . (3.37)
The density of v conditioned on the input SIR y¢ is found from (3.11):

o B M (')"//L)M—l
T ‘ /t) = /1(1 i 7//[’)‘““‘1.

(3.4%)
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The bit error averaged over v | p is given by:
~ o f
Plelu) = [ Plelnftlnd

:
= 5;\1/1/ erfe W ) 7 (3.39)

/f%v

Following [55], (3.39) can be expressed utilizing hypergeometric functions as:

" _ Al . ; o/ S N
/((l/l) = m[/[l(‘i‘}‘!)l"gk‘/’*‘[,i,3‘2, ‘é‘)

eyt AP AN B B B B .
- _)/l] <\1 “t —)> 3[3 (\j T 5,5‘ E,z)“ *j) -+ | (\[)} \

(3.10)
where 5 Fy(+) is generalized hiypergeometric function, and is defined [56]:
(> [ ¥
) L {ay ) {ap), ‘
jJi‘(J(f'I'[,"')u});)bla"‘w/iq; .1') == >—J 7 ~——'—’ (i“)
n=i (O )n e (bq)r: I

(a), = i——(ﬁﬁ;—z}, and I'(+) is standard gamma hinction delined by:

I2¢.(3.40) can be evaluated by using soltware packages such as Maple, Matheinatica,
ete. Alternatively, {3.39) can be evaluated nomerically.

The unconditional probability of bit ervor is found by averaging (¢ | g0} over
I

Py o 3N ‘ S
/,,;——‘/“ PGy (o, (4.12)

Replacing g by €9, one gels

o= [ Bladtoidg = Ey 1P g) [1.438)

where Po(g) is similar to (3.40), with peoreplaced by ef. Using an approach siinilan to
the one ased i the caleulation of ocutage probability, the final expression ol averape

probability of bit error can be written as:
Fe = £, [Fe(yg)]

2 ] _ : "
o EPC(W‘”) + g/)( (n‘z,_g + \ﬁa‘,}> P. (77’1‘,] — \/an) . (3.44)

}]
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3.3 Extensions of Previous Results
Some of the results developed up to now can be extended to more general cases.
These include: other cell interference, correlation of shadowing among different users,

channels with time dispersion, pilot tone effect, and system performance in terms of

Erlang.

3.3.1 Other-Cell Interference

Since the reuse facior in CDMA systems is one, the users in neighboring cells also

provide CCL I the same loading is assumed in all cells, the effect of CCLintroduced

by users of all other cells is equivalent to the eflect of CCL from I, users of the
- o e . . GA .

home cell [18]. With soft handoll, ¢ lies between 0.5 and 0.6, Let A7 = K (1 + ),

then all the resulis developed so Tar apply with A, veplaced by AL

3.3.2 Correlation of Shadowing Among Users

We assumed independent shadowing for diflerent users in previous analyses, however
the shadowings may be correlated in some practical situations even with individual
power control when the veceived signals are shadowed by the same obstacles near the
base station. In this case, ayp are not iid RVs. The correlation coelficient between ay

and «; s defined by:
I (aw = ) a, — )]

2
€2
(¥

: (3.15)

Py =

where ay and «, are sUll assamed identically distributed with same mean and

variance.  For stinplicity, we assime v, = ¢ lor & # j oand kj o= 1, K’

i’

o (3 07) s still valid, but (3.18) should be maodified as:

W b
. b‘lrii,;-i-ini .4 3 dmg o fbr) YT R Dy g
Jit e pte 8 , L Highl, = ¢7°, (5.106)
=2 k=2 j#&
and (3.23) becomes:
2 2 2y I
U_(] = O““ '*' Ui) - 2[(Ef)guo—bv (31 { )
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where 14 1s the correlation coeflicient between a, and b. The above results can be
asily extended to the general case when ry, are not equal, and ay have different
&2

mean values and variances (see [28, 29] for more details about the expression of ¢

and calculation of r). All other results sull hold,

3.3.3 Time Diversity

The reverse link channel is assumed frequency-selective with L resolvable pathis. A
RARNE receiver is used to track and combine the paths. The received signal of the {th
path after spread spectrum demodulation can be expressed by the Al-dimensional

vector:

i N
yl(j) - \/:\;51(‘;)‘311'{'2\'[\3” <5t({~ ])[)1_["“ + ‘SI(IV)VA:‘M)‘CIU

F=1
1l
N
- . . + . o SRRES
Lu E‘ Ly /\’“ ( (l - ”/)/\'lu Sk <!) Pk[n) Clus =1y f’,, (““”
=3 n=|
wherve b= 1,..., A s the user index, no= 1, ..., L is the path index, Ay, are the

received signal powers, ¢y, are the channel vectors, m5 and 74, are the delays, and

i1 yé FThn .
/}i\‘"[n = / “ic([ - Ti;n)”!(/ - TH)(//"
Ji

5

(‘"l'i)ls »
/)Ln = / Wil = 1w (= 7yp)dt

s iy
Assuine that all paths associated with a user have the same shadowing ellect, that
s A = A, bul arve allected by independent Rayleigh Tading. 1ois also assiwmed that
the eross-correlations are independent of the path 1 e, pr, = pp, and ply = pl
Signal vectors associated with the different paths, vi(0) (=1, -, L), are stacked ta
[arm an M L-cdimensional vector, y (), and grouped according 1o components velated
to the desired signal, interference and noisce, yielding the expression (sce [14] for

details):

y(1) = \//\-lsl(i)m + (1), (3.49)
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where y(1) = [y?(;)‘»A-,y;{_(z)} ,and ¢ = {anp"'\ﬁﬂ . The first term i the

relation above represents the desived signal. i{z) 1s the interference, and the super-
script “1™ denotes transpose.

When MRC is used in both space domain (antenna array) and time domain
(RAKI receiver), the output is the same as the output obtained by applying MRC
o the stacked vector in (4.14). The MRC weight vector is given by w = ¢;. Simnilar
o the approach taken earlier, it is assumed that the interference can be expressed

as an equivalent source:

1

i(1) = S >‘ \/UW\AH Chns (3.50)

)n._

where s(i) 1s the CCl source bit, iy, 15 a gain lactor representing the cross-correlation
between codes.  The double sum over the M L-dimensional Gaussian distributed

vectors e, 18 equivalent to another Gaussian vector,

KN, L e
L Z (A\ ])An’\ixil Crn =~ \/fcps
L= n=1
where
Ko
e T ) It
7 = }M >d(kﬂknxhx (&J”)
h=d =l
1‘*\‘41
=Y A, (3.52)
h=12

where v, = }:f;:i Dioe- This Torm s sinnilar to (3.13), thereflore, (3.17) and {3.18) can

e modilied as:

1\:5
NV = DR I R T
k=3
W,
S TN
= peleTE N Ty = et (4.53)
k=2
. 2
K,
. 2 }
1o {I/ ] = [ C;;I/;;('i(”‘
k=2
N,

= 7)@2""‘“””“ Z i A4 ptetieelal () Z }_J vy = &, (3.51)

k= k=2 j#k
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where the other-cell interference and the correlations of shadowings have been taken
into account. £qgs.{3.19) and (3.20) are still valid while defining 6 = InT".

Since the space-timie processing provides AfL-branch diversity, the CDI and

™

PDIE of the output SIR () conditioned on the input SIR, can be writien as

5 (7 ,’1)“1‘
P ) = T
(3 1) ESYILD
and
: oMLy )M
USEVCh ' : ATLE1°
J( L4~y )M

where g = S/T'. All other results in Section 3.2 hold by using ML instead ol A1,

(3.50)

Therefore, the effects of multipath and RARKI receiver vesult arve the gain of degree

of diversity and the increase of total interference power.

3.3.4 Pilot-Aided Coherent Detection
Pilot-aided coherent detection and perfect chaunel estimation i reverse fink arve
assumed.  The power-split ratio for the pilot is r,, then the fraction of the total
transiibted power used for information traflic s 1/(1 42,0, With this model, the
mstantancous output SIR is given by 4" = ko, where w = 1/(14r,), and 5 was given
i (3.10). Therelore the CDEF and PDIE ol 47 can be modified from (3.55) and (3.56):
(/)" e
(4 fr T o

‘:/1[/,(’\;1/1{/1)!”f'—]
wpl *‘,’/A‘/t)“”‘*" '

Other results, Pu(g) and £y}, can be modilied accordingly. Fspecially, for average

Py 0=

TG )=

SR sutage, the average signal power al Lhe array oulput is given by
= K5
and the average STR is written as

o= (M 1)
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Finally (3.36) can be modified as

, o [l ‘\f1+1 — My .
Pop =1 - serle ( ) (3.59)
) Vo

3.3.5 Performance in Terms of Erlang Capacity

For a communication systen, another capacity measurement is in terms ol Frlangs
per cell. In slotted communication systems {Irequency-division and time-division
multiple access), blocking probability is used in the Erlang capacity analysis. Tor
nonslotted CDMA system, Iorlang capacity is determined by the outage probability.
In this case, the number of active users in the system is a random vaviable, which
lollows Poisson distribution [18]:

, 3
PUG = k) =S e he=0,1,2, (3.60)

3
where the parameter /s related to the call arvival rate and call service rate. The
parameter 3 is amended o 401 -+ ¢) Tor N30 we take into account the other cell
interference. For a Poisson RV, the mican value and variance of A’ are given by

FIN ] = Var[N] = 3(1 + q).

Utilizing this model, the first and second moment of 77 10 (3.53) and (3.5 should
e averaged over e, ay and /\':,. For brevity, we asstme v = . Then (3.53) and

(3.54) can be modilied as:

IS |
f"]{I’] = ‘I",i"»'."slly"f,:.,rii, >_:('k1’l;f'”"' f

h=1

)

o {/7( I+ q) - ]I il (‘/’Hl”-‘«(r“/

3

= oY, (3.61)
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By using (3.61) and (3.62) mnstead of (3.53) and (3.54), the outage probability of
botli instantancous SIR and average SIR can be expressed i terms of Frlangs per

cell (3).

3.4 Numerical Results
Numerical results in this section are generated from computer simulations ol a cellular
CDMA system employing BPSK modulation and BPSK spreading, with a voice

activity Tactor of p = 3/8 and a spreading ratio of 156, The spreading ratio corre-

spoonds to a bandwidth of 1.25 Mz and an information bandwidih of 8 kilz. 'T'he
channel was assumed flat and subject 1o Rayleigh fading,.

First, the goodness of the Gaussian approximation was evaluated with (he
number of multiple paths £ = 1. The mumber of antenna elements assumied was
M =4, the number ol users Ky = 30, and PCE = 1.5 dB. To that end, the histogranm
af the interference was generated and compared to the a theoretical Gaussian curve,
This is shown in Figive 3.2 Additionally, a clii-square test was applicd (see [18] for
details) Lo determine the goodness ol it ol a Gaussian distribution to the computer
generated data of nterference. The sample space was partitioned into 21 disjotil
ntervals, and the chi-square statistic D® had a pdl that was approximately a chi-
square pdf with 20 degrees of [reedom. Standard chi-square test tables show thal for
20 degrees of freedom, the threshold for a 1% significance level is 37.57. Calculated

from the simulation and averaged over 200 Monte Carlo runs, the chi-square statistic
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D Sy . . . . ~ 1 "% T

D is 22,14, which does not exceed the threshold. From both the Gaussian cerve
fitting and the chi-sqaure test, it can be concluded that the Gaussian approximation
1s valid for the interference.

7Y

I'he outage probability with respect to the instantaneous SIR is plotted

N N

Figure 3.3 as a function of the capacity (number of users/cell) with the PCE as a
parameter. The outage threshold is set at ¢ = 7 dB. Analytical curves are calculated
from (3.28). Simulation curves are averages compiled from one million samples. For
an outage probability of 1077, the system capacity is approximately 38, 32, 22, and
10 users/cell for PCE =0, 1.5, 2.5 and 4.0 dB, respectively. Tna CDMA system with
PCE 1.5 to 2.5 dB3, the system capacity degrades by 16% to 42% as compared 1o
the case ol perfect power control. Figure 3.3 shows a good match between analytical
results and simulations.

To see the eflect of PCIE on the system capacity clearly, Figure 3.0 shows the
capacity versus PCIS, for an outage of 17, The parameters used in this ligure is
the same as in Figure 3.3. This result demonstrates that the relation between the
system capacity and PCE s nonlinear.  In the range of PCE = 1 10 4 dB, the
capacity decreases almost linearly at the rate of about 3 usersfeell/dB. When the
PCIE increases to 6 di3, the system capacity is below 5 users/cell,

The elfect of space diversity (analytical results only) is shown tn Plgure 3.5,
for PCE = 1.5 dB, M =1 1o 8, and all other parameters are siniilar to those tsed
i Figure 330 With 72, = 1074, 8-branch space diversity provides a capacity of
87 users/cell, while the capacity for two-hranch space diversity is only U users/eell,
Without space diversity (M = 1), the system capacity s below § users/cell. Utilizing
the results in Figire 3.5, and setting 14, = 1077, Figure 3.0 shows that the capacity

increases almost linearly with the degrees ol space diversity; the capacity increase

for each additional degree of space diversity is approximately 13 users/cell.
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Now, we examine the outage probability of average SIR. The outage threshold

is set at (g = 7 dB. The analytical curves in igure 3.7 are computed from (3.36),
and the simulation curves are based on ten million samples. For an outage of 107°
the system capacity is approximately 357, 170, 90 and 30 users/cell for PCE =
0, 1.5, 2.5 and 4.0 dB, respectively. Consequently, for PCE = 1.5 to 2.5 dB, the
system capacity degrades by 52% to 75% as compared to the case of perfect power
control. Comparing Figures 3.3 and 3.7, we conclude that {or same threshold, the
system capacity is much larger for an outage computed from the average SIR than
for the computation based on the nstantaneous SIR. However, the average SIR
outage degrades faster due to PCE. The ellect of space diversity on the outage
srobability for average SIR is shown i Figure 3.8 for parameters similar to those
used in Figure 3.5, Por £, = 1077, the system capacity is about 31 to 276 users/cell
for M = 1 1o 8, i.e., the average capacity increase for each additional degree of space
diversity is about 34 users/cell. To see clearly the eflects of PO and antenna arrays,

Figure 3.9 gives the analytical results ol capacity change with the PCE and number

of antenna elements for Py < 7d3) = 0.01. The ligure shows that [or capacity
GO users/cell, single-element receiver at base station requives less 1.7 d3 PO, while

eight-clement recetver can reliel this requirement to 3.8 dI3. For certain system PCE,
the capacity can be lound for dillerent nuwmber of antenna elements. For example,
when PO = 2.5 dI3, the system capacity is 35 users/cell 1o 165 users/eell Tor A =1
Lo 8, respectively. This ligure can be casily used to estimate the system capacily
when the system conliguration and power control capability are known.

For vhe probability ol it ervor, Pigure 300 displays bath the simulation and
analytical results for the probability of Lit crror as a linction of thie nuimber of users
per cell. The simulation results are obtained using 200,000 samples per data point
The system capacity is the same as in Figure 3.3. I the desived performance is

P, = 107*, the capacity is respectively 51,42, 30 and 15 users/cell for PCE =0, 1.5

5
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2.5 and 4.0 dB. In a CDMA systemm with PCIE 1.5 to 2.5 dB, the system capacity
degrades by 18% 10 41% as compared (o the case of perfect power contral. Figure 3.11

=3 {he capacity

i

gives the analytical curves for PCE = 1.5dB. M = 1w d. For £ = 10
is about 11 to 110 users/cell, respectively.

Next, we examine the extended results in Section 3.4, Tt 1s assumed that M = 4,
L= 4 and r = 0, all other parameters are the same as in Figare 3.7, Figure 3,12
shows the outage probability for average SIR. For £2, = 1077, Figure 3.12 shows that
the system capacity A7 is 300, 145, 76 and 25 users for PO = 0, 1.5, 2.5 and 1.0 d13,
respectively, Figure 3.13 also gives the curves for PCE = 1.5 dB, and Al = 1 1o ¥,

The eflect of correlation between the shadowings is also exannned., Figure 3.0

shows the curves for POE = 1.5 dB, A = 1, L = 4 and dillerent values of correlation
coelficient (). For v = 0.2 1o 1, the system capacity degrades by 690 1o 23% as

compared to the uncorrelated shadowing case (i = 0).
[n the interest of Frlang capacity, Figure 3015 depiews the analytical curves of

ottage probability for average SIR versns 301 4+ ¢), where AL = [0 L= 1, ¢+ = 0,
po= 38, and PO = 0, 1.5, 2.5, and 4.0 dB, respectively. Pilot tone effect s nol
included. This ligure is similar to Pigure 3.7, and gives an alternative ta show the

performance when considering ihe Erlang capacity.

3.5 Summary
i this chapter, we have studied the reverse Tink performance of celludar CHDRA
systems, which inchided the effects of space-time processing, Rayleigh fading, power
control error and voice activity lactor. The performance was analyzed s terins of
aiitage probahility far instantancous ontpul SIR and average output SHE as well
as average probability of bit error. The analytical results gave the simple, but
accurate approximations to the system performance, and all the parameters needed

i calculation could be measured from the data. The results were also extended
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to more general cases, which include other cell terference, correlation between

the shadowing, pilot tone effect and performance in terms of Erlang capacity. The

analysis showed that space-time processing, which was provided by cell site antenna
arvays along with RAKNE receivers, improved the system performance and capacity,
and compensated the performance loss due to power control ervor in cellular CDMA
systems. Computer simulations showed a good match to the analytical expressions

developed in the context.
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CHAPTER 4

APPLICATION OF ADAPTIVE ANTENNA ARRAY IN CDMA
FORWARD LINK RECEIVER

This chapter explores the application of an antenna array i the forward link
receiver of a CDMA communications system. While the accurate synchronization
and orthogonality of Walsh codes in forward link can minimize intra-cell interference,
asynchronous signals from neighboring base stations cause inter-cell interference. In
fact, the intra-cell interference cannot be eliminated since multipath fading creats

self interference. Figure 4.1 shows the cellular structure for wireless CDMA commu-
nications. At the cell boundary point p, the mobile station (communicating with
base station Oy) may conlront strong interference from base stations By and 3y while
the desired signal from home base station /3y is weaker, causing the communication
performance to degrade.

An adaptive antenna array, whichis referred 1o as a smart antenna, is proposed
al the mobile station for interference suppression; the performance improvement due
ta such an antenna array is analyzed and demonstrated by mumerical simnlations.
Since the proposed wireless CDAA systems, like J-STD-003 (PCS) and J-5TD-0
(Wideband CDMAY are all based on 15-95A, in the context, 1S-95A CDRA will be

nsed as an exanmple to illustrate the timplementation of the proposed simart antenia

4.1 CDMA Torward Link Spreading Logic
To design the adaptive antenna array used at the mobile station, Grst, it s uselul 1o

Lhie base station. T IS-UBA

describe Lhe lorward link signal structore transiitlod

CDMA, all base staltions radiate a universal code which is scarched by the mobile
3 .

stations. All base stations are synchronized Lo a universal system time by global

positioning system (GPS), then phases of the universal codes can be coordinated.
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Figure 4.1 Cellular structure for wireless CDMA communications.

[ particular, base stations are assigned different phases in order to make them
distinguishable by the maobile stations

The minimum separation of code phases is related to the largest cells present
in a system. The separation must be larger than the propagation delay that can be
incurred by a usable base station. The air interface standards call out a separvation
increment of 64 chips (about 15.6 ki of one-way propagation delay) hetween hase
stations.

The vniversal code, which is also referred o as short code, lias a period of 219,
which is 27.667 mis al the 1.2288 Mis spreading rate. The short code is composed of
two different sequences, one lor the T-channel and anotlier Tor the Q-channel. They
have dilferent generators and low cross-correlation. The short code is generated fran
a period 27 — | linear Teedback shift vegister (LIFSHY) sequence, and an extin zero
bil is added Lo hring the Tength to an even power of Lwc

The maximum-length shift-register (MLSR) sequences produced by LIPSRs are
widely used to generale pscudo-noise (PN) sequence for direct sequence spectrum

spreading. An m-bit MLSR produces a sequence of period 2™ — 10 1 the sequence is
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mapped to a binary valued waveform by mapping a binary zero to —~1 and binary |
to +1. then the auto-correlation is unity for zero delay, and —1/(2™ — 1) at all other
delays [17, 13].

The short code LFSR tap polynomials are [20, p.527], for the [-sequence
PrUXy= X"+ NP 4 N9 4 V% 0 N7 X g (4.1)

and for the Q-sequence

Po(X)= X" 4 X WM NI N0 VS Vg N (1.2)

The exira zero bit is inserted i cach sequence immediately alter the occurence of 14
consecutive zeros {rom the generator register. I'his occurs once per period.

Because each base station must serve many users at the same time, there must
be some way of creating independent communication channels. Morcover, hecause
these channels all come from the same base station, they can share precise timing,
and must somehow share the common PN short code spreading. Rach forward link
traflic chanuoel is spread with a Walsh function, which consists of G4 binary sequences.
These sequences have the property that the ~dot product”™ of any two of theny is zero.

The Walsh function of order 4, for example, is:

+ o+ o+ 4+
.. — _i~ —
W= | ‘ (1.1)
_f- ..E- — .
- i‘ ...... — _{_

From the ath order Walsh function W, one can generate the 2uth order Walsh

lnction Wy, according to the relation [17]:

W, W,
W‘)n -

WH WH

where W denotes the complement ol W,
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Figure 4.2 CDMA forward link spreading logic.

Walsh function of order 64 is used in the forward CDMA channel o create 64
orthogonal channels. There is exactly one period of the Walsh sequence per code
symbol. These channels ave veadily generated by the binary logie shown in Figure 1.2,
The “tmpulse modulators” generate a discrete 1 outputs 1 response 1o binary (0,1)
mputs. Sumiming the code symbols, the Walsh cover, and the two PN short code
seqiicnces, and changing to the bipolar 41 representation, result i a quadrature
(1,Q) sequence ol elements. These elements drive a modulator that generates he
appropriately bandhmited analog output.

One ol the Walsh sequences, nimbered zevo, has all 61 chips the same. By thie
logic of Figure 4.2, this is just the “bare”™ PN short code spreading. [ is the universal

pilof sequence that all maobile stalions use as their search targel,

4.2  System Maodel
Based on the forward link signal structure, a small antenna array with two elements
is considered at a mobile station of a cellular CDMA system. Assume that there are

one home base station (y = 0), and J neighboring base stations, where the jth (j =



[+34
b

0.1,--+,J) base station serves A; + 1 active users. The signal from each base station
1s composed of A + 1 users’ information waveforms and one pilot wavelorm. The
signals from different base stations are assumed to independently undergo Rayleigh
fading, while the Ny + 2 waveforms that arrive from the same base station al a
given mobile station propagate over the same path. In this section, a single path is
ssumed, and the multipath case will be discussed in Section 4.5, With the above

model, the complex envelope of the veceived signal at two antenna clements of the

mobile station is given by a 2 x 1 veclor:
1
1‘([,) = >.._.4 / Ju ({J‘;;(l‘ — TJ) . Iiﬂ-(f - T]) -+ f?J;, : 21_1(/ - T]) -+ V(/),

:() k=0
where ¢;(1] are 2 x 1 vectors representing complex Gaussian channels, d, (1) arve
transmitted information symbols, P, and P, are the unladed received powers of
the users” and the pilot signals respectively, (1) are the PN short codes, and v({)
s a 2 X | vector representing AWGN. Since symbol timing of all hase stations are
synchronized with a GPS signal, as reference to this time, 7, is the propagation delay
lrom the jth base station, w (1) = W (1) w, (1) with W (1) the Walsh sequence of
user b and base station j. Also w; (1) = u(l — '), where u(f) s the short code with
zero shilt and 77 the shift of the short code of the corresponding base station. I'he

following assumptions are adopted in the analysis

¢ intra-cell interlerenceis eliminated due to the orthogonality among u,; for users

in saine cell.
¢ cominunication performance is examined for user O in cell 0, for which the
channel veclor can be writien as: o= 100, Coand -
. 1 vy | v g - /
e without loss of generality, set 7y = 7/ = 0.

A generalized sidelobe canceller (GSC) with a small antenna array (two

elements) can be applied for spread spectrum communications, and its operation
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can be explained by referring 1o Figure 4.3. The complex parameter sy 1s the beam
steering weight which, when properly set, generates an amplitude equal and phase
coherent signals at two inputs of the hybrid. The hybrid which generates the sum
(yo) and the difference (z) signals eliminates the desired signal at point =, The
weight s, is used for estimating the interference, which is substracted from y, so
that higher SINR can be obtained at the array output y and the despread output
d,. The weight s can be updated by several mnethods, such as least mean squarve
(LMS), recursive least square (RLS), or direct matrix mnversion (DMI). When the
channel vector estimate is erroncous, s, will not result i null difference between the
desired signals received at two antennas, the residual desived signal contributions at
z will be interpreted by the array as interference, and hence cancelled. This results

in performance degradation of the canceller [11, 42].

4.8 Adaptive Correction
in Figure 4.4, an adaptive loop is proposed for sell-corvecting the beam steering
weight s, Using the home base station PN short code u(f), the processor at the
mobile station despreads the arvay output of th symbol interval (i, 0) (1 = 115 ~
(i -+ 1)1, averages over time Ty, then respreads with the same on-time code o get
a relerence signal g(e, 1), where Ty denotes symbol mterval. The contvol signal 4 (7)
is generated by accmmulating the output ol maltiplying of g(o, 1) and =i, () over one
svinhol fnterval, while Aqo(7) is generated by accumulating the ontput of multiplying
ol gl7, 1) and (7, 8) over the same symbal interval. Both signals Lo (0) and () are
Hsod Lo correct the beam steering weight s The algorithin for adaptive carrection

ol =y s formulated as lollows:
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Figure 4.3 Interference canceller for spread spectrum communications.
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Algorithm:

Initialization: 5,{0} can be chosen according to prior desived signal channel

estimation, or simply set 5,(0) = 1.
2. lor symbol interval i = 0, ]

v by T

rl, ) = s(2)ra(1, ), where i denotes nih chip in th symbol.

4o yele,n) = ro(a,n) + o, n).

T

yaltsn) = z(i,m) 5:(1),

where the weight s,(7) can be computed, [or exatple, by DM Sinee sy(7) is a

scalar, the correlation matrix and cross-correlation vector for the DM become

scalars, By DMI, s,(i) = (B [ (D), where 1,(0) = X‘,;-’—Z:\;p ()

), fop () = T\LZ\, (o n)yi(e ), and the superscript “#7 denotes
N, :

complex conjugate, and N, is the number of code chips per symbol.

6. The avray output: g(i,n) = y(i, )=y le, ).

- . - ﬁ!\‘:q . .
Despreading: g,(1) = N 2oty a4, n).

8. Respreading: g(i, n) = Gl g (0, 1),
9. hy(e) = T\%TZ:\_'_i ) gt .

o N, o
1O i) = j,\i,.;}_d“:-[ (e, )y gttt n).

P The estimated weight s, can be calenlat ol Vootigh the vecnrsion:

S0 = (i) 4 oy () e li e
si(e) = s(4) A ROERG sili), (1.6)

which is used to process the signal of the ith symbol interval.
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12, The 3,(7) is used as the initial weight for next time interval:

si(e+ 1) = 5{(1). (4.7)
The value of A (7) depends on the beam steering weight ervor and the signal

power [rom the home base station. Therefore, ho(s) 15 used 1o estimate the signal
power from home base station, such that the self-correcting loop can exiract the
information only related to the beam steering weight error in step 11, Note that
only if the weight sy is properly set, and (7, n) contains no signal fromn the home
base station, the reference signal g(o, n) s uncorvelated with z(0,n), b (7)) will he zero
and the beam steering weight s; keeps unchange, which is the desired resuli. 1 can
be shown that this algorithm gives an estimate of the channel vector error hetween
two antenna elements, and the weight s; = ¢y /cg when pure reference signal

available at ¢. Since y is with higher SINR than the arvay input, the natched filt

w (malched to the channel attenuation and phase delay) operated fromn y s maore

accurate than the one estimated from single antenna input iy

W = \/f ) }ﬂ (o ugp(en),

where [/ denotes the energy per chip The array output g ois despread by pilot and

kLl user™s Walsh sequence W (E) to generate the output b4).

4.4 Evror Analysis
[oven with correction, the weight s; is not expected to be exactly the ideal solution,
Fhis section aliempts to analyze the weight (s1) error after correction compared (o
thie jdeal weight. Consider a simple case where only signals Trom the home bane
station and one interfering base station are present al the mobile station receiver.

Then the signal vector at the array input of the mobile station is given by

r() = [r(6), ()], (4.8)
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Ihe signal at two elements, »,,(¢) (in = 1.2) can be written as

Na
\ / [ e :
?"m(f) = (."’_)m(i)‘\/ POu de)u)HGOU‘) IU’)T (umki \/[L}u }_‘Iddk(x)n UA‘(E‘)“(’;)

]\1

+Fﬂm( ) //Up“(f)T (lm \/}lz> - T;)HH\“ - T Tl’)

w(t — 1 — Tf) + ('Em(l)\ Prpu(t =1 = Tll) (1.9)

where the notations are the same as in (4.5), again 75 = 75 = U, and the noise term
neglected. The lirst and second terius in (1.9) are the users” signals [rom the home
base station; the third term is the home base station pilot; the fouwrth term s the
users’ signals from the interfering base station; and the fifth ternis the interfering
base station pilot. The signal y(4) will contain the same terms modilied by the
weights sy and g2, Therefore, il despreading of y(1) is performed by correlating with
thie home base station pilot sequence u({), which is the home hase station short code,
then the first and second terms in (1.9) will be eliminated due o the zero average
of the Walsh sequences Wo(8) (A = . W) Tor hrevity, the contribution of the
fourth term is neglected in the analysis, but will be discussed at the end ol this
section. ollowing this argument, in the sequel only the contribution corresponding
to the third and the fifth terms in (0.9) will be considered, where the third term
is our desired signal and the Gfth term provides the interlercnce. Assume that all
channels keep constant during at least one symbol interval ’ li the interest of

hrevity, the symibol index notation is ignored.
i step 2 of the algorithi, one of the hybrid inputs, @ is ohtained by weighting

thie tnpnt signal at he secoid elemen

aln) = sy -rlu)
= /Py s1copu(n) + /Py sicpu(n — 7 — ) (4.10)

where the time index has also been omitted in ¢, which are constant during the

processing interval. The dillerence and sum signals at the output ol the hybrid are
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given respectively by
Hny = ri(n) —axn)
= v[]g(cm — s1co) u(n) + \/E(('H —spepyuln =7 =), (4.11)
yslt) = ri(n) +a(n)
= \/Fo‘p(c“m + S1coe) u(n) + \/'lji;(('u + Sieplulin =1y - r{) (4.12)
The signal y,(n) provides an estimate of interference at yy(n), is given by
yaln) = s z(n)
= \/73“; (cor — syegs ) u(n) + \/‘F]:((‘H ~ syep)suln =1 = 71), (L)

where s 1s the DM solution of the weight (see step 5 in the algorithin). Combining

(4.12) and (4.13), one has the expression of the array output as lollows
yn) = yln) — ya (1)
= ogu(n) 4 apuln =71 =11, (1. 11
where the quantities ag and ap are given by:
Oy = \//-;«;(('m +sicay = wep 8y sacan)

0y = \ﬁ)m(('u S wep s sacy).

It is noticeable that |ag

and Jay| are the amplitudes of the desived signal and inter-
ference al point y, rvespectively. After despreading, the ontput gy can be wyitlen
as

Yo = g Gy, (115
where it is assuimed that ;L >N, Wy =1, and pois the correlation coellicient
between home base staticn short code and interfeving base station short code, witl

?\l,; 2N, u(nju(n — 7 —7() = p. The relerence signal is given by

g(n) = gou(n)

= agu{n) 4 apu(n). (4.16)
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The control signals 4, and hs calculated in steps 9 and 10 of (he algorithm are

given by

1 .
hy = T\y«Z;‘,(H}g“(N)
Np

N,
— A= g RN o 2
= QD [Up(‘ﬁl - bl{vgg)‘? (}1\/111)((” “—‘31(§£2}/))
N RN . N PR -
+01\ ]0;)((01 - hz(og)ﬂ + 00\ flp((u =S e ('H 7)

l T
hy = — > z(n)g*(n)
‘,."\\vp A

:’\7;,

= ((‘m oy gy Py ) (ag+aip), (1.1%)

By using (4.17) and (4.18), the estimation of ideal weight s, in step 11 of the

algorithim can be written as
S = RE| "i‘ ST S

= 5

fiy — 1 [’

A, (1.19)
1 ((\')‘2 /“V(“U +aip)+ H)ﬁﬂl s/’} + f"'nmn]‘/i

where the terms with p* are dropped since p < in practice. As stated previosly,

&{

the ideal weight sy should be set such that there s no signal power from home base
station atl point z, which means that the first termoin (L) equals to zero, therelore,
the ideal solution of sy in el symbol interval ist 5,(0) = ey fews. Henee, the errar of

the estimated ideal weight 5 (¢) compared to the ideal weight is given by

- - 01
R ——_
2
“"'Hf'nz Oyl )ﬂ(:: - (’Hf‘m(iH \//'1,) fi
~ - T e (.20
(“U'E“U\// Up

gives Lhe error

where the terms with p at the denominator are ignored. 15q.(4.20) ¢

expression when considering the eflect of third and [ifth termsin (4.9). I we also take

into account the fourth term of (41.9), then the numerator in (1.20) should include
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the items with /P, pp (b =0,---, ), where pp are the cross coellicients between
home base station pilot sequence w(i) and interfering signal spreading sequences
Wil = 1 = r)u(t — 7 — 7). Eq.(4.20) shows that higher home base station
pilot power (Fy,), lower interfering signal power (£, and Pp,) and smaller cross-
correlations (p and pg) between the spreading codes result 1 less estimation error of

beam steering weight. Especially, when p and pp — 0 (in case of orthogonal codes

for example), the estimation error £ — 0.

4.5 Multipath Solution
In the previous section, only a single path of cach signal is assamed in the system. T
terrestrial communication, the transmitted signal is reflected by a variety of smooth
and rough terrains, so that it s replicated at the receiver with several time delays.
Fach individual path also arrives at its own amplitude and carvier phase. I this

case, the received signal at the mobile station can be written as;

A I N
r(l) = Z} V4 P dild = gl = ) \/1%,,,; cuy(E - T) v,
,__l} =i b=

(1.21)
wliere ¢;(f) vepresents the complex channel vector of the luh path and the jth base
station, L s the number of vesolvable paths and all other parameters are the same

as i (4.5). Simular to the reverse Tink receiver, the RARNE receiver s used as the

optimum demodulator structure for L multiple propagation paths. The combined
narl antenna and RANIE veceiver structure is shown in Pigure 4.5, the scheme in
Figure 4.4 is used lor cach of L parallel demodilators (AN fingers). The oplinium
demodulator forms the sunnnation of weighted, phasc-adjusted, and defay-adjusted
L components, and makes linal detection of the £th user’s signal.
CDMA provides solt handofl. As the mobile station moves to the edge of its

wome cell, the adjacent base station assigns a modem to the call, while the current
home cell, the adjacent base station 1 lem Lo th I, while tl {

base station continues to handle the call. The call is handled by both base stations



on a make-before-break basis. The mobile station will receive the transmission from
the two base stations as additional multipaths in the RARNE receiver and will process
them as one signal. In the proposed smart antenna receiver, RANE fingers search
the strongest L paths from both base stations. In each finger only one path is
demodulated as the desired signal, all others are treated as interference, which is
similar to regular multipath combining. Therefore, the proposed reeeiver structure

can also work well during the soft handoll.

4.6 Numerical Results
Computer simulations are used to show the operation of the proposed smart antenna,
and to examine the receiver performance improvement due to the smart antenna. The

following assumptions are made in the simulations:

I. Three vesolvable paths for each signal arve present, the velative delay hetween

paths [rom the same base station is lour chip tervals, Tn each of the RAKLE

fingers, there are one desived signal path and two interfering paths {sell-
interference) from home base station, as well as three interfering paths from

cach ol six neighboring base stations.

20 The signals at two antenna elements have complex Gaussian channels with

cross-correlation a.

3. Slow Tading s assuies, and the channels are constant during one symbal

miterval 1Y,

{. The distances between Lhe mobile station and neighhoring hase stations 1) are
modeled as uniformly distributed [rom 17y to 3Ky, where £y is the radius of

the cell.
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5. The distance between the mobile station and the home base station 1s (2/3) Ry,

and the received signal power at the mobile station is proportional to 1/D%.
6. The short code i1s generated from the LI'SR with tap polynomials in (1.1).

7. 20 percent of total transmitted power from ecach base station 1s used for pilot
channel, the users’ information channels equally share the other 30 percent of

the transmitted power.

8. Assume no prior knowledge of the chanuel information, and the initial weight

s1(0) = 1.

1o see clearly the performance mprovement due to the proposed simart antenna

receiver, we examine three different receiver models:
. One antenna lollowed by RAKE demaodulator.

Two antennas with maximal ratio combining (MRC) followed by RANIE

demodulator.

3. Proposed smart antenna lollowed by RARNI demodulator,

i

1V igure 4.6, we assunmed 20 active users per eell, the curves are obtained [rom
200 Monte Carlo vuus. The signal channels al two antenna eleiments are assuined
vncorrelated (o = 0). For receivers | and 2, the curves depict the average oul put
SINR oversymbols T to 200 Por the veceiver with smart antenna, the curve depiets the
outpit SINR at 6(&) of Figare 4.5 s averaged over symbols 1o 5, while taking the
mitial beam steering weight sy = 1. Starvting lrom symbol 6, the st antenna uses
the proposed algorithm to control the weight sy, and the output SINR is averaged
over symbols 6 to 20. This curve shows that after the weight (s) correction starts,
the receiver with the proposed smart antenna achicves 1.5 dB and 3.5 dB3 higher

output SINR compared to receivers I and 2, respectively.
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To see the capacity improvement due to the proposed receiver with smart
antenna, Figure 4.7 depicis the simulation results of probability of symbol error,
P, versus number of users per cell, where the voice activity is assumed 10 be 37.5%.
For performance requirement P = 1077, the system capacity is 22, 35 and 43 users
per cell for receivers 1, 2 and 3, respectively. That is, with receiver 3, the system
capacity increases by 95% and 23% compared 1o receivers T and 20 respectively.

Next, we examine the effect of corvelation hetween the received signals at two
antenna elements. Figure 4.3 shows the results for correlation coellicients a = 0.3
and U.G. For comparison, the results with « = 0 are also plotted. The figure depicts
that even with @ = 0.3 and 0.6, the performance of receiver 3 is almost the same as
in the case of « = 0 (cannot be distinguished in the figure), while the output SINR
of recetver 2 degrades by 0.3 dB3 and by 0.9 dB, respectively.

The effect of mobile station mavement is also studied. Here the Tading is

modeled by the autoregressive (AR) process (see [51] for details): o (¢ 4+ 1) =

de, (1) + AQ), where 0 < < I and A() s AWGN with variance of corresponding

clement (1 = %) e, (0)]7. For the mobile station speeds of 30 mph and 60 mph, o
beconies 0,995 and 0.986 respectively, while other conditions stay unchanged. Since
the channel estimate is performed at cach symbol, Figure 1.9 shows that even for a

fast moving mobile station (o = 60 mph), the proposed receiver can also obiain tie

same perforinance as lor stationary mohile station.

4.7  Sumimary
Adaptive antenna array application for interference suppression at the niobile station
ol a wireless CDMA systent was studied. A new algorithn ntilizing liome hase station
short code to generate a reference signal was proposed. The algorithm, besides

facilitating interference suppression, adaptively controls the bheam steering weight

and thus overcomes the channel estimation crror. I was shown that the beam
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steering weight error could be substantially reduced by this algorithm, and averaging
only on part of the PN short code has small effect. Numerical results were presented

to illustrate the operation of the algorithm and the improvement of performance.
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CHAPTER 5
CONCLUSIONS

I this dissertation, applications of adaptive antenna arvays in wireless CDAMA were
studied.  Adaptive antenna arrays along with RANE receivers provide space-time
processing, improves the CDMA system performance, and increases both ihe reverse
link and forward link capacity.

In Chapter 2, the system model of space-time adaptive processing in the reverse
hnk receiver was introduced. Two combining methods in joint space and time
domains were considered in the analysis. MRC maximizes the ouiput SNR, while
OC maximizes SINR. The asymptotic efliciency and its worst case vesalt, known as
near-lar resistance, were analyzed and their analytical expressions were derived. [t
was showin that while MRC is not near-far resistant, joint domain OC is near-far
resistant when the number of cochannel interference sources is less than the degrees
ol STAP freedom. The STAP with OC can mitigate the CCLand thus improve the
system performance

More detailed reverse link performance analyses were carried out in Chapter 3,
where the system performance was analyzed in terms of outage probability and proba-
bility of bit ervor. Two different delinitions of the outage were used i the analyses,
one is for the instantaneous SHY the other Tor the average SIR. The perlformance
analyses included the following elfects: STAP (Joint domain MRCY, Rayleigh fading,
PO, voice activity, other cell interference, correlated shadowing, and pilot tone.
Phe systen capacity could be obtained in terms of hoth the munmiber of users per
cell and Frlang per cell. New analytical expressions were dervived and veritied by
computer sinulations. The results showed the performance loss due to PCE and
performance improvement by STAP.

Application of STAP in the forward link receiver was investigated in Chapter 4,

where a novel receiver with smart antenna (two antenna clements) followed by a
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RARNE demodulator at the mobile station was proposed for interference suppression
and diversity combining. For the specific application of 15-95A° CDMA, a new
algorithm was developed to utilize the pilot signal for adaptive control of the
beam steering weight and thus overcome the channel estimation ervor. Computer
simulations showed that the proposed smart antenna structure outperforms the one
antenna receiver as well as the two-antenna recerver with MRC, and the capacity
improvement with 1% BIR was 95% and 23%. respectively (two antennas are
uncorrelated). With certain correlation between the two antennas, output SINR of
two-antenna receiver with MRC degraded while the proposed simart antenna receiver
had no performance loss.

Based on above studies of STAP, it is concluded that adaptive antenna arrays
could be among the strongest candidates for further capacity improvement of wireless
CDMA systems. The exploitation ol" STAP is under active research in both research
institutions and industry. [t is expected that adaptive antenna arvay will be one of
the key elements [or system performance improvement in the next generation wireless

communication infrastructure.



APPENDIX A

DERIVATION OF THE NEAR-FAR RESISTANCE OF THE JOINT
DOMAIN OPTIMUM COMBINING

This appendix derives the expressions given in (2.25) and (2.26). Utilizing (2.24),
one has

b wl® = lim w'w
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where the assumption of orthogonality i (2.16) is applied.

\ i

To derive the resull of (2.26), we use the expression of (2.18). The second term

in the max(+) function of (2.18) can be calculated as
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Since the result in (A.2) is always greater than or equal to zero, the max(+) expression

in (2.18) is just equal to the second term. Thus, the near-far resistance of the joint
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domain OC expressed in (2.18) can be written as
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which is the result in (2.26).



APPENDIX B

DERIVATION OF AVERAGE SIGNAL POWER AND
INTERFERENCE POWER OVER RAYLEIGH FADING

This appendix derives the expressions in (3.30) and (3.33).

expression at the right hand side of (3.29) can be written as

; KZ l|” = k() ()

m=l

Y M-t Al
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" I L‘L 4 M;\‘ ii\ 9 2]
= [ >;_J E(‘qmz } + 2 L L I “(’lmr l{‘h-l‘} .
=1 m=1 t=m-1i

The first term in (3.1} is given by
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The expectation

(B.1)

(B.2)

where we used the assumptlion thal ¢, are id.d. RVs. Since the channel coellicient.

¢y ois assumed to be a complex symmetric Gaussian RV, with zero mmean and
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The fourth moment of Gaussian RV ¢y r 18 given by

4 ~ DD n
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P | Lo

Substituting (3.4) into (1B.3), one has

Thus the first term in (B.1) is

Al
I {}j [rl,,,i"} = 2M.
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The second term in (B.1) can be written as
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Applying (B.6) and (B.7) in (13.1), one has
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Using (13.8) in (3.29), one obtains (3.30).

For the expression in (3.33), we have
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(13.5)
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Since ¢y, Cpm, €1 and cp; (1 # m) are independent Gaussian RVs, with zero mean,

the second term in (B.9) is equal to zero. Thus

A
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ARQ:
AWGN:
BER:
BPSK:
et
CDI*:
CDMA:
DMT:
FDMA:
GIPS:
GSC:
P
ILM&:
LTSI
Ml

MLST:

APPENDIX C

GLOSSARY OF ABBREVIATIONS
advanced mobile phone system
autoregressive
automatic repeat request
additive white Gaussian noise
bit error rate
binary phase-shift keying
cochannel interference
cumulative distribution function
code-division multiple access
direct matrix inversion
(requency-division multiple access
global positioning system
generalized sidelobe canceller
independent identically distributed
least mean square
linear feedback shilt register
malrix inversion lenina
maximigii-length shilt-register

maximal ratio combining



NRZ:

ocC:

PCL:

PCS:

PDLI:

PN:

nonreturn-to-zero

optimum combining

power control error

personal communications systems
probability density function
pseudo-noise

recursive least square

random variable
signal-to-interference plus noise ratio
signal-to-interference ratio
signal-to-noise ratio

gpace-time adaptive processing

time-division multiple access
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