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ABSTRACT

FRACTIONALLY SAMPLED DECORRELATING DETECTORS FOR
TIME-VARYING RAYLEIGH FADING CDMA CHANNELS

by
Huaping Liu

In this dissertation, we propose novel decorrelating multiuser detectors in DS-

CDMA time-varying frequency-nonselective and frequency-selective fading channels

and analyze their performance. We address the common shortcomings of existing

multiuser detectors in a mobile environment, such as detector complexity and the

error floor. An analytical approach is employed almost exclusively and Monte Carlo

simulation is used to confirm the theoretical results. Practical channel models, such

as Jakes' and Markovian, are adopted in the numerical examples.

The proposed detectors are of the decorrelating type and utilize fractional

sampling to simultaneously achieve two goals: (1) the novel realization of a decor-

relator with lower computational complexity and shorter processing latency; and (2)

the significant reduction of the probability of error floor associated with time-varying

fading.

The analysis of the impact of imperfect power control on IS-95 multiple access

interference is carried out first and the ineffectiveness of IS-95 power control in a

mobile radio environment is demonstrated. Fractionally-spaced bit-by-bit decor-

relator structures for the frequency-nonselective and frequency-selective channels are

then proposed. The matrix singularity problem associated with decorrelation is also

addressed, and its solution is suggested.

A decorrelating receiver employing differentially coherent detection for an

asynchronous CDMA, frequency-nonselective time-varying Rayleigh fading channel

is proposed. A maximum likelihood detection principle is applied at the fractionally-

spaced decorrelator output, resulting in a significantly reduced error floor. For



coherent detection, a novel single-stage and two-stage decision feedback (DF)

maximum a posteriori (MAP) channel estimator is proposed. These estimators are

applicable to a channel with an arbitrary spaced-time correlation function.

The fractionally-spaced decorrelating detector is then modified and extended

to a frequency-selective time-varying fading channel, and is shown to be capable of

simultaneously eliminating MAI, ISI, and path cross-correlation interference. The

implicit equivalent frequency diversity is exploited through multipath combining,

and the effective time diversity is achieved by fractional sampling for significant

performance improvement.

The significance of the outcome of this research is in the design of new

lower complexity multiuser detectors that do not exhibit the usual deficiencies and

limitations associated with a time-varying fading and multipath CDMA mobile

environment.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Wireless communications systems and services allow people or machines to commu-

nicate at any time, anywhere making users free of time and location restriction

in communicating with one another. In wired communications systems, data can

be in principle transmitted without limit in throughput, because we can always

install more physical media, such as fiber optic, cable etc., into the existing commu-

nications systems. However, we don't have the same means of increasing the data

throughput in wireless communications systems due to the finite spectrum allocation.

The rapidly expanding number of subscribers to the wireless services triggered great

research effort in order to increase spectral efficiency in wireless communications

systems. Quality of data transmission in a wireless channel is often affected by a

myriad of reasons such as self-generated interference, shadowing effect, multipath

and time-varying fading of the channel etc. System design in such a detrimental

environment becomes more challenging.

The radio spectrum is a limited and scarce resource, so the challenge is to

increase the number of users that can access the system simultaneously with a

guaranteed data communication quality at affordable system complexity, and hence

optimize the multiple users communication network capabilities. Design of such a

system, unlike the wired one, is not only in maximizing the link capacity limited by

Gaussian noise and the available bandwidth. Instead, the interference generated by

the system itself due to the necessity for spectrum reuse becomes the major concern.

In order to increase the supportable number of users per Hz per unit area for a given

radio propagation condition and a specific data transmission quality, the system is

always cellularized and very often sectored. Theoretically, we can always shrink the

size of a cell (or sector) and increase the number of users per Hz per unit area without

1



2

hound. Practically, infinitely shrunk cell size increases the whole system complexity

and is not realizable, so the solution to this challenge is to design new systems or

implement new features in the existing systems in order to maximize simultaneously

supportable users/Hz/unit area.

At present, multiple access in cellular radio systems is achieved by three

schemes or combinations thereof: frequency-division multiple access (FDMA), time-

division multiple access (TDMA) and more than one type of code-division multiple

access (CDMA) 1 . The majority of the existing wireless networks is still based on

analog technology FDMA, i.e., channelization is achieved by separating each user's

signal in the frequency domain. Conversion to digital technologies like TDMA and

CDMA is taking place rapidly. European digital wireless standard GSM and the

north American digital wireless standards IS-54 and IS-95 are being deployed world

wide.

While in academia CDMA technology has long been recognized as a leading

candidate for digital wireless systems, industry-wide acknowledgement of CDMA

was received relatively recently. The present CDMA system uses a spread spectrum

technique and is being developed according to north American standard IS-95.

Spread spectrum techniques were originally used in military communications for

anti-jamming [53]. Because of the signal's wideband nature, it is perceived as a

noise-like time signal to the receiver of narrowband signals. CDMA fully utilizes

this property of spread spectrum communications techniques and possesses many-

other favorable characteristics, such as its inherent immunity against interference

[15] [39], performance enhancement by using RAKE type of receivers in a multipath

environment which is typical for mobile communication scenarios, soft capacity and

soft handoff [13], etc. Although digital multiple access schemes like TDMA can be

designed to be more robust to interference than their analog counterparts, they still

1 We will concentrate on direct sequence spread spectrum CDMA (DS-SS CDMA), and
as widely used in the literature, refer to it as CDMA.
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need sufficient distance (usually measured by a frequency reuse factor) between cells

using the same frequency to make the co-channel interference small enough for good

communication quality. The only exception is the CDMA cellular system, which

trades bandwidth for processing gain and tolerates a higher co-channel interference

by spreading the information signal over a wide bandwidth and de-spreading at the

receiver, leaving only a relatively small portion of the power of undesired signals to

fall into the desired signal frequency band, and thus making the design of systems

with frequency reuse factor equal to one feasible. In theory, if perfect orthogonality

can be achieved for all active users in the system, co-channel interference can be

eliminated completely. Advantages of CDMA over FDMA and TDMA in mobile

communications are also discussed in [25].

Despite a lot of promising features of CDMA systems, we are still facing many

challenges in achieving its full potential. The major impediment in the present

CDMA system is the near-far problem.

1.2 Conventional Detection for CDMA System

The conventional single-user CDMA detector consists of a bank of matched filters

each matched to the signature waveform of a user. The detector treats each user's

signal separately with other users' signals considered as interference. The desired

user's signal is detected by using the inherent interference suppression capability of

the CDMA system quantified by processing gain. This can be easily elucidated by

two-user's antipodal signals transmitted in a channel assumed for simplicity to be

synchronous. The received baseband signals in the i th bit interval 2 for both user 1

and user 2 can be written in vector form as

2 For simplicity, we will omit index i whenever possible.
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stand for the cross-correlation matrix between user 1 and user 2's normalized

signature waveforms, signal amplitudes, normalized channel coefficients 3 , infor-

mation bits and AWGN for user 1 and user 2 respectively.

In the conventional CDMA detector, the information bit of user 1 is detected

as:

	

61	 sgn(x 1 ).

This detector is optimum in the sense that it minimizes the probability of error in a

single-user channel corrupted by additive white Gaussian noise [681, or when user 1

and 2's codes are orthogonal to each other. From this simple two-user example, we

have the following conclusions on the conventional CDMA system:

• the CDMA system capacity is essentially interference limited, as one more user

joins the system, other users experience more interference

• near-far problem is the major shortcoming of the conventional CDMA system,

	

even when p is very small, if a 2 	a l , detection of b1 is impossible

• tight power control and design of codes possessing smaller cross-correlation

properties are major remedies for near-far problem

As it will be shown later, the present CDMA system capacity is very sensitive to

imperfect power control. While the slow long-term attenuation variations such as

shadowing effects can be compensated for effectively by power control, the short-term

attenuation variation when signals are experiencing fast fading is hard to compensate

for even with the closed-loop power control. For mobile communications, the channel

3 Channel is assumed constant over one bit interval for deriving the discrete-time channel
model.
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is essentially time-varying; the fading rapidity of which is proportionally related to

the channel Doppler spread. Tight power control makes the system complex. and still

can not remedy its near-far problem in the fast fading channel. Multiuser detection

is a possible solution for a higher capacity and better communication quality CDMA

system in such an environment because of its superior interference suppression ability

and the near-far resistant nature.

1.3 Multiuser Detection for CDMA System

Multiuser detection makes use of partial or full available information of multiple-

access interference (MAI) to perform joint detection of all or a subset of users

simultaneously. MAI is not treated as noise as in the conventional detector, but

as useful information to assist detecting the desired user's information. For many

of the proposed multiuser detectors, the information needed about MAI includes

users' relative delays in an asynchronous channel, cross correlation among each user's

spreading code, and possibly interference users' energy for some multiuser detectors.

The major achievement of multiuser detection is its exemption of power control

because of its near-far resistant nature and increased capacity due to the elimi-

nation/mitigation of the MAI effect. In some cases, as in cellular systems, however,

the capacity increase may be not tremendous, but certainly not trivial [13].

1.3.1 Optimal Detector

The optimal multiuser detector in asynchronous multiple-access Gaussian channel

was developed in [67]. Its extension to frequency nonselective and frequency selective

Rayleigh fading channel were described in [88] and [85], respectively. It is a

maximum-likelihood sequence detector that uses full knowledge of the signature

waveforms, relative delays and the fading channel coefficients of each user to detect

the transmitted information vector of all users. The optimal multiuser detector
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is near-far resistant and as expected has excellent performance in both Gaussian

and Rayleigh fading channels. It was also shown that the detector performance is

almost invariant to fading rapidity [88]. However the optimal multiuser detector

has prohibitive complexity; rendering the actual implementation of such a detector

infeasible for a system with usually a relatively big user population.

1.3.2 Suboptimal Detectors

Multiuser detection is mainly aimed for the CDMA reverse link [13]. CDMA

system capacity is rarely forward link limited since the base station is rarely power

limited, unlike the mobile station which requires low power radiation and light

weight. Increasing the reverse link capacity by applying multiuser detection at

the base station while keeping the required mobile station maximum transmitted

power constant will usually improve the overall system capacity. However, the

increase of the reverse link capacity far beyond that of the forward link through

very complicated receiver design is not suggested since the forward link eventually

limits the overall system capacity in this case. Therefore, low complexity multiuser

detectors design that maintain the detector's near-far resistant nature and a certain

degree of capacity improvement is crucial.

Suboptimal detector designs are aimed to meet such a requirement at the

expense of inferior performance in comparison to the optimal detector. Design of

suboptimal multiuser detectors is essentially in finding a tradeoff between complexity

and performance.

Decorrelating type of detectors are examples of such suboptimal multiuser

detectors. Decorrelator used in a synchronous and an asynchronous Gaussian

multiple-access channel was developed in [47] and [48], respectively. The basic idea

of the decorrelator is easy to understand if the received signal in (1.1) is taken as

an example. If x is multiplied by P -1 , multiple access interference is eliminated
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completely at the expense of increasing the background noise at the decorrelator

output. From the implementation point of view, this procedure of matrix inversion

and multiplication is just a proper linear combination of the sampled received signals

of all users after matched filters. In the asynchronous channel, when an infinite

processing length of received data is assumed, the decorrelator is a linear K-input

K-output filter [48], and achieves optimal near-far resistance. Following the work in

[47] and [48], the decorrelating structure was extended or used in a number of other

multiuser detectors for different communication scenarios. Decorrelating detector

performance analysis in a single path Rayleigh fading channel was carried out in

[88]. Symbol by symbol coherent detection using the decorrelator was carried out in

[87] [93] in which the fading channel coefficients are estimated by using a Kalman

filter prior to coherent detection. An error floor 4 was observed when estimation

error caused by channel fluctuation was taken into consideration, and the floor at the

decorrelator output was shown to be the same as that of a single user transmission.

In a synchronous frequency selective channel, the multipath decorrelating detector

(MDD) with the maximum-ratio combining is presented in [90] in which decorre-

lation of all users' individual signal paths is performed first, followed by a whitening

filter and the maximal ratio combiner (MRC). The asynchronous MDD is analyzed in

[84] in which the asynchronous multipath channel is transformed into an equivalent

synchronous system where the data sequence is transmitted from N x K x L users,

where N is the sequence length, K is the number of active asynchronous users and

L is the number of resolvable multiple paths for each user. An infinite horizon

decorrelator results in a Ii L-input KL-output linear time-invariant, but non-causal

filter with a known transfer function [48]. Windows truncation [76] by taking a

block of bits is necessary for practically realizing the infinite horizon decorrelator

at the expense of introducing edge effects due to the asynchronous nature of the

'Irreducible probability of error which can not be lowered by increasing the transmitted
signal power.
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transmission. The edge effect can be neglectable for a long block, however, a long

block means that a bigger matrix needs to be inverted. One remedy to the edge

effect is to insert a zero bit in the end of each block. Again, we need somehow to

tradeoff between matrix size and data transmission efficiency. A quasi-synchronous

CDMA (QS-CDMA) channel is defined in [19], where a Q-chip QS-CDMA is defined

as that in which the maximum relative delays of each user is small than Q chips. The

edge effect problem in the windowed decorrelator can be relaxed for such a system.

Another bit-by-bit decorrelator was proposed in [28] for such a QS-CDMA channel,

in which only a portion of the desired user's bit containing no inter-symbol multiple

access interference is used for decorrelation and for performing data detection. The

processing interval is taken from the beginning of the bit of the user with the longest

relative delay plus the delay spread of that user due to channel time-dispersion, to

the end of the bit of the user with the least relative delay, resulting in a portion of

each user's energy being discarded in performing detection. This detector will work

for a relatively small relative delays of multiuser and channel delay spread, so it is

very restricted in application. In [52], a decorrelator is also used in a single user

frequency selective Rayleigh fading multipath channel to cancel intersymbol inter-

ference (ISI) and interference caused by non-zero path cross-correlation before the

RAKE combining. Another multipath combining decorrelating detector structure

called a RAKE-based decorrelating detector (RDD) [22] [37] 5 performs multipath

combining first, followed by a decorrelation based on the cross-correlation of users'

combined signals. It was found that the performance of RDD is uniformly better

than that of the MDD with respect to the desired user's signal to noise ratio [22]

assuming perfect channel estimates. Moreover, the RDD requires the multipath

fading channel parameters of all users and its performance deteriorates rapidly when

both the desired and interferer's channel exhibit mismatch. A differential coherent

5 The detector in [37] is for a synchronous multiple access channel, although it is termed
"uplink".
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version of decorrelating detector was analyzed in [61] for a Gaussian channel and in

[89] for a frequency nonselective Rayleigh fading channel.

Multistage detectors [62] [63] and decision-feedback detectors [10]-[12] are other

examples of suboptimal detectors. In the former, the n t h stage uses the tentative

decisions made at the (n, — 1) th stage to cancel MAI. In theory, the number of stages

can be made as big as desired and hence improve the detector's performance, however,

due to the delay and the complexity constraints, the number of stages is usually

limited to very few. In the latter, the users' received power strengths are sorted

first, information of the strong users are detected next, then in detecting the week

users' information signal strong users' decisions are utilized allowing for interference

cancellation to take place. The decision-feedback detector mentioned in the above

references are mainly for Gaussian channels. Analysis for a fading channel can be

found in [77]479], where it was concluded that in the time-varying fading channel,

the use of these type of detectors depend on the the channel fading rapidity. In

the case of slow fading, the channel can be estimated accurately [55], where on the

other hand, for fast fading, channel estimation is difficult, and hence interference

cancellation will be hard to carry out. Another combined decorrelator and canceler

scheme is proposed in [57] for the synchronous channel in which two stages are used

for interference cancellation. The first stage uses a decorrelator, and the second

stage uses a canceler. The decorrelator output of the first stage provides a tentative

decision for the second stage to form estimates of MAI for each user, and then

subtracts them from the matched filter output directly and this is followed by the final

decision. This detector is near-far resistant, and can gain performance improvement

over the decorrelator when the interfering users' energy is relatively strong compared

to that of the desired user. The asynchronous version of the above detector in the

Gaussian channel was proposed in [58] in which the decorrelator in the first stage was

realized in [82]. Specifically, each bit interval is subdivided into K (number of users)



1 0

blocks according to the users' relative delays. Each block is viewed as a synchronous

channel, and after performing decorrelation on all blocks over one bit interval of a

specific user, optimal weighs are derived to reconstruct the original signal carrying

the information bit. The second stage still uses a canceler.

Successive interference cancellation ideas are implicit or explicit in a number

of references. Assume user 1 is the weaker user in the two-user example given in

section 1.2, and user l's information needs to be detected. In order to cancel MAI

we have to get the estimation of piFt 2 c2 b2 . If p is known and \lcC2 c2 can be estimated

or tracked by using an adaptive algorithm, the rest is to get the decision user 2's

bit decision b2 . So the detection should always be made starting from the strongest

user for two reasons: the stronger user experiences less MAI, correspondingly, the

stronger user's decision is better and the stronger user contributes a bigger MAI to

the weaker user. After detection of the stronger user's information, its MAI can be

cancelled to the benefit of the weaker user's decision. A practical implementation

of the successive interference cancellation for DS/CDMA systems was presented in

[14].

Adaptive multiuser detectors have the feature of self-adapting to the unknown

changing environment. A pretty comprehensive survey of adaptive multiuser

detectors can be found in [69]. Algorithms are needed to implement the adaptive

features of these detectors that more or less assume the availability of at least partial

knowledge of the communications environment. For example, the detector for

asynchronous system in [51] assumes the availability of the desired user's timing and

the training sequence, and the detector for the synchronous system in [5] assumes

the knowledge of all users' signature sequences, although without having to calculate

their cross-correlation. A blind adaptive algorithm is presented in [21] in which an

MMSE multiuser detector is implemented without training sequences. The only

knowledge needed in [21] is the desired user's signature waveform and timing. In
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[87] [86], although it is termed an adaptive multiuser detector, the adaptive feature

actually lies only in that the channel is estimated adaptively using previous bit

decisions (decision feedback) for performing coherent detection.

1.3.3 Limitations of the Present Multiuser Detectors

The optimal multiuser detector is prohibitively complex to be implemented for a

practical system. Some of the aforementioned suboptimal detectors are not readily

realizable in practical situations either. Interference cancellation employing inter-

ference users' decisions requires accurate estimates of interference users' instan-

taneous power (interference users' power adjusted by fading channel) in order to

reconstruct interference, and is very vulnerable to estimation error, although they

may work very well in a Gaussian channel because of its time-invariant nature.

Decorrelating detectors seem to exhibit greater robustness when compared to these

multiuser detectors in time-varying fading channels [77]479] The performance of

interference cancellation type of detectors combining a decorrelator as the first stage,

and the decision feedback, or adaptive algorithm implemented in the second stage

degrades as both the desired user and interference users' channel estimation quality

degrade. Tracking error makes such detectors not near-far resistant. A compre-

hensive study of robustness of different suboptimal multiuser detectors is presented

in [80]. It was concluded that the performance of successive interference cancel-

lation (SIC) and parallel interference cancellation (PIC) schemes degrades as the

number of users increases, while the performance of multistage and decision feedback

detectors are very sensitive to the channel mismatch. The decorrelator is robust to

channel mismatch and has lower complexity than these detectors, however in the

asynchronous channel the decorrelator realization is not simple. The infinite horizon

decorrelator in the frequency nonselective asynchronous channel results in a linear

noncausal K-input K-output filter [48], while in the frequency selective channel it
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results in a KL input It output linear time-invariant filter [83], where K is the

total number of users and L is the number of resolvable paths. This filter is by no

means easy to implement, and as one or more users add to or drop out of the system,

the filter coefficients have to be changed correspondingly. Moreover, L, the number

of resolvable paths is also a random variable as the vehicle moves within a mobile

environment. The full length decorrelator causes excessive processing delay, and the

sliding windows decorrelator in [76] introduces edge effects. The window length is

another design parameter which shows the tradeoff between the detector complexity

and performance.

Although the decorrelator is robust to the channel mismatch, un-avoidable

in the time-varying channel, the delay estimation error significantly affects the

decorrelator performance [60]. Therefore, accurate delay estimators are needed for

implementing the decorrelator. If delay information can be obtained accurately,

practical implementation of a decorrelator in both frequency nonselective and

selective asynchronous channels is an important research direction.

1.4 Communication in Time -Varying Fading Channel

Any effective radio network design requires an accurate characterization of the

channel. Channel characteristics are, however, different from one environment to

another, rendering a universally applicable channel characterization impossible.

We will focus our discussion on the statistically known, but dynamically changing

channels, and we will assume Rayleigh time-varying, frequency selective and nonse-

lective fading channels of the wide-sense stationary uncorrelated scattering (WSSUS)

type.
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1.4.1 Fading and Multipath Channels

Extensive studies on radio channel modeling can be found in [59] [17]. The channel's

time-varying nature comes from the the fact that the physical position of the commu-

nications link is changing most of the time. Fading rapidity can be measured by

channel Doppler frequency fd which can he determined from the vehicle's moving

speed and moving direction relative to the communication link. The channel

coherence time can be calculated approximately as (At), 1/fd [55]. This absolute

fading rate measure is not very useful regarding data detection because the actual

data rate in digital communication is not involved. The meaningful measure of

fading rate is the relative value of the symbol period T to (dt),, or equivalently

the normalized channel Doppler bandwidth fdT. Given this quantity and the

WSS assumption, the channel correlation property in time can be described by

the spaced-time correlation function (I)(dt) = E{cw(t)c(t dt)}. Different models

for this correlation function are adopted in literature. Jakes' model (land mobile)

[24] is given by (1)(dt) = J0 (27rfdDeltat), where .J0 (•) is the zero-th order Bessel

function of the first kind, and the first order autoregressive (AR) model (first order

Butterworth) is given by (I)(dt) = exp(-27. fdAt). Jakes' model seems to provide

the best fit to most of the practical channels, although the first order AR model is

used widely in the literature possibly because the channel governed by this model

is computationally the easiest to generate and can be estimated by using a Kalman

filter. Others include Gaussian, second order AR, rectangular and second order

Butterworth, etc.

The channel frequency selective nature comes from the fact that the channel

coherence bandwidth (df), is not infinite, hence different frequency components

of a signal whose bandwidth exceeds (AP, fade differently. Channel coherence

bandwidth is related to the multipath delay spread Try, as [55] (df), la,. For

a fixed communication link, T, is determined solely by the physical arrangement
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of objects such as buildings, vehicles, etc. With respect to the receiver, whether

the channel exhibits multipath or not depends on the relative value of the infor-

mation signal bandwidth W and the channel coherence bandwidth (Af),. Because

the achievable multipath profile resolution at the receiver is l /W, the number of

resolvable fading paths is L = ti Tm, + 1. So even in the same physical channel,

a larger bandwidth of the transmitted signal results in more resolvable multipaths.

When the vehicle is moving, it experiences the time-varying delay spread of channel,

so the resolvable paths also change with respect to time.

1.4.2 Detection in Fading Channels

In this dissertation, we will limit our discussion to PSK signals only. It is well known

that either coherent or differentially coherent (DPSK) detection can be applied to

the PSK signals. The detection method should be used according to the specific

application and the channel environment. For slow fading, the channel can be

estimated more accurately [55], so that coherent detection can be employed in such a

channel because of its higher power efficiency compared with differentially coherent

detection. On the other hand, if the channel exhibits rapid phase fluctuation making

the channel estimation difficult, DPSK can be resorted to because of its robustness

and simplicity. In DPSK, the phase of the received signal in the previous symbol

interval is used as the reference phase for the current symbol detection thus providing

channel estimation free detection. The validity of this method is based on the

assumption that the channel induced phase does not change appreciably over the

two consecutive symbol intervals. The performance of DPSK over an additive white

Gaussian channel and frequency nonselective slow Rayleigh fading channel 6 is well

known [551. However, channel fading statistics have to be taken into consideration

when the fading bandwidth is nonzero and the complex fading channel process

'Channel is assumed constant for at least two consecutive symbol intervals.
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changes as a function of time 7 . The bit error rate analysis of M-ary differential

phase shift keying (MDPSK) in such a channel was given in [31] and the error

floor expression was derived. Although this irreducible error can not be lowered

by increasing the transmitted power, it can be lowered or even eliminated by proper

receiver design. In [20] and [9], multiple-symbol differential detection of differentially

encoded PSK is analyzed; the scheme uses maximum likelihood sequence detection

of N symbols to gain performance over the conventional two symbol differential

detection. When N oo, the performance of the multiple-symbol differential

detector in a Gaussian channel approaches that of coherent detection with differ-

ential encoding [9]. In a correlated Rayleigh fading channel, it was shown that the

error floor can be lowered or even eliminated by proper choice of N [20]. An optimal

algorithm for implementing multiple-symbol differential detection was given in [27].

Despite so many advantages of DPSK in a fading channel, there are still strong

reasons to perform coherent detection. First, if a good carrier recovery can be

achieved, coherent detection is more power efficient. Second, in order to eliminate

error floor in DPSK, a system design requires additional complexity. Third, when

a pilot tone or a pilot symbol can be inserted easily in a system, these techniques

can be used to perform channel estimation and hence obtain coherent detection. For

example in [8] [50], pilot tone, and in [4] [1] pilot symbol assisted carrier recovery

were used to mitigate the effects of fading. The common idea of the pilot symbol

aided carrier recovery is to insert a known symbol in every group of transmitted

symbols, and utilize the known inserted symbols for fading process estimation. A

comprehensive study of performance versus various parameters such as interpolator

'For convenience of analysis and mathematical tractability, the usual way is to assume
that the channel fading process fluctuates from one symbol interval to another, but still
can be approximately treated as constant over one symbol interval when obtaining the
discrete-time channel model. For special purposes, if we have multiple samples per symbol,
the discrete-time channel model allows the channel to change from one sample interval to
another according to the channel second order statistics, but remains constant during one
sample interval.
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size, pilot symbol space etc., can be found in [4]. In [23], a combined pilot symbol

and decision feedback channel estimation method is studied, where a symbol-aided

tracker which makes use of only the known inserted symbols as the initial estimator,

and then symbol decisions in between the known symbols to further improve the

detector performance. A reference-symbol aided channel estimation for coherent

detection in a CDMA reverse link was analyzed in [40]. When such information is

not available, decision feedback MMSE type of carrier recovery can be designed in

fading channels. These methods and analysis were carried out extensively in [16]

[29] [30] [32]-[35] [64]. Coherent detection of PSK signals by using decision-directed

fading channel estimates also exhibits error floor in time-varying channel. Phase

reversal phenomena can happen in coherent detection with the decision-directed

channel estimation structure. One remedy to this is the use of differential encoding

as demonstrated in [79]. Performance of coherent detection with differential encoding

is worse 8 than that of pure coherent detection, but the detector is robust.

The effective detection method for multipath channels are RAKE or RAKE

based receivers in which resolvable multipath components are utilized in an optimal

way for an improved performance receiver design. But problems such as error floor

due to ISI caused by delay spread, fading variations and interference caused by non-

zero path cross-correlation still need to be solved. A detailed study of the effects

of time delay spread on digital radio communications performance is given in [6].

Extensive simulation results indicate that when delay spread is not severe, the major

cause of error floor is not the timing error caused by delay spread, but the fading.

The idea of fractional sampling was used in fading channels for improved

performance receiver design. In [74] [75], the so called "multisampling Viterbi

receiver (MSVR)" was proposed based on more than one sample per symbol for

a frequency nonselective fast Rayleigh fading channel. In [74], rectangular system

8The value will be different depending on the channel; in the random error frequency
nonselective Rayleigh fading channel, the difference is approximately 3dB.
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impulse response of duration equal to signaling interval was assumed. Further

analysis of this method using bandlimited pulses was carried out in [75]. Another

multiple sample per symbol differential detection method of PSN in frequency nonse-

lective Rayleigh fading channels is given in [7], in which K samples 9 were obtained

in each symbol interval followed by a maximum likelihood detection applied on the

2K samples snapshot over two consecutive symbol intervals. Channel second order

statistics are initially assumed known, and then it was shown that the actual channel

statistics can be estimated by an adaptive algorithm. For the Jakes' channel model

used in [7], the error floor was not observed in the SNP, region of interest, and the

detector performance was almost invariant to the fading rate. The fractionally-

sampled detector employing DPSK in time-varying dispersive (frequency selective)

fading channels was presented in [49], and significant performance improvement over

symbol-spaced receiver was observed. Promising performance of multi-sampling

techniques was observed in all these situations.

1.5 Problem Definition

1.5.1 Motivation

In [66], it was claimed that multiuser detection techniques were not suitable to

cellular CDMA system for reasons such as that the intercell interference is un-

cancelable, that the capacity is limited by the number of code dimensions, that

adaptive algorithms can not adapt to changing of channel, etc. As mentioned in

Section 1.3, multiuser detection needs at least partial information of the desired and

interfering users' signals (e.g., signature waveforms of all or a subset of users, timing).

In a cellular system, the same cell interference is usually treated as cancelable while

other cell interference is not [66] [13]. Given the other cell to the same cell interference

9K(K > 2) is a design parameter.
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ratio f = 0.6, the maximum achievable performance improvement (genie-aided inter-

ference cancellation) factor in such a system is 4.3 dB [74 However, objectives of

multiuser detection are not only in the potential system capacity improvement, but

also in the relaxation of the power control requirement which will be shown in Section

2.4 to be very difficult in mobile radio channels. Although the present CDMA system

interference level is very sensitive to a large variance of the received signal to inter-

ference plus background noise density ratio due to imperfect power control, CDMA

techniques do give us more potential and flexibility for an increased capacity and

improved performance system design. Multiuser detection is an approach which

could push a CDMA system to its full potential based on the conviction that present

multiuser detectors can be improved or modified, and their complexity can be lowered

to yield significant improvement in overall system performance.

In a time-varying fading channel, a major problem for coherent or differentially

coherent detection of the phase shift keying signal is the error floor which can not be

lowered by increasing the transmitted power. This will be a big challenge for receiver

design for data communication. For voice communication, the probability of error of

10 -3 will maintain a reasonably good voice quality, however in data communication,

the required probability of error usually needs to be as low as 10 -6 . This requirement

will be hard to maintain for the conventional differentially coherent or coherent

detection of a PSK signal in a fast fading channel even in a single user environment.

With the multiple access interference being another big detrimental factor to the

receiver performance, this situation will be even worse. In a multipath CDMA time-

varying fading channel, error floor of conventional RAKE type of receivers is caused

by many factors: multiple access interference, path cross-correlation interference,

the imperfection of channel estimates because of the channel's time-varying nature

associated with Doppler spread and the intersymbol interference, etc. When there

is an error floor, we can not lower the error rate by decreasing the total number of
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active users in a multiple access system, hence a more efficient receiver design for

such a system is called for.

1.5.2 Objectives

We consider multiuser detection problems in an asynchronous CDIVIA time-varying

frequency nonselective or selective fading channels with the emphasis on high quality

data or voice communication that requires very low error probability. The receiver

performance is required to exhibit a greatly reduced error floor even when the desired

user's signal is exposed to a strong interference in a time-varying fading channel.

The proposed detectors will be of decorrelating type that exploit the implicit time

diversity in the time-varying fading and multipath channels for improved detector

performance. Low complexity and real time processing aspects of the decorrelator

design are also major objectives of the dissertation. Specifically we consider

• problems of the present CDMA systems in time-varying fading channels:

analysis will be made to demonstrate the potential benefit of multiuser

detection for a CDMA system in which power control makes the present

COMA system successful to some extent, but it also limits the inherent

advantages of DSSS-CDMA over other multiple access techniques like TDMA

in mobile channels.

• design a computationally efficient decorrelator in asynchronous CDMA frequency

nonselective time-varying fading channels employing both DPSK and BPSK

modulation. We intend to design a decorrelator which not only cancels MAI

at a low computational complexity, but also lowers the error floor. For

BPSK, a novel channel estimator is proposed to lower the error floor caused

by imperfect channel estimates. Our channel estimation method will be

universally applicable for any given channel spaced-time correlation function,

unlike the Kalman filter estimator which can be implemented as an optimal
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decision-feedback channel estimator for Markovian type of channel models

only.

• propose a fractionally-spaced bit-by-bit multipath decorrelator with low

complexity in frequency selective fading channels. In addition, we want to

lower the error floor of the conventional receivers in a multiple access time-

varying multipath environment.

1.6 Dissertation Outline

In this dissertation, we will consider time-varying spread spectrum asynchronous

CDMA frequency nonselective and frequency selective Rayleigh fading channels.

Both BPSK and DPSIK will be used and channel second order statistics (spaced-time

correlation function) will be assumed known. For coherent detection no additional

means such as pilot symbol or pilot tone will be assumed available to assist the

channel estimation, so decision-feedback type of channel estimators will be used.

Chapter 2 proposes a method of analyzing the effect of imperfect power control

on the IS-95 reverse link multiple access interference. To maintain a certain commu-

nications quality, the mobiles' required transmitted power is obtained through solving

a set of linear equations. The received signal to interference plus noise density ratio

(SINR) is assumed to be a random variable with lognormal distribution after power

control. The total interference above the noise level is calculated for different values

of the standard deviation of the received SINR due to an imperfect power control.

In Chapter 3, a lower complexity fractionally-spaced bit-by-bit decorrelator

structure is proposed for frequency nonselective and frequency selective Rayleigh

fading CDMA asynchronous channels. Statistical description of the time-varying

fading channels and the preliminary knowledge for both types of channels with the

associated received baseband equivalent signals in these channels are also discussed

in this chapter.
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Chapter 4 describes a differentially coherent decorrelating detector for a K-

user reverse link CDMA environment that exhibits time-varying Rayleigh fading.

The mobile channel is modeled as providing only a single fading path for each user

and with no additional means to achieve diversity. The detector's design is based on

using fractionally sampled matched filter outputs over each bit interval of the desired

user, thus enabling the realization of a bit-by-bit decorrelator that requires smaller

size matrices only. Oversampling is also utilized in forming the maximum likelihood

decision rule, which results in an effective increase of the correlation in the fading

process and hence a diminished error floor. Analytical evaluation and simulation

of the error probability of the detector will be given. Comparison is made between

performance of the this detector and that of the conventional DPSK detector (one

sample per bit) operating in a single user environment.

In Chapter 5 a coherent multiuser detector for an asynchronous CDMA

frequency nonselective time-varying Rayleigh fading channel is proposed. A

fractionally sampled decorrelator is exploited to achieve the effective diversity

implicit in the time-varying fading channel. A decision feedback MAP channel

estimation method is proposed for this detector structure. In contrast to the

Kalman filter which can be implemented as the optimal MMSE channel estimator

for Markovian type of channels only, this estimator is optimal and universally

applicable for any channel model with known first and second order statistics.

Coherent detection with differential encoding is proposed in order to prevent the

.`run away" phenomenon of the channel estimator which operates in a decision

feedback mode. This detector provides a simple multiuser detector with an improved

performance.

Chapter 6 deals with a time-varying frequency selective fading channel, in

which performance can be improved through both time and frequency domain

processing. The wideband nature of each user's information signal relative to the
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channel coherence bandwidth results in L (L > 1) resolvable paths at the receiver,

and this can be viewed as another method for obtaining frequency diversity of order

L [55], although this diversity is exploited in time domain by the use of RAKE

or RAKE-type of receivers in a way similar to time diversity. The effective time

diversity which can be achieved by obtaining multiple samples per bit is another

approach for an improved performance receiver design in the time-varying fading

channel. A novel structure of fractionally-sampled bit-by-bit multipath asynchronous

decorrelator with the ML detection of differentially encoded data is proposed. This

structure provides full utilization of both frequency and time domain diversity for

an improved performance and a robust multiuser receiver design because no channel

estimation is needed.

Following the bit-by-bit multipath decorrelator structure of Chapter 3, a

coherent detection is analyzed in Chapter 7. The MAP channel estimator is used

to obtain the channel estimates and performance comparison is made between

the performance of the proposed detector in a multiuser environment and that

of ideal RAKE (that assumes zero path cross-correlation and no ISI) in a single

user environment. Effects of number of samples per bit and fading rapidity on

performance of the proposed detector are also addressed.

In Chapter 8, a summary of the dissertation is drawn and future research based

on the accomplishments of this dissertation is proposed.



CHAPTER 2

IMPACT OF IMPERFECT POWER CONTROL ON IS-95 MULTIPLE
ACCESS INTERFERENCE

2.1 Introduction

The Erlang capacity analysis of the IS-95 CD1VIA system was given in [73], with

analytical expressions for Erlang capacity as a function of the blocking probability

and standard deviation of the received bit energy to interference density ratio caused

by imperfect power control derived. By assuming a frequency reuse factor equal to

7 in a 3-slot TDMA system, it was claimed that the Erlang capacity of the present

IS-95 CDMA system was about sevenfold that of the 3-slot TDMA system [73]. In

the CDMA cellular system interference analysis [71], it was assumed that all cells are

equally loaded, with the same number of users per cell uniformly distributed within

each sector. The Erlang capacity under non-uniform distribution with light loading

of cells surrounding the desired one was presented in [38].

In [73], the Erlang capacity of a CDMA system is derived by setting the

interference-to-noise ratio I/N0 at the base station to 10 dB, because beyond this

value, interference increases nonlinearly for one additional user. In theory, there is

no hard interference level limit on the CDMA system; one more user can join the

system at the expense of all of them transmitting a higher power, provided that a

particular communication quality can be maintained.

While the evaluation of the system capacity is essential for assessing the

theoretical loading limit of the system, the actual system design requires the calcu-

lation of other system parameters as well. In a sectored cellular CDMA system,

transmitted power of other mobiles both inside and outside of the desired sector act

as an interference source. One very important practical parameter is the mobiles'

transmitted power for a given loading of the system. For some predetermined

23
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service quality level, loading and the coverage area, a proper system design requires

transmitted power to be as low as possible.

For a fair loading capability comparison between CDMA and TDMA, one

additional constraint, the mobiles' transmitted power requirement, should be taken

into consideration. This is because in TDMA and FDMA systems the number of

radio channels is determined by the total bandwidth available, and this number

can be directly and uniquely converted into Erlangs for a certain blocking proba-

bility. The CDMA system is different, the capacity is soft, and we can always

trade an increase in the mobiles' transmitted power for a higher loading while

maintaining communication quality. But from the practical consideration, handsets

have maximum available transmitted power, and also operating at high interference

level makes the system unstable.

Imperfect power control affects IS-95 CDMA system Erlang capacity and the

system interference level. A closed-loop power control bit is sent every 1.25 ms to

inform the mobile station (MS) to either increase or decrease its power by one dB.

This power control method is effective in mitigating slow channel gain variations

caused by shadowing effects, but may not be effective for the short term channel

gain variations caused by fast fading.

A model for computing transmitted power of mobiles in a sectored CDMA

system reverse link under imperfect power control and shadowing is proposed. Users

are assumed to be randomly distributed over the service area which consists of e c

sectors according to the uniform distribution. The received signal to interference plus

noise density ratio is assumed to be a random variable with lognormal distribution

after power control. A set of linear equations is then formed for each realization of

the distribution of the mobiles over the service area. By solving these equations,

the transmitted power of the mobiles is obtained, making it possible to completely

measure the reverse link performance. All important parameters measuring CDMA
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system reverse link performance such as interference margin for a given loading, other

sectors to the same sector interference ratio, and the system Erlang capacity can be

obtained readily. This method can be applied to the practical CDMA system reverse

link performance analysis directly.

Upon establishing the mobiles' transmitted power model, we will simulate

impact of imperfect power control on the reverse link interference. Relative inter-

ference above the white Gaussian noise level is calculated for different path loss

exponent and lognormal shadowing standard deviation with respect to different

standard deviation of imperfect power control. Then, an actual fading channel is

generated, and we will show that in a fast fading channel the IS-95 CDMA close-

loop power control method is not effective. This observation motivated our research

efforts in seeking near-far resistant detectors for CDMA systems that provide a robust

system for mobile communication with an improved performance.

2.2 Definition of System Parameters and Propagation Model

The service area defined as one cell in the center and two tiers of out-cells is shown

in Fig. 2.1. Each cell consists of three sectors.

The following is a partial list of the notations:

VI7	 System bandwidth

R = Bit rate

No = Thermal noise power spectral density

/0 = Total interference plus thermal noise power spectral density

a = Voice activity factor

Path loss exponent

Eb = Received energy per bit

as = Lognormal shadowing standard deviation



26

-15 	 -10 	 -5
	

0
	

5
	

10
	

15

Figure 2.1 The service area considered

a. = Received 4110 standard deviation due to imperfect power control

Nse, = Total number of sectors in the service area

Ntot 	Total number of users in the service area

Nk = Total number of users hosted by the eh sector

• Propagation attenuation from 1 th user of e h sector to i th base

• Gaussian random variable, where 10 =,k1/10 represents the lognormal shadowing

random variable for Ph user in kth sector to it h base

ri,ki = Distance of 1th user of O h sector to i th base

G2,k1 

• 

Relative antenna gain from Ph user of kth sector to i th base

= Transmitted power of Ph user in nt h sector

The mobile transmitted power propagation losses in decibels with the antenna gain

included are

10 log(ai,ki) = Ao	 10p	 Gi,k17
	 (2.1)
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where Ao is the propagation loss defined at one mile. Notice here when ri,ki ---+ 0, the

above equation is not defined. From practical consideration, when ri,ki is smaller than

a threshold, we can substitute this threshold into the above equation. A lognormal

shadowing random variable for all mobiles to all sectors can be generated the same

way as presented in [72]. Each of them consists of two parts, the first part is common

for each mobile to all sectors, but independent from mobile to mobile. The second

part is independent not only from mobile to mobile, but also independent from each

mobile to different cells 1 .

Using equation (2.1), the hosting sector of each mobile can be determined by

calculating the minimum attenuation from the mobile to all sectors. We also assume

that no mobile is communicating with more than one sector at a time.

2.3 Mobile Transmitted Power Calculation

Because of imperfect power control the received signal to interference plus noise

density ratio dki of the 1th user hosted by the O h sector is assumed to be a lognormal

random variable [73] with

(

—bE iVkt/10

IO Icl
(2.2)

where Co is a Gaussian random variable with E{C i} = (Eblio) required' and the

standard deviation a.

Each mobile's transmitted power has to satisfy the following equation

(Eb
10) kl

xkiakekil R 	gxklak,ki

No + a(/),01) No W
dki (2.3)

k = 1, 2, ... Nsec , 1= all mobiles hosted by sector k,

1 Each cell has three sectors, and this part is assumed to be the same for a mobile to all
three sectors in the same cell.
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where g = W/ R is the processing gain, and /ki, the interference for the l th mobile in

the Oh sector, is given by

Let

Ikr = E X kjak,ki E
:OkJOi

Xijak,ij	 (2.4)

X k
	

[Xkl , X k2 • • • X kNk ] 

T

be the transmitted power of all mobiles in the kt h sector,

Dk = [dkl, dk2 • • dkNki T

the received Eb/Io of all mobiles in the n th sector,   

Aik =

ai,k1 	 ai,k2 	 • • •

ai,k1	 ai,k2
, for i	 k and   

Akk =

ai,k1 ai,k2 	 ai,k1Vk -

- —kg,k7,k1/(adki) ak,k2a

—gak,k21(adk2)
• ak,kNk

a k , kNk

ak,ki
i,k = I, 2, .. • , Nsec •

ak,k2	 —gak,kNkl(adkNk) _

Equation (2.3) can now be arranged in the matrix form as

A11 Al2 A lNs e c -	 X1

AX = A21 A22 A2N,ec X2

AN3 „1 AN,„2 ANeecNJec X N„,
(NoWia)I,
	 (2.5)

where Z is a Ntc, t x 1 vector with all elements equal to one. Hence the transmitted

power of all mobiles in the service area can be computed as

X = (No Wla)A -11.	 (2.6)

In order to get the transmitted power of all mobiles in the service area, we need to

invert a matrix with the size Ntot x Ntot • As a special case when perfect power control



[
S11 512

S21 522

SiiVsec

S2N6 e c

/SNsecNsec 	 —1N sec —

• • •

SNsi s2

Yi
Y2 ( No 14,7 I , 	 (2.8)
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is assumed, the dimension of the matrix A in equation (2.5) decreases to Ns, X Nsecl

because the following governing equations hold

Xklak,k1 	 xk2ak,k2 	 • • = SkAric ak,kNk 	k = 1, 2.... Ns„,

or equivalently  
—1,

`-`k kl
,-1

k2

a k,kNk  

X kl

Xk2

XkNic 

Yk, 	 k = 1, 2, (2.7)   

By using the above relation, equation (2.5) can be reformulated as

where

Nk
arn kl=-_ -E 	 , k,-Em

1=1 ak,k1

- g Rad) — (Nk — 1), where d is the required E ll/0 .

2.4 Numerical Examples and Discussions

The following parameters will be used for all numerical examples: the average number

of users per sector is 10, (t) = 5 or 7 dB, the cell radius is taken to be 3 miles,

W = 1.2288 MHz, R = 9.6 kbps, and a = 0.4. Two tiers of cells outside the target

cell are considered. A 90° antenna with the maximum gain of 14.5 dB is applied.

Fig. 2.2 shows the average other sectors to the same sector interference ratio

versus as , with Grp = 0 (perfect power control). Fig. 2.3 shows the average inter-

ference margin versus as for different gp . In Fig. 2.4 the average other-sectors to the

same-sector interference ratio versus path loss exponents with ap = 0 is shown. Fig.

2.5 shows the interference margin versus path loss exponents for different values of

Smk

Skk

Up'
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From Fig. 2.3 and Fig. 2.5, it is clear that imperfect power control will affect the

system interference level appreciably as the power control mechanism deteriorates.

Relatively tight power control is needed in order for the IS-95 CDMA system to

operate effectively.

Considering a mobile moving at 100 km/h, and transmitting at the rate of

9600 bps with carrier frequency L. = 835 MHz, the maximum Doppler frequency

is calculated as: fd 87 Hz. A power control bit is sent every 1.25 x 10 -3

second in the IS-95 CDMA system. If Jakes' model is used for the channel spaced-

time correlation function, the channel gain is plotted in Fig. 2.6 for an interval of

20 power control bits. Obviously, the IS-95 CDMA power control method can not

compensate for the short term channel variations in the above example. In mobile

cellular communications, mobiles may move in the range of 20 to 70 miles per hour

resulting in a possible relatively fast fading channel, making IS-95 CDMA power

control ineffective for the short-term fading. For such a fast fading, however, coding

with finite depth interleaving becomes more effective. Power control can be effective

to compensate for shadowing effects or slow fading (low mobility), wherein coding is

not so effective because of its finite depth interleaving in a slowly changing channel.

The combined effect of power control and coding will probably result in a different

required Eq./0 in order to maintain a certain communications quality for the whole

practical mobility range. It should be noted that in our interference analysis, we

did not take these facts into consideration, i.e, we assumed that the required Ebi/o

to maintain a certain communications quality is the same regardless of the fading

rapidity.
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CHAPTER 3

FRACTIONALLY-SPACED DECORRELATOR FOR TIME-VARYING
FADING CHANNELS

3.1 Introduction

As was mentioned in Chapter 1, in a time-varying 1 fading environment a decorrelator

appears to be more robust than multistage multiuser detectors wherein interference

has to be estimated first and then subtracted from the composite signal of the desired

user when performing the desired user's information detection. Previous work on the

decorrelating type of multiuser detectors for fading channels was mainly focussed on

an infinite horizon decorrelator (e.g., [91] [88]). In addition to the excessive processing

delay, variations in the number of users and in their relative delays will result in

a corresponding change of the correlation matrix [26], thus requiring an intensive

computation. Sliding window approximation to the infinite horizon decorrelator is

one way to obtain a finite memory-length decorrelator, however, it causes other

problems such as an edge effect. This edge effect can be resolved by the isolation bit

insertion method proposed in [81] at the expense of losing bandwidth efficiency and

additionally it requires some form of synchronism between users [26]. The choice

of the window size is another issue which reflects the tradeoff between the detector

complexity and the bandwidth efficiency.

We will develop the realization of a low complexity bit-by-bit decorrelator in

an asynchronous multiuser scenario in which each user's transmission propagates

through a single time-varying fading path. Then, we will extend this bit-by-bit decor-

relator structure for an asynchronous CDMA frequency selective channel wherein

each resolvable path is subject to time-varying fading with a known spaced-time

'Often an unquantifiable term "slow fading" is used in referring to the channels whose
gains remain constant, and therefore perfectly estimable, over the entire transmission
horizon. The terms "fast" or "rapid" fading are, then, used to characterize channels that
do not conform to the above assumption. It seems that time-invariant and time-varying
channels are more appropriate respective descriptions, e.g., [65], wherein the fading rapidity
of the latter type can be quantified by an appropriate parameter.

34
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correlation function that directly relates the fading rapidity to the channel Doppler

shift. To overcome the limitations of the infinite horizon or the windowed decor-

relator, the first step in our approach will be to utilize fractionally sampled matched

filter outputs in realizing a lower complexity bit-by-bit decorrelator, which was

originally described in [68] and is based on the realization presented in [82] for an

AWGN channel.

The goal of this chapter is to present a lower complexity decorrelator structure

for the asynchronous CDMA channel. The chapter is organized as follows. In Section

3.2, we provide some basic description of the time-varying frequency nonselective

and frequency selective fading channels. The statistical description of the time-

varying characteristic of the channels and the received baseband equivalent signals

in these channels are also given in this Section. Section 3.3 presents the fractionally-

spaced bit-by-bit decorrelator for the frequency nonselective channel with the corre-

lation matrix singularity problem addressed in Section 3.3.1. Section 3.4 describes

the fractionally-spaced bit-by-bit decorrelator for the frequency selective channel

Concluding remarks on the proposed fractionally-spaced decorrelator are given in

Section 3.5.

3.2 Preliminaries

Consider K users transmitting asynchronously in a CDMA mobile environment.

The unit energy signature waveform .Sk(t), k =i,...,K of duration T, and the chip

period TE, is assigned to each user. Information bit 2 bk(i) E {-1, 1} for the i th bit

interval of user k also has duration T. In a frequency nonselective environment, the

channel for each user is modeled as an independent, narrowband Rayleigh fading

channel having multipath spread much shorter than T, resulting in negligible inter-

symbol interference at the receiver. The channel gain for user k then represents

'Differentially encoded for DPSK
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multiplicative distortion modeled as a normalized, independent, zero-mean complex-

valued wide-sense stationary Gaussian process ck (t) [55]. The received baseband

equivalent complex signal r(t) can therefore be expressed as

r(t) = E E bk(i),,rc----qckcosk(t — iT 	 nu,(t),	 (3.1)
i k =1

where ak and rk are the received energy per bit and relative delay for user k, respec-

tively, and n v,(t) is a zero-mean, complex white Gaussian noise with the one-sided

power spectral density No .

In a frequency selective channel, we consider the wide-sense-stationary uncor-

related scattering (WSSUS) Rayleigh fading. Assuming each user's signal is

bandlimited to W = 1/Tc , the channel with L resolvable paths can be modeled

as a tapped delay line with the tap spacing 11 [55], i.e., the channel impulse response

for each user is
L-1

ck(7,t) 	 E eki (t)s(-7- — /7-1,)
1=0

where cki (t), k 	 1,	 , K, I = 1, . , L are mutually independent zero-mean,

complex Gaussian random processes. The number of resolvable paths L at the

receiver for each user is L = WT, + 1 [55], where T, is the channel multipath spread.

We assume that the channel is time-varying with a known spaced-time correlation

function.

Using this tapped delay line channel model, if the transmitted signal is s k (t),

the received noiseless signal is

L-1
h k (t)	 E cki(os k (t — iTc ).

l.o

For the multiuser communications in this scenario, the received baseband equivalent

complex signal r(t) is expressed as

Ii	 L-1
r(t) = E E vaTok (i) E ek,(t)s,(t iT Tj: 1T,) nu,(t).	 (3.2)

i k=1	 1=0
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The time-varying statistics of the fading channel are described by the spaced-

time correlation function ,1)(At) defined as

	

(Dki(At) = E{cki(t)c*ki (t + AO},	 (3.3)

	k 	 and /	 = 1 	 L,

where E{•} denotes statistical expectation, * denotes conjugate, and cl)ki(0) = 1 clue

to the normalization.

One of the often used models in the literature (e.g., [32], [2]), for describing

time variations of a channel is a simple, first-order Markov process, which results in

the exponential correlation function

	(1)ki(At) = e- 27rhiTI At/ T1 = e l At/TI , 	 (3 .4)

where the correlation parameter 2 = (T)/(1)(0) determines the fluctuation rate of

the fading channel, and fd represents the maximum Doppler shift.

Another model due to Jakes [24], also referred to as the land-mobile channel

model, yields the following correlation function:

	

Oki(At) = Jo (27rfdAt), 	 (3.5)

where ./0 (•) is a Bessel function of the first kind.

In (3.4) and (3.5) for a frequency nonselective channel, L = 1. For numerical

examples in this dissertation, the time-varying fading channel will be generated by

employing both models.

3.3 Fractionally-Spaced Decorrelator for Frequency Nonselective
Fading Channels

Fractionally sampled matched filter outputs, with relative spacing of the sampling

instants coinciding with the users' relative delays, will be used for the realization of

the decorrelator. Without loss of generality, we assume that 0 = r z < r2 < <



	5{bl )( t )
	 st52)(t) 	 slbn

	) t ) 	 s2)2)( 	 4K) t

	4 1 ) ( t) 	 t 	sr)(t)
	 S-13b1C)(t)

sl,b 1) (t) 	 s(,;-')(t) • •
-,(19K)
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	(i — 1)T	 (i 1)T +	 (i — 1)T + 	 iT

Figure 3.1 Partition of the i th bit interval of user 1 into blocks

rh- < Tr\- +1 = T, and we focus on bit i of user 1 that we, as shown in Fig. 3.1,

position in the interval [(i — 1)T, iT]. (To simplify notations, the time index will be

omitted whenever possible).

We can view each block of time [7-i ,	 j = 1,	 ,K as a K —user

synchronous channel with unit-energy waveforms "s-lbj) (t) 	 sibi) (t)Ne(bi) 	 k, j =

1, 	 , K, where

{(bj)	 Sk (t + 13kjT — Tk ) Ti < t < Ti 4. 1
s k (t) =	 0

otherwise

{1 j <k
13 ki =	 0 otherwise,

and
T 	 9

E (b1) 	 3+1 	 / 4 1 	 m 	 03)/ j \ ] - j, K .c 	 = 	 skki, --1- pkii — Tk)dt = f [s k kt ) at, 	 k = 1, . . . ,
J rT	) 	 0

In all notations the superscript (1)j) denotes block j.

By introducing matrix P (bi ) , whose (m, l)th element, prn(bj/ ) , is defined as

	. In,	 f(bi) 0 	mp(bj,) 
— 	 S— 	1  fT (b.i) 1 t‘ (bi / t)k o )

i	clt	 m, 1 E (1, . . . , K ),
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the fractionally sampled matched filter output for the jt block in the ith bit interval

is 3

x(bj)= 	 f(bi) P (63) AC (6j ) 03) + n (63) ,	 j = 1, . . , K , 	 (3.6)

where

x (bj)	 (bi)	 (bi)
—

- 

[X 1 ,	 , • •	 X(6j) i T

=	 . . . , MO, bj4.1(i — 1),	 bK(i	 1)] T

A = diag[167, 	 , VaK ].

The additive noise vector for each block, 12, (bi ) = [ni b' ) , . , n (1/,'-j) jT, has the covariance

matrix Eln (b3 )n(bj )11 1 = Nok bi ) , where H denotes Hermitian transpose.

In the discrete-time channel formulation adopted here, the fading process is

piecewise-constant in each block of time [T.; ri+i ] so that C (bi ) , the matrix of the

channel fading coefficients in block j, is given as

c(bi) = diag[c ( " ) - • 	 c (P ) ]

diag[ci(t)I 	 - • • , (3.7)

After performing a decorrelating operation on /-1- synchronous users in the jth

block, the resulting multiuser interference-free vector is

z oo) 	 (p(b3)) -1 x
(
b3) = VE(b3)A c(bAb ( bi )	eb3)

	
= 1 , 	 ,K, 	 (3.8)

where

(bj) 	 r (bi) 	 _(bj)i TZ 	 LZ1 	 " • 	 'It• _I • (3.9)

and

[4bj)	 " ehbj)ir

(p(b.i)) - in(bi) 	 (3.10)

3We assumed that the channel variations have no effect on the matched filtering
operation.

4 The details of this nonuniform piece-wise approximation of channel gains over the
interval [0, T] are given in Section 4.3.
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represents the noise vector for all K users in the i th block, and has the covariance

matrix

Ei& ei ) H = N0(Po3)) -1 .

The decorrelating operation requires an inversion of K x K matrices and can

commence as soon as the vector x(b) ) at the corresponding time instant becomes

available.

3.3.1 Singularity Problem

Correlation matrix singularity may occur for any decorrelating type of multiuser

detectors. For the realization of the above decorrelator in the asynchronous system,

a portion of the signature waveforms for each user is taken to form the correlation

matrix in each block. If two consecutive relative delays are closer to each other,

the correlation matrix in such a block is more likely to be singular because of the

linearly dependence of the spreading sequences over that block. When the user

population in the system is not too high (e.g., 20 users for a processing gain of

128), one remedy to this problem is to discard those short blocks (out of total of

K blocks) whose correlation matrices are singular. The remaining blocks carrying

the same information will be sufficient for performing a proper detection because the

users' energy contained in the discarded short blocks is small, resulting in a very

small signal to noise ratio penalty.

As the number of active users in the system increases, relative delays become

closer to each other, and hence more correlation matrices in all the K blocks over one

hit interval are likely to become singular or ill-conditioned. In this case, the corre-

lation matrix singularity problem can be avoided by reducing the number of samples

per bit, resulting in an increased interval between any two consecutive sampling

points and hence a less likely linear dependence among the portion of spreading

sequences over each block. More importantly, the gain due to fractional sampling
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.§1b2-72,(t)
b )s	 (t)

P h block
g (,")(t)

gle6 	(I I t)

k j

(i — 1)T 	 (i — 1)T + 	 (i — 1)T + Tkj 	iT

Figure 3.2 Partition of users over one bit interval of user 1 into J blocks

can be maintained almost completely if we take as few as two to three samples per

bit. This will be demonstrated in later chapters by examples.

Fig. 3.2 shows the way of grouping the K users into J groups and obtaining

J samples over the i th bit interval of user 1. In order to obtain the J samples. we

partition the i th bit interval of user 1 into J blocks in which the initial time of the

i th block starts at the initial time of the (kj_ 1 )th user and ends at the initial time of

the (kj ) th user. Correspondingly, the j th block spans the time interval [(i 1)T -I-

Tkj _„ (i — 1)T +	 = 1,	 and we take samples at the end of each block

that correspond to time instants (i — 1)T + Tk,, j 	 1, 	 for the i th bit interval

of user 1.

	

Notice that in the above formulation, k o = 0, rk,„ = 0, A.-,	 K 1 and Tk, = T.

By letting k (bi ) = kj — kj_ i +1 represent the total number of users whose initial time

of the i th bit interval falls in the j th block, we can view the :P h block as an equivalent

Arj K k(bj) — 1 user synchronous system with the spreading sequences for each
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of them defined as

,,bj)(( 4.\
"'n k' 1

{

sn (t + OSibi) T — rn) n = 1, ... , K
8n-K 44,_,(t + i(Vj ) 7 — Tn—K-1-k i_1) n = K +1, ... , K + Obi)
0 	 otherwise,

for the interval of rk.,, < t < Tki . In the above equation 0g)j), j = 1, ... , J, n =

1, ... , K + Ic(bi) are defined as

(63)
{

0 n < ki — 1
1 otherwise.

The normalized spreading sequences for each equivalent user over each block can be

written as .§ibj)(t) = 41bi ) (t) 4bi) and the energy for each sequence, €S,bj), is defined as

	E( b3 ) =_- 	 [4,i)(t)1 2 dt, j = 1, ... J.
0

The correlation matrix for the i th block p (bj ) has dimension Ni x 	 Its

(n r , nc )th element, 24bi) c , can be calculated as

	(b si ) 	 IT .-§(bj) (t)s.(bi)( t)dt ,Pnr ,n c — 	 0 nr 	 nc k

where n r , n, E (1, 	 , Ni). Having the correlation matrices for each block P (bi ) , j

1, 	 J, all the rest of the derivation above applies except that here the matrix

dimension becomes Ni x Ni .

The complexity of this realization of the decorrelator is a little bit higher than

that of the relative delay spaced decorrelator, but it provides us with more flexibility

in terms of matrix invertibility, the number of samples per bit we want to take in

order to achieve the effective diversity, etc.

Limited simulations are performed on the correlation matrix singularity

problem of the proposed fractionally spaced decorrelator. The worst situation

for the singularity problem, albeit unrealistic, is when unfiltered (rectangular)

signature waveforms are assumed with relative delays chosen to be integer multiples
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of a chip. In this case, if a block spans IC chips, the rank of the cross-correlation

matrix for this block is always less than or equal to IC with a very high probability

of equality. For a more practical situation, we assume that the relative delays are

randomly distributed (according to the uniform distribution) over one bit interval

and each chip is shaped into the main lobe of a raised cosine pulse with a roll-off

factor of 1. Based on computer simulation under the above assumptions, the table

below shows the percentage of occurance when the correlation matrices resulting

from Gold sequences of length 31 are non-singular.

K = 6 K . 8 K . 10 K = 12
96.78% 90.53% 82.29% 75.4c7c

Given that there are K blocks over one bit interval, and each of them carries the same

information bit, the proposed detection scheme can still work as long as we have at

least one block with a non-singular correlation matrix. From the above simulation

results, we can conclude that the probability that all K correlation matrices are

singular simultaneously approaches zero for the user population up to K = 12 5

because the singular matrices come from the short blocks in the total K un-equal

length blocks, if we have a short block, there have to be other longer blocks to

compensate for it.

When the number of samples are reduced to two for the above simulation

conditions, it was never found through our limited simulation that we could not find

the sampling points which result in non-singular matrices over each block.

3.4 Fractionally-Spaced Decorrelator for Frequency Selective Fading
Channels

The fractionally-spaced decorrelator for the asynchronous multipath channel is imple-

mented using a bit-by-bit approach. Without loss of generality, we assume that

5We should point out that for a practical system, K = 12 is not a small number for a
processing gain of 31.
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P h block
g (jo b,)) ( t)

.§1bz ) (t)

L fingers of user 1

gin ,(t)	 •

(bj)
t ) . ( t)

L fingers of user

albli) ( t)

L fingers of user k,

•acK1)(t)

.0;;.)2(t)

(i — 1)T (i — 1)T +	 (i — 1)T + rk, L fingers of user K iT

Figure 3.3 Partition of the i th bit interval of user 1 into J blocks

O = r1 < T2 < • • • < 73 < 7K+ , = T, and focus on the detection of the i th bit of

the desired user (assumed to be user 1) that we, as shown in Fig. 3.3, position in

the time interval [(i — 1)T, iT] (To simplify notations, the time index will be omitted

whenever possible).

We want to obtain J samples over the i th bit interval for user 1. In order

to achieve the fractional sampling and perform multiuser detection in a multiuser

multipath environment, we partition the i th bit interval of user 1 into J blocks as

shown in Fig. 3.3 in which the initial time of the j th block starts at the initial time

of the (k3 _ 1 ) th user and ends at the initial time of the (k i )t h user. Correspondingly,
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the j th block spans time interval [(i — 1)T + rk,_„ (i — 1)T +	 j = 1.	 , J

and we take samples at the end of each block that corresponds to time instant

(i 	 1)T + Tk, , j = 1,	 , J for the i th bit interval of user 1.

Notice that in the above formulation, ko = 0, rko = 0, k, = K 1 and 7-k , = T.

Let k (bj ) = kj — kj_ i + 1 represent total number of users whose initial time of the

i th hit interval falls in the j th block, we can view the j ih block as an equivalent

Ni = (K + k (bi ) )L — 1 user synchronous system with the spreading sequences for

each defined as 6

S n(b1 ) ( t) =
s n (t /3 bi ) T — Tn — (I — 1)Tc)

(t +	 -
3-1

0

12 = 1, . . K
—(1— 1)Tc) n = K 1,	 K +Obi)

otherwise

for the period ofTk3 _ 1 < t < 77,3 and / = 1, ..., L. In the above equation ,3()i ) , j =

1,	 , J and, n = 1,	 , K k(bi) are defined as

/3(bi) —
n

{

0 n < ki — 1
1 otherwise.

Also notice that in the definition of s r,(bii) (t), j = 1,	 J, when n = K +1,

1 takes values from (2, ...L) because for n = K +1, 1 = 1, sn(bii) (t)	 0, thus

giving a total Ni = (K + k(bj))L — 1 equivalent users for block j. The normalized

spreading sequences for each equivalent user over each block can be written as

= s n(b/j ) (t)/En(bil) and the energy for each sequence f (7,b/i) is defined as

e	 j L
(b/ ) =	 [Snnt)i2 dt, j = 1, ... J.

Again, in all notations the superscript (bi ) denotes block j.

The channel fading process cki(t) is assumed to be constant over one block

interval but is allowed to change from one block to another according to its spaced-

time correlation function. It will be assumed that the time variations of the channel

6Because s (bil) (t),and pm;,,) , j = 1,	 , J are bit index invariant, for simplicity i = 1 will
be chosen in their definitions below.
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coefficient cki (t) are such to render the piecewise constant over each block discrete

time model approximation valid 7 .

The correlation matrix P (b .)) has dimension NJ x	 and its (n,,, n c ) th element,

piCbri?nc , can be calculated as

.	 (bj )
10 8

Tn(1);11)1 (t).tin12 tPnr,nc
(bj)	 T

n r = (n i — 1)L + 11,

n, = (n 2 — 1)L +

where n i , n 2 E 	 11,12 E (1,...,L) and j = 1. . , L

Having P (bi ) for each block, decorrelation can be performed on the equivalent

Ni synchronous users for each block to get the MAI-, path cross-correlation

interference- and ISI-free signals for all equivalent users. with the adjusted background

noise due to the decorrelation. For user 1, L fingers in each block corresponding to

the same information bit are available. Define the decorrelated output in each block

for user 1 as

z(b1)(i) = 	 z(1 :2)(01T

*ITz(bJ ) ( i) = 	 [4 1" ( i ) , .. • 
_ ( i) ( 1).1 •

The decorrelated signal for user 1 over the J blocks in the ith bit interval can be

written in vector form as   

z (i) = bi ( i) \firieC( i ) 	 (3.11)     

where       

= diag[Vf(bi)	
(b1) 	 (6/)

11 	 • • • 7 VE1L	 • 	 Vfll	 • • • I VEIL

'Compared with the symbol interval spaced discrete time realization of the time-varying
channel this one is more accurate because a block interval is shorter than the bit interval.
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61) (i)	 e(bJ) (01 ,diag[E (	(3.12)

,c(ib2)(i),
cli (/).. • , c (i bi.j/ (01 T

[c (bi) (i)T , 	c(bi)(07 (3.13)

[
&I	 (i),• • ,e (bi) (i)	 (b•• • • enj) (I), • - , &,(. bi,j) (01 T

[(b1)( 07' , 	.( 1)..7)( 07 . (3.14)

In equation (3.13),

(bj) = C11(t)It=(i-1)T-Frk

The statistics of the channel vector C(i) can be obtained from the spaced-time corre-

lation of cki (t). The covariance matrix of C(i) has a special form for our piecewise

constant over each block, discrete time channel. It is convenient to define

P.irn = 4) 1 1( Irk, +1 — Tk„, +1 ) 14) 11( 0) ,

then we can calculate

E[C (bi) (i)C (bm) (0 11] = gim/LxL,	 (3.15)

correspondingly, R, can be obtained as

R, 	 =	 E [C (i)C (i) 111 ,
ILxL g12ILxL • • • eiJILxL

012ILxL I LxL • • • e2JILxL

21 .1	 x L g2J IL x L. • ILxL _
(3.16)

Partitioning (P (bi )) , the inverse of the Nj x Nj cross-correlation matrix in

each block, into four reduced size matrices as

(p(b.i))
(10(b3)

-I 01) LxL
p(bi)

1,21

p(bi)
1,12

pi(k))
1,22

(3.17)

the statistics of the noise vector ei ) (i) can be calculated as

E [e bi ) Wei ) (01 = Arol)(g b i) ,

	 (3.18)
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where e bj) (i) and (bm ) (i) are uncorrelated with each other for j	 m. Corre-

spondingly, the JL x JL covariance matrix of	 defined in (3.14) can be written

as

= E(i)H] = N0 diag [p 	 p 	 (3.19)

Observe that in this decorrelator structure and the desired user's signal formu-

lation in (3.11), we discarded 1 — 1 chips of energy for the p h finger of user 1 in the

first block over each bit interval. This discarded energy is minimal especially for

small delay spread channels.

3.5 Conclusions

We proposed fractionally-spaced decorrelator for the time-varying frequency nonse-

lective and frequency selective Rayleigh fading asynchronous CDMA channels. The

proposed decorrelators are of lower complexity and have the processing latency of

one bit interval; both features being achieved through fractional sampling. The

matrix singularity problem is addressed and solutions to the problem are suggested.

Such a realization of the decorrelator for the frequency nonselective Rayleigh fading

channel in a K-user CDMA environment needs the inversion of K x K matrices

only. The realization of the decorrelator for the frequency selective fading channel

has the ability to eliminate MAI, ISI, and the non-zero path cross-correlation effect

simultaneously. Additionally, as will be shown in the chapters hereafter, it provides

the basis to achieve an effective diversity in the time-varying fading environment for

a significant performance improvement.



CHAPTER 4

DIFFERENTIALLY COHERENT DETECTION FOR
TIME-VARYING FREQUENCY NONSELECTIVE RAYLEIGH

FADING CHANNELS

4.1 Introduction

A decorrelator used in conjunction with the differentially coherent phase shift keying

(DPSK) modulation does not require channel estimates and seems to be an attractive

choice for the multiuser time-varying fading environment. The effect of fading

dynamics on such a receiver was given in [87]. It was shown that the error floor

for a differentially coherent decorrelating detector is the same as in the case of a

single-user channel. As fading rapidity increases, this error floor worsens. So the

receiver in a mobile multiple access communications system suffers from both MAI

and the effect of channel variation associated with the movement of the vehicle.

Following the mathematical formulation of the proposed fractionally-spaced

decorrelator in Section 3.3, we will develop the differentially coherent multiuser

detection scheme for the time-varying frequency nonselective Rayleigh fading CDMA

channel. Multiple samples at the decorrelator output over each bit of the desired

user are available, thus allowing for a maximum likelihood (ML) detection on the

vector of multiple samples per bit over two consecutive bit intervals to be applied.

As a result, we achieve a significant reduction in the error floor in comparison to

the decorrelating detector used with conventional single sample per bit differentially

coherent detection. In addition to the usual requirement for timing and signature

sequences of the users, the proposed detector needs only the statistical description

of the fading channel, and not the actual realizations of the fading process.

The chapter is organized as follows. The ML detection procedure, derivation

of the decision variable and analytical error probability of the multiuser detector are

presented in Section 4.2. Numerical examples and their interpretations are provided

in Section 4.3.
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Figure 4.1 The fractionally-spaced DPSK multiuser detector

4.2 Detector Structure

The proposed multiuser detector has a bank of K matched filters as its front

end, with each filter matched to the user's signature sequence sk(t). It will be

assumed that the time variations of the channel coefficient ek (t) are such to render the

piecewise constant discrete time model approximation valid. The detection structure

is shown in Fig. 4.1. Its front end includes the decorrelator proposed in Section 3.3

and the detection procedure is described in the following subsection.

4.2.1 Detection Procedure

The 2K-sample snapshot of decorrelated outputs in (3.8) over two adjacent symbol

intervals (i — 1) and i, which will be used to detect the i th information bit of the

desired user', can be written in a 2K x 1 vector as

[7160(i — 1), .„ „, 	
— 

1), T1) (i), 	...(bK)/ NiT

= [y(i - 1 ) T 7 Y(i)7

(4.1)

'The decorrelated outputs can be obtained for all K users, but performance analysis of
user 1, without loss of generality, will only be considered.
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where

• diag[bi(i	 — 1), bi(i),..•,b1(1)]

• diag[13 i(i — 1 ), B (01=

• diagN/f(b 1 ),..., VebK), VE( bK )1

• diag[Ei (i), 6'1 (0],

[ c (16.1)	 c(ibK) 	 c(ibl) ( i ) 	 ) ( 01T

[c	 i)T C1(i)T]T ,

[db1) 	 ,	 K )	 1) , dbl.) ( i) 	K ) ( i)]T

= [C ( i — 1 ) T , • i( i) T 1 T •

Once y, the multiuser interference-free signal over a two-symbol period, is

obtained, the detection approach of [7] can be applied. The 2K x 2K covariance

matrix of y is

Ry = E{t/VI }

= Fri:RFC{-1 --- 1-1 - 1 -CHi B}

a 1 .13 1 E1 Rci ElH 	+ R6 , (4.2)

where

R„ = E{CiCirl }

is the covariance matrix of the fading process at the decorrelator output, and

= E{CC.1 } = NoFi

is the additive noise covariance matrix at the decorrelator output. In the above

equation,

(01
F1 	 = diag[Fi

( 191) , ..., Fi
bK)

 L 

ri(b1) 
= • • • = "- 

p
1
b 

.1

B 1

El

C1

= diag[F i (i)T , F i (i) .2")	 (4.3)



A(y) 	
P(YiHi) 
P(010)

1 	e-YHR;loy
7,21■"

1 	-YH R;(1 -1)Y '
,r2KIR, ( _ 1 1

(4.5)
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accounts for the noise enhancement in 2K blocks over symbols (i — 1) and i due to

decorrelation, and F (bi) (P (bj ) ) 1 	1,	 , K is the= 	 1,1	 (1, 1) 3 i element of the

matrix (P (bj ) ) -1 .

Because we assumed that the fading process is wide-sense stationary and

normalized, R„ is Hermitian and positive semi-definite with diagonal elements

equal to one.

The decorrelator output vector z 1 being the sum of . two independent complex

Gaussian random vectors (due to the Rayleigh type of fading), has a 2K-variate

complex Gaussian distribution [3], [7]

P(Y) =  	 (4.4)

	

7-2K1

	 e-yHR; 1 y
lity

where IRy I is the determinant of Ry. .

Let hypothesis "H1 " correspond to transmitting the information bit 1, i.e., pairs

of differentially encoded symbols (-1, —1) or (1, 1) over two consecutive symbol

intervals, and let hypothesis "Ho" correspond to transmitting the information bit

—1. The likelihood ratio can be written as

where Ry ( 1) and Ry( _ 1) are the covariance matrices of y corresponding to transmitted

information bits 1 and —1, respectively. These covariance matrices can be written

as

Ry(i) Rci 4- R1 = R

Ry(-1) (EiRci + Rfi, ) e)[
In equation (4.7), 1 is aKxK square matrix with all elements equal to 1, and (8)

stands for the Hadamard product, giving element by element multiplication. The

maximum a posteriori (MAP) decision rule can be formulated as

n(y) 
H>1 Pr(H0 )

HD Pr(Hi) .

—1
1

(4.6)

(4.7)

(4.8)
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Assuming equally likely information bits, the determinant of R. doesn't depend on

the sign of the transmitted bit. By taking the logarithm of both sides of (4.8), the

decision statistics for the i th information hit can be expressed as

A i = e(R;(1 1) — RyR n )y = y'Qy. 	 (4.9)

The decision rule is thus

> 0 decide "1"
A l	 < 0 decide — 1".

4.2.2 Error Performance Analysis

A transformation, as done in [56] and [7], can be performed on the quadratic form of

the decision variable in (4.9). The details of the derivation are shown in the Appendix

A, where the decision variable in (A.1) is reduced to a diagonal Hermitian form with

independent variates. Specifically, there exists a linear transformation w TS,

such that

A, 	 di (i)terw, 	 (4.10)

where di (i) is the i th information bit of user 1 before differential encoding, i.e.,

d i (i) = — 1), and w [w 1 tv,,]T is a complex Gaussian random vector

with unit variance and independent elements, i.e., E{wwH} = I, with I being the

unit matrix, and

= diaghq, 	 72R1,

where ryu , k = 1, . . . , 2K are the eigenvalues of the 2K x 2K matrix RQ. Without

loss of generality, we assume di (i) = 1 when performing error performance analysis

of the detector. The characteristic function of the quadratic form in (4.10) for this

case is
1 	 2K 	 1 	 2K 	 ou

oAciu' ) = det(I — jwr) H 
1 — icsi7u 

=E 1 — icoN
(4.11)
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where 0„ are the coefficients of the partial fraction expansion of AUL.,)), i.e.,

2K

Ou
—

v9du

In the case of distinct nonzero eigenvalues (which occurs in situations of practical

interest), the probability of error of this quadratic form is given by [3] [92]

2K

Pe = P{A i < 0} EE 11  'u
,Yu <0 	 ,t,<0 v=i. 	—v = u

(4.12)

4.3 Numerical Examples and Discussion

As mentioned in Section 3.3, the piece-wise constant representation of the fading

process in each block of time exhibits nonuniformity along the time axis. For conve-

nience, in our numerical examples the blocks of time were chosen as integer multiples

of the chip period T.

In all our simulations, the channel fading process is generated in a discrete-time

form according to the specific spaced-time correlation function. It is well known that

the first-order Markov type of fading process can be generated in a recursive way as

ck((n 1)Tc) = ck(nTc ) x( Tc ),

where the correlation parameter of in the above recursion was modified as ol = gic• ,

and x(n7-1) is a zero-mean complex Gaussian random variable with the variance

1 — g1 2 . The elements of the vector of channel coefficients C 1 in (4.1) are the values

at the time instants corresponding to the users' relative delays.

The channel fading process whose spaced-time correlation is modeled by Jakes'

model in (3.5) is generated the same way as described in [24]. The fading process is

Co 
   [V,(t)	 jX8 (t)1,c(t) V2S0 + 1

where

so
X,(t) = 2 E [cos(or)cos(w,,t)] + 2cos(0,)cos(comt),
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so
X,(t) = 2 E [sin(¢,i )cos(wn t)1+ Nfisin(O N )cos(wm t).

rt=1

In the above equations, So is the total number of sinusoids 2 , and

Wm = 27rfd ,

wn 	wmcos(27rn I S).

The relationship between S and So is S 2(280 + 1), and we use So = 16 sinusoids

for our simulation. Other values of parameters we used are Os = 0, 	 = rn/(So

1) and Co = 1 to satisfy the normalized channel fading process assumption. The

corresponding statistics of X,(t), Xs (t) and c(t) are

EfXRt)} = So ,

E{X,(t)} = S0 +1,

Efic(t)1 2 } = Co =

The elements of the vector of channel coefficients C 1 in (4.1) for Jakes' model are

the values at the time instants corresponding to the users' relative delays.

A three-user scenario with signature waveforms chosen from Gold sequences of

length 31 assigned to each of them was considered. In the examples presented

the relative delays were set at 7- 1 = 0, 7-2 = 31 T , and 7-3 = siT , resulting

in the following value of the corresponding noise enhancement matrix in (4.3):

F 1 = diag[1.5 1.0345 1.1852 1.5 1.0345 1.1852]. With the previous assumption of

E{Jcid 2 } = 1, the signal to noise ratio for user 1 was defined as SNR 1 = a 1 /No .

The error performance of the proposed detector is compared to that of the

conventional DPSK receiver in a single-user environment that utilizes one sample

per symbol. Fig. 4.2 provides the performance comparison for the channel modeled

by the first-order Markov process. The fading rates fdT = 0.04 and fdT = 0.08

2 Jakes suggests that So = 8 sinusoids will give a pretty good approximation.
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in (3.4) were chosen, and for both fading rates the proposed detector demonstrates

clear superiority by significantly lowering the error floor. In Fig. 4.3 the „lakes model

with fdT = 0.08 and fd T = 0.16 in (3.5) was employed for the same SNR range

used with the previous model, but the error floor did not appear. In both fading

channel models the theoretical curves were, as much as it was feasible, confirmed by

simulation.

To assess the reasons for the performance improvement of the proposed

detector, (4.10) is rewritten as

2K 	 2K
= di (i) E 7„lw,,12 = di(i)E 7uau•

u=i	 u=i
(4.13)

Because w is a complex Gaussian random vector with independent elements wk,

a k , k = 1, . , 2K, are i.i.d. random variables with a chi-square distribution. The

form of equation (4.12) bears similarity to the analysis of a single user diversity

reception in nonselective Rayleigh fading (Ch. 11 in [56]). In the proposed scheme

the decision process involves 2K random variables, each corresponding to the same

information bit, albeit with a lowered SNR in each block. For a fading process

with g < 1 (i.e., one that is not completely correlated), the receiver's structure may

be considered as one that explores a form of time diversity. One can also invoke

the explanation for the performance improvement given in [7] wherein the receiver,

by applying the maximum likelihood principle on the fractionally sampled data,

effectively increases the correlation in the fading process, resulting in the lowered

error floor.

With the proposed detector, fractionally sampled matched filter outputs of the

received multiuser signal are utilized for a dual benefit. Besides providing the basis

for ML detection to lower the error floor, fractional sampling also provides the means

for realizing a lower complexity bit-by-bit decorrelator, which requires inversion of

K x K matrices only. The number of samples per symbol is implied by the number
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of users for our analysis performed before, however, it could be a design parameter

in principle as was discussed in Section 3.3.

It was observed that the variation of the distribution of the users' relative delays

does not appear to affect the performance when the Jakes model is used, while much

greater sensitivity resulted with the first-order Markov model.

In the example in Fig. 4.3 the proposed detector did not exhibit the error

floor within the specified range of SNR values. 3 In order to provide an intuitive

and yet quantitative explanation of the displayed behavior, we analyze the nonzero

eigenvalues of matrix RQ, which depend, among other parameters, on the fading

rate. It can be observed from (4.13) that if information bit +1 is transmitted, a

decision error is made if the sum of the negative eigenvalues exceeds the sum of the

positive ones. For the fading rates of interest, numerical examples suggest that there

is a dominant positive eigenvalue for both fading models, and a dominant negative

(in absolute value) eigenvalue for the first-order Markov model. Plots of the ratio

of the absolute values of the largest positive and negative eigenvalues vs. the SNR

are shown in Figs. 4.4 and 4.6 for the same fading rates used in our numerical

examples. The SNR value at which the eigenvalue ratio flattens out can serve as a

rough estimate of the SNR at which the probability of error curve does the same, i.e.,

where the error floor is exhibited. Figs. 4.5 and 4.7 show the corresponding analytical

error performance curves for both models, over a wide range of SNR values. The

respective error floors for both fading rates appear at approximately 30 dB and 35

dB for the first order Markov model and at approximately 110 dB and 140 dB for

Jakes' model, as suggested by Figs. 4.4 and 4.6.

3A higher value of fdT, which would certainly cause the error floor to appear at more
"reasonable" SNR values, would preclude obtaining matched filter outputs in the form
given in (3.6).
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Figure 4.2 Analytical and simulated (* * *) error performance with first-order
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CHAPTER 5

COHERENT DETECTION FOR TIME-VARYING FREQUENCY
NONSELECTIVE RAYLEIGH FADING CHANNELS

5.1 Introduction

It is well known that DPSK is not as power efficient as BPSK, but it provides a

simple and robust detector because no carrier recovery is necessary. Error floor is

a shortcoming of DPSK for the conventional differential detection, but from the

analysis and the examples given in Chapter 4, we demonstrated that a carefully

designed DPSK receiver can have significantly lowered error floor even when the

channel exhibits fairly fast fading. It is our belief that if a good carrier recovery

algorithm is available, a fractionally spaced coherent multiuser detection will give

a better performance than the fractionally spaced differentially coherent multiuser

detection proposed in the Chapter 4.

In this chapter, we propose and analyze a coherent multiuser detector for

an asynchronous CDIVIA single-path time-varying Rayleigh fading channel. The

fractionally spaced decorrelator is realized the same way as presented in Section 3.3.

Effective diversity implicit in a time-varying fading channel is achieved by applying

a maximum ratio combining (MRC) rule on the decorrelated signal vector of the

desired user. A decision feedback MAP channel estimation method is proposed

for this detector structure for coherent detection. In contrast to the Kalman filter

which can be implemented as the optimal decision feedback MMSE channel estimator

for fading processes of the Markovian type only, this MAP channel estimator is

universally applicable for Rayleigh fading channels with an arbitrary spaced-time

correlation function model.

This chapter is organized as follows. By employing the decorrelator structure

described in Section 3.3, the coherent detection procedure with perfect channel

estimates and its error performance analysis are presented in Section 5.2. In Section
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Figure 5.1 The coherent multiuser detector with perfect channel estimates

5.3.1, we derive a single-stage and a two-stage decision feedback MAP channel

estimator. Then in Section 5.4, coherent detection with the adaptive channel

estimates is given, and analytical error performance for this detector structure with

adaptive channel estimates is also given. In Section 5.5, numerical examples are

presented for coherent detection with both perfect channel estimates and adaptive

channel estimates. In order to compare the performance of the differentially coherent

detector proposed in the previous chapter and the coherent detector with differential

encoding utilizing adaptive channel estimates, numerical results for both schemes

are presented in this Section.

5.2 Coherent Detection with Perfect Channel Estimates

The received baseband equivalent signal r(t) for the K-user asynchronous CDMA

Rayleigh fading channel is the same as in (3.1). The whole detection procedure

of the coherent detector with perfect channel estimates is shown in 5.1, and its

mathematical formulation is given as following.
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Following the bit-by-bit fractionally sampled decorrelator structure proposed

in Section 3.3 and the decorrelated output in each block in (3.8), the K-sample

snapshot of decorrelated outputs for the desired user over the i th bit interval can

then be written in vector form as

zl 	 [4 6 1) (i), 	 , z (ibK ) (i)P" = 	 + 	 (5.1)

where       

	4-1 
= [Ve (bi) , 	N/6(bK)]

	= [c (ibi ) ( i), 	cibK)( i) iT

=

The covariance matrix of C is

= Efcci l = N0F 1 , 	 (5.2)

where matrix F 1 accounts for noise enhancement in each block over one bit interval

of user 1, and can be obtained as

F1 = diag[el) •• F 6K 1

= diagRp(b1.)-1 	 (p(b1,) )(-1.0], 	 (5.3)

in which (P (bi ) ) 61 11) , j = 1,	 , K stands for the (1, 1)s i element of (P (ba ) ) -1 , the

inverse code correlation matrix for the j th block derived in Section 3.3. Each element

of F 1 is always finite and greater than 1 if P (bi ) , j = 1, , K are not singular, so

F 1-1/2 can be used to normalize the noise vector C. Define

y = F 1-112z i

N/ci1 F 11 112EI C 1 b1 F 1 112 1

= Agriw bi C , 	 (5.4)
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	where w 	 F 1 1/2ei C i stands for the equivalent 	 channel vector which is obtained

from the actual channel vector C 1 , adjusted by energy in each block and noise

enhancement due to decorrelation over one bit interval. It is easy to show that

	

E{CC H } = N0I,	 (5.5)

where I is the K x K identity matrix, indicating that the noise components in (5.4)

are mutually independent. Assuming the availability of the channel vector w (or

C 1 ), the detection can be done by using the maximum ratio combining (MRC) on

the elements of y [56] [54]. The decision variable can thus be written as

	Ai = R{w Hy}. 	 (5.6)

Error performance analysis for this detector is similar to that of the quadratic

receivers [3]. Introducing a 2K x 1 vector

v= [ 
the decision variable in (5.6) can be reformulated as

H

= w 	 o 0.51  [ w
I 0.51 	 o

= eQv, (5.7)

where o is a K x K matrix with all elements equal to zero. The 2K x 2K covariance

matrix of v can be obtained as

V = E{ve}

= E wy ] [wHyl}

E { tie
Yw H YYH

and the 2K x 2K matrix VQ can be calculated as

VQ = 0.5E wyH{ H 	 H
YY Yw

= 0.5 [ Nic-riRw	 Hu,
a + No/

(.5.8)
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In the above equation H„, can be obtained from the channel covariance matrix XI

the energy in each block El , and the noise enhancement matrix F 1 , as

Fi.. 1/2 6.1Rci t.:1F -1- 1/ 2 .

The probability of error of the quadratic decision variable in (5.7) is the one given

in [3]
2K

Pe . P{A i < 0} = E
17 <0 m. I

m4

in which -y i ,	 , 72K are the eigenvalues of the matrix VQ.

The error performance in (5.9) is the ultimate performance lower bound of

this fractionally spaced coherent multiuser detector assuming the availability of the

channel vector w(i). In practice, however, w(i) has to be estimated before detection

of bi (i). We therefore propose a coherent detector and analyze its performance

assuming that we have no other methods, like pilot tone or pilot symbol, to assist in

channel estimation, so we have to use decision feedback to provide channel estimates.

5.3 DF MAP Estimator for Statistically Known Channels

In this section we derive a fractionally sampled decision feedback MAP channel

estimator in a single user transmission scenario. This estimator, however, can be

applied to our coherent multiuser detector directly because the decorrelator outputs

for the desired user is the same as a single user transmission except for the enhanced

noise due to decorrelation. A single-stage DF MAP channel estimator is proposed

first, then a two-stage channel estimator is derived for better channel estimation.

although we will use the single-stage channel estimates for coherent detection.

—

	 (5.9)
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5.3.1 Single-Stage Estimator

The received baseband equivalent complex signal r(t) in a single path Rayleigh fading

channel is expressed as

r(t) =
	

/b(i)s(t — iT )c(t)	 (t),	 (5.10)

where a, b(i) E 	 s(t), and (t) denote bit energy, the information bit,

waveform of duration T with energy normalized to unity, and an additive, zero-

mean, complex white Gaussian noise with the one-sided power spectral density No,

respectively. The fading channel process c(t) is modeled as a normalized, zero-mean

complex-valued wide-sense stationary Gaussian process with a known spaced-time

correlation function. We obtain K samples at the matched filter output at time

instants (i — 1)T + r1 , (i — 1)T + TK over the i th bit interval 1 . A K-sample

snapshot of the received signal over the i th bit interval can be written in a vector

form as

y(i) = [r (1) (i), 	r(1,-)(i)]T

	= /EC(i)b(i) + (i),	 (5.11)

where

E = diagN✓E( 1 ),	 , v/e(k)]

C(i) = [c(1)(i),	 cc/0(0F

= [c(t) i t=(i-1)T-Fr1,
	 c(t)I t .= 	 T

= [e l) (i), *(1C) (i )1T   

1 The time instants are not necessarily to be uniformly distributed over the i th bit
interval, but it is required that 0 < r 1 < < -ris; = T. Also notice the difference of
the definition of ri here and that in the multiuser asynchronous communication scenario
which for the latter represents the relative delays of each user with 7 -1 = 0 assumed.
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represent signal energy matrix, channel vector and noise vector for each sample,

respectively. In (5.11) we adopted a discrete-time fading channel formulation, specif-

ically, the channel is assumed to be constant during one sample interval, but allowed

to change from one sample to another.

The actual realization of this oversampling scheme can be achieved by an

integrate-and-dump operation. Mathematically, it can be realized the same way as

described in Section 3.3 for the fractionally-spaced decorrelator output by defining

	

s(j)(t)	
s(t) rj_ i < t < Tj
0	 otherwise

	e(i)	 rj S 2 (t)di = 	 [s (3) (t)1 2 dt,
JT - 1 Ja

	(t)	 s(i) (t) -\/ c(i)

Let w(i) = EC(i), which represents the equivalent channel vector obtained

from the actual channel vector C(i), and adjusted by energy contained in each

sample. Then (5.11) can be re-written as

y(i) = 	 + t(i). 	 (5.12)

The covariance matrix of 	 is

= E ICi)(i) 11 } = No r, 	 (5.13 )

where I is a K x K identity matrix. Define the MK x 1 vector

= 	 y(i - NI +1) 7'
	 _ )2. '7' , 	 (5.14)

where -y(i — m) = y(i	 —	 rn = 1,	 , M, and	 — rn) is the decision

	

on the information bit b(i 	 m). yi_, stands for the received signal vector over

(i — iv:0 th to ( i nth bit intervals with the information bit removed 2 . Also, define

2 Because the information bit removal is achieved by using the corresponding bit decision,
if a decision error happens, the removed information bit is not correct. However, for a
reliable communication, the bit error rate is usually very small, making the decision error
effect very small.



the (M +1)K x 1 vector

= [YTS , w(i)T]T ,

whose covariance matrix can be written as

[Ry = El yy li 1 = Ry11 Ry12
Ry21 RY22 I '
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(5.15)

(5.16)

where

Ryn =

Ry12 =

Ry21 =

Ry22 =

(MR x MK) 	 (5.1

w(i)H}, 	 (MK x K) 	 (5.18)

E{ 10 (i) 	 (K x MK) 	 (5.19)

E{w(i) w(i) 11 1. 	 (K x K) 	 (5.20)

The covariance matrices (5.17) - (5.19) depend not only on the channel spaced-time

correlation function, but also on the previous bit decisions. An error on the previous

bit decisions could happen with a certain probability and hence these matrices need

to be calculated by combining both the channel statistics and probability of error.

From the practical point of view, for a reliable communication the decision error is

usually small enough, so these matrices can be calculated by using channel correlation

information only, that is, previous bit decisions can be assumed as being correct

for computing Ryn, Ry12 and Ry21, although the matrices depend on yi_, which

is data decision dependent. Given this approximation, the matrices are assumed

decision independent and can be calculated a priori.

The MAP channel estimates of w(i) can be obtained by maximizing p{w(i)1Y i _ i },

i.e.

max p{w(i)1Yi_ 1 }•wo) 	 (5.21)

The whole procedure is illustrated in Fig. 5.2.

In (5.15), since both yi_, and w(i) are complex Gaussian random vectors, so

is Y. The conditional probability density function in equation (5.21) can be written
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8(i - 1) • • •	 3( i - M ) 	 7.()

yi-1

y(i 
- 1) y(i M )

Optimal combining of yi_i : Ry21 Ryi iYi-1 (i)

Figure 5.2 The single-stage DF MAP channel estimator

as

w(i)}
P{w(i)1M-11 pf

1 	 p-yHR;ly

(5.22)
ir(m+011.1:41 -

1

7"1Ryill

By using the partitioned matrix inversion from [36], Ry-1 can be expressed as

--1
R -1y Ryii 	 Ryi2 Ryi=- [ Ryin 	 n (5.23)

where

1 tY2 1 	 Ry22 Ryin Ry222

Ryiii 	 (Ryii	 Ryi2Ry212Ry2i )- 1 , (5•24)

Ryi22 	 (Ry22 - Ry2iRyl1RY12)-1, (5.25)

Ryil2 	 =	 —1/yi11Ry12Ry-212, (5.26)

Ryin 	 =	 —Ryi22RY21Ry11. (5.27)

Maximizing the conditional probability density function in (5.22) is equivalent to

minimizing the following quadratic function

I = YHRVY - 	 (5 .28 )
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The derivative of 1 with respect to w(i) gives

113(i) =	 R y i2 yi_ i

= Ry2iRyliYi-11	 (5.29)

where, as mentioned before, id(i) denotes the estimate of w(i). This single-stage

channel estimate depends on Yi _ 1 which is decision dependent, so any erroneous

previous bit decisions will affect the incoming channel vector estimation and hence

the incoming bit decision. This is of course a common characteristic of a decision

feedback channel estimator of any type, including the Kalman filter implementation

as a decision feedback MMSE channel estimator for the Markovian type of channels.

Therefore, the proposed DF MAP channel estimator also suffers from the same

problem.

In order to observe the properties of this channel estimator, we calculate the

following statistics

Efie (i)iv( i ) 11) = Ry21Ry11 RY12,
	 (5.30)

Efiv-(i)w(i) 11 ), 	 RY21R3211RY121
	 (5.31)

Efw(i)fe(i) 11) = Ry21 Ry1 1 RY12.
	 (5.32)

Observe that Et-1,-6(0/13(O H } = EfitT(i)w(i)H1 Efw(i)i -e(i) 11 ) which is interesting

because except for the matrix form here, it resembles the orthogonality properties

of the conventional MMSE channel estimator [18]. Let us refer to the equations

(5.30)-(5.32) as the generalized orthogonality properties of the single-stage DF MAP

channel estimator.

5.3.2 Two-Stage Estimator

The decision feedback channel estimator derived in Section 5.3.1 does not make full

utilization of the available information in performing estimation of the equivalent

channel vector w(i) since only the received signals and the bit decisions during the
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previous bit intervals are used. Upon receiving y(i), more accurate channel estimates

can be obtained if y(i) is used properly. Define

-0) = v (i)b(i), 	 (5.33)

where b(i) is the tentative bit decision on b(i), and can usually be obtained by

using the first stage channel estimates. Correspondingly, we want to maximize

pf w (i) yi_ , ;#(01 with respect to w(i), i.e.

max p{w(i)1Yi-i,wo) 	 (5.34)

The conditional probability density function in (5.34), as shown in Appendix B, can

be written as

pl Yi-i, tv(i )Ip5 (i), w(i)} 
	p lw( i)1Yi-i, 	 = 	

ii(i)}p{tv(i)}

The schematics of this two-stage channel estimator is shown in Fig. 5.3.

Let

Z 	 tv( i ) T1 T ,

with its covariance matrix expressed as

	Rz.	 RZ11 RZ12

RZ21 Rz22

where

= Ef0) ' ( i ) 11 }1

Rz12	 E10) W ( i ) 11 } ,

RZ21 =	 'Y(i)11},

Rz22 = E {w(i) w(i) II }.

(5.35)

(5.36)

(5.37)

(5.38)

(5.39)

(5.40)

(5.41)

Similar to the definitions of Ryn, Ry12 and Ryn in the previous section, Rz12 and

Rz21 in (5.39) and (5.40) are tentative decision b(i) dependent, but these matrices
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Figure 5.3 The two-stage DF MAP channel estimator
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can be approximated by using the channel statistics only. This is justified as follows:

let Pe be the probability of error for the tentative decision, i.e., Pe = Pr NO b(i)) ,

so we have 3

RZ12 = vrc-iE {6(i)b(i)} E fw(i)w W I }

= (1 — 215e )jtR,, •

If Pe is small enough so that (1 — 2Pe ) ---) 1 (which is true for a reliable communi-

cation), R212 and R221 can be approximated by using the statistics of the channel

only.

Notice that R222 in (5.41) and Ry22 in (5.20) are the same: they are equal to

the covariance matrix of the equivalent channel vector w(i) over one bit interval, i.e.

RY22 = R222 = R,, = E fw (i)w(i) H }

Using the partitioned matrix inversion lemma, R 1 can be obtained as

R21 --
Rzli R212 „al R2i12 (5.42)
R221 Rz22 R2i21	 R2i22

where

Rzin = (Rzii — R212R2-122R221) -1 , (5.43)

R2i22	 = (R222	 R221it211R212) -1 1 (5.44)

R2i12	 = -R2i11R212R2122, (5.45)

R2i21 -R2i22R221R2111* (5.46)

As shown in Appendix C, some mathematical operations on equation (5.35) results

in the following two-stage channel estimates

= (R,7, 1 — RYi22 RZi22) (RYi21YI-1 R2i21ii(0) •	 (5.47)

3 Although is, depends on w(i), the estimates of w(i), Pe is independent of w(i) itself.
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Comparing equation (5.29), the single-stage channel estimates and equation (5.47),

the two-stage channel estimates, we find that the two-stage estimator uses more

information, like and tries to combine both and (i) in an optimal way

to yield the channel estimates, while the single-stage estimator combines Yi_ i only.

From the data detection point of view, using the two-stage channel estimates in (5.47)

and using the single-stage channel estimates in (5.29) result in the same probability

of error. This is because whenever the first stage makes a decision error, it results in

a bad estimate of -*i) defined in (5.33), and correspondingly, the second stage will

make an error. However, the second stage does give a more accurate average channel

estimation, especially when signal to noise ratio is high. For the special case when

(a/No ) oo, the two stage channel estimator gives perfect estimates of w(i), but

the first stage estimator usually does not give perfect estimates as long as the channel

Doppler shift is not zero. So the two-stage estimator has an advantage when used

in a time-varying fading channel for other purposes such as interference cancellation

which needs estimation of the interference signal, etc. For simplicity, we will use the

single-stage channel estimates for coherent detection throughout this dissertation.

The nice feature of this channel estimator is that it can be applied to a Rayleigh

fading channel with any known spaced-time correlation function, unlike the Kalman

filter which can be applied to the Markovian type of model only.

5.3.3 Comparison of the Single-Stage and Two-stage Estimator

We are interested in the performance comparison between the proposed channel

estimators and other existing estimators. A Kalman filter can be implemented as

the optimum decision feedback estimator only for the Markovian type of channels.

For fading channels modeled by other models such as Jakes' model, A Kalman filter

usually can not be implemented and we do not have a specific method for these

type of channels, although in [80] the Jakes' model is approximated by using the
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second order Markov model, and the resulting fading process is estimated by using

the Kalman filter. So we will focus on the first-order Markov model with a Kalman

filter as the optimal estimator and single sample per bit, which is a special case

for the proposed estimator if K = 1 is set in equation (5.11). We will analyze

the expected normalized estimation error variance when the signal to noise ratio is

infinite and address the error floor for each case. The matched filter output of the

received baseband equivalent signal in (5.10) in the i th bit interval can be written as

r(i) = fic(i)b(i) (i). When the channel estimation error is taken into account,

the probability of error for this case is [87]

1
PBPSK

(a/No)( 1 — F)
1+ (a/No)  

where F = 	 — a(i)12}/E{Ic(i)12} is the normalized estimation error variance.

For Kalman filter estimation, the estimation error variance F (by assuming correct

previous decisions) can be obtained by solving the Riccati equation [18] resulting in

(also see [30] eq. 10)

EF2 + (No a)(1 — 02 )F — No (1— 92 ) = 0,

where g = (I)(T)/(1)(0) was defined in Section 3.2 and solution to this equation is

(a — No )(1 — g2 ) V(1 — 22 )(4allo + (a _ ivo )2(1_ 62))

2a

In the limiting case when the signal to noise ratio is infinity, we have the normalized

estimation error variance as

lim r 	 1— g2 ,
alNo—ao

The error floor can then be obtained as

PBPSK,00 = ( 1 — 0/2-

r

For the proposed single-stage DF MAP channel estimator, if the buffer size M

is used, the channel vector w(i) becomes a scalar and the channel state equation
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can be written as w(i) gw(i — 1) n(i 1), where n(i — 1) is a complex Gaussian

random variable with the variance 1 — e2 and independent of w(i — 1). The channel

estimates in (5.29) can be shown to be

tz(i) = ' e [Vaw(i—	 —1)]a + No

When (a/No )	 oo, we get ii3(i) 	 2w(i	 1). The normalized channel

estimation error variance for our estimator in this limiting case is F = Efliv(i) —

w(i)1 2 }/E{lw(i)1 2 } = 1 — e2 , which is exactly the same as with the Kalman filter,

and correspondingly, gives the same error floor. For a small signal to noise ratio, this

single-stage estimator performs a little bit worse than the Kalman filter estimator.

When we increase the buffer size (M > 1), the error floor is the same as for M 1,

but it improves the performance for the low signal to noise ratio.

The two-stage channel estimator for M = 1 gives the channel estimates as

-1
a + No 	a	 g

w(i) =     ( — 1) -6(i — 1) — Vrci F(i)) .

	

a + No — ae2 No 	 a + No — ag	 No

When (a/No )	 oo, we get the channel estimate as iv(i) = F(i)// w(i)b(i)b(i),

which gives perfect channel estimates if the tentative decision b(i) is correct. For

other signal to noise ratio values, the channel estimate is an optimal combining of

both r(i — 1) with information data removed and r(i).

5.4 Coherent Detection with Adaptive Channel Estimates

The decision feedback MAP channel estimator can be applied directly to the

fractionally spaced decorrelator output to estimate the equivalent channel vector w

of the desired user defined in (5.4). The whole detection procedure is similar to 5.1

except here a channel estimation block is added as shown in 5.4.

For the single-stage channel estimator, the estimate of iv of w is

= 	 (5.48)



MRC
user K

DF MAP
channel
estimator

bjMatched
filter

User 1

y  
buffer (size K)

—1/2r z (b1) 	 z(b/0111 	 I 	 J
DF MAP
channel
estimator

z (b)
2 buffer (size K)

user 2

detection

Figure 5.4 The coherent multiuser detector with the DF MAP channel estimates

Given this estimate, the decision variable for the i th bit of the desired user can be

written as

A i = R{iiry}. 	 (5.49)

The adaptive feature of this coherent detection lies in the fact that for detecting

the incoming bit, the previous received signal and bit decisions within a window

of M bits are used to form the incoming channel estimate vector according to the

MAP rule, that will adapt to the changing channel for detecting a new bit from the

incoming received signal.

Without loss of generality, we will assume that the transmitted bit is 1 when

deriving the error probability of the detector whose decision variable is given in (5.49).

The analysis is similar to that for the error performance of quadratic receivers [3]

[92] [56].

Introducing a 2K x 1 vector
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the decision variable in (5.49) can be written as

[

2u 	 [ 0 0.5/ [ 113
y 	 05/ o 	 y

=
. 

= v ff Qv, (5.50)

where o is a K xK matrix with all elements equal to zero. The covariance matrix

of V is

V = E{vvH} E { - 4.15 ][ifeHyl} .

From the results and definitions in Section 5.3.1, and y in (5.4), we have the following

expressions

Eltintill = Ry21Ry1 1 Ry12

E {yyl } = a1Ry22 + NoI

Wye} =irtiRy2iRyl i Ryn

E{yise} = NAa1Ry2iRyl i Ry12•

Therefore, the matrix V defined above can be expressed as

V = E
;Th-1-11 11

Yw
if
 YYH = [

Ry21Ryl i Ry12 \Ail RY21 RyliRY12
IiiiRy2lRyliRy12 alRy22 + NO/ 1

In the above equations, Ryi ,Ryi2 ,Ry2i and Ry22 are defined in equations (5.15)

through (5.18) respectively. In the case of distinct eigenvalues, the probability of

error of the quadratic decision variable is the one given in [3]

2K

ppt i <01 E
^y/ <0 m= 1m01

(5.51)

in which • • • , '72K are the eigenvalues of the matrix VQ.
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5.5 Numerical Examples and Discussion

A three-user scenario with signature waveforms chosen from Gold sequences of length

31 assigned to each user was considered. In the examples presented the relative delays

were set at ri = 0, T 2 = -31 °I. T , and 73 = 31 T .

Discrete-time complex channel gain is generated the same way as described in

Section 4.3. The error performance of the proposed detector is compared to that of

the conventional single-user coherent PSK receiver in a single-user environment that

utilizes one sample per symbol. Performance of the multiuser detector for perfect

channel estimates, and estimates obtained by using the decision feedback MAP

channel estimation algorithm derived in Section 5.3.1 are evaluated.

Fig. 5.5 provides the performance comparison for the perfectly estimated

channel modeled by the first-order Markov process with the spaced-time correlation

function given in equation (3.4). The fading rates fdT = 0.04 and fdT = 0.08

were chosen, and for both fading rates the error probability of the proposed detector

is below that of the conventional single-user PSK receiver. In Fig. 5.6 the Jakes

model with the correlation function given in equation (3.5) and fdT = 0.08 and

fdT = 0.16 was employed, and with perfect channel estimates similar performance

improvement is observed. As expected, in both models the error performance, under

the assumption of perfect channel estimates, improves with the increased fading rate.

The performance improvement of the proposed detector is due to the utilization of

a form of the time diversity through multiple samples within the same information

bit interval. By analyzing the eigenvalues of E{wwil}, we found that when

fading becomes extremely slow, all but one eigenvalue become zero, so the proposed

detector performance is the same as that of the conventional single user detector with

the SNR that includes the effect of the noise enhancement induced by decorrelation.

Higher fading rates, however, make accurate estimation of the fading coeffi-

cients more difficult. In Fig. 5.7 and Fig. 5.8, performance lower bound of this
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coherent multiuser detector with the proposed DF MAP channel estimates are given

for Jakes' model by assuming the previous decisions are correct when performing

channel estimation. Both theoretical error probability calculation according to

equation (5.51) and Monte Carlo simulation of the multiuser detector performance

are given.

Because of the nature of decision feedback type of the channel estimation

algorithm, "phase reversal" phenomenon [77] could occur. In order to prevent

this, differential encoding is proposed for this detector structure, and simulated

performance is shown in Fig. 5.9 and Fig. 5.10 for different fading rates. Comparison

is made between this multiuser detector in a three users scenario and that of

the conventional differentially coherent detection (symbol spaced) in a single-user

scenario whose error probability is given by

1	 paifro
Pe,DPSK 	 1	 (5.52)

2	 1 + ai/No •

Error floor is not observed for the proposed detector while the single user conven-

tional differential detector performance saturated at the SNR values around 15 dB

for fdT = 0.04 and around 20 dB for fdT = 0.08. The performance improvement of

the proposed detector is essentially due to the fractional sampling which provides

us a means to exploit a form of the time diversity implicit in the time-varying

fading channel. We also found that the performance of the detector with differ-

ential encoding is very close to the performance lower bound which assume correct

previous decisions in the DF MAP channel estimation. In a frequency nonselective

Rayleigh fading channel, from the simple theoretical analysis under the assumption

of perfect channel estimates that does not consider the fading dynamics, and fully

interleaved channel which results in randomized errors, coherent detection with differ-

ential encoding is approximately 3 dB worse than that without differential encoding

[55]. However, in a time-varying Rayleigh fading channel, errors usually happen in

bursts and hence a good performance with differential encoding is expected. This
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structure provides a robust detector design because the channel estimator is invariant

to the channel correlation function model and "run away" is prevented by employing

differential encoding with very little performance degradation.

In Chapter 4, we proposed a fractionally sampled differentially coherent

detector in a time-varying frequency nonselective asynchronous CDMA channel. In

this chapter we proposed a coherent multiuser detection with the DF MAP channel

estimates in the same environment. For both detectors, we demonstrated their

performance gain in a multiuser environment over the conventional differentially

coherent and coherent detection for a single user transmission scenario. Next we

provide a performance comparison between the error performance of the detector

in Chapter 4 and the coherent detector proposed in this chapter under the same

environment. Figs. 5.11 and 5.12 show the probability of error for both detectors

under Jakes' model for fdT = 0.04 and fdT = 0.08, respectively. Other parameters

used are: M = 4 and relative delays as above. From these figures, it can be

concluded that the performance of the coherent detection with the DF MAP channel

estimation combined with differential encoding is uniformly better than that of the

differentially coherent detection, but the coherent detector, although robust because

of the differential encoding, is more complex than the differentially coherent detector

for which no channel estimation is needed.

Under the assumption of rectangular pulses of a spreading code, the performance

difference of the proposed DPSK detector and the coherent detector differential

encoding is not very large, so the choice of a detector should depend on a specific

communication scenario. Unless we have particular reasons to estimate the channel,

the limited numerical examples presented here under the assumption of no pulse

shaping favors the DPSK detector, despite its slightly inferior performance,.
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Figure 5.5 Analytical and simulated (* * *) error performance with first-order
Markov model and perfect channel estimates

Figure 5.6 Analytical and simulated (* * *) error performance with Jakes model

and perfect channel estimates
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MAP channel estimates, fdT 0.08
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Figure 5.10 Simulated error performance with differential encoding, fdT = 0.08
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CHAPTER 6

DIFFERENTIALLY COHERENT DETECTION FOR
TIME-VARYING FREQUENCY SELECTIVE RAYLEIGH FADING

CHANNELS

6.1 Introduction

In Chapter 4, we proposed a low complexity fractionally-spaced decorrelator followed

by a ML detection on the desired user's signal over two consecutive hit intervals

in a frequency nonselective time-varying Rayleigh fading channel. We demon-

strated that this DPSK detector can significantly reduce the error floor associated

with the conventional DPSK detector in a time-varying fading channel in which

channel Doppler shift can not be neglected. In Chapter 5, coherent detection in

such a time-varying frequency nonselective environment is performed on the desired

user's decorrelated output signal vector over one bit interval using maximum ratio

combining of all K elements. A novel decision feedback maximum a posteriori

channel estimator is proposed for this coherent detector which employs differ-

ential encoding. In both the differentially coherent and coherent detector, time

variation is utilized through fractional sampling over one bit interval to improve the

respective detectors' performance. Time-varying nature of the channel is quanti-

tatively described by the channel's spaced-time correlation function such that the

fading channel is not assumed to be slow (no changes for at least a few bits) or fully

interleaved (channel realization is independent from one bit to another) like most of

the research work in the literature does. In all our Monte Carlo simulations, complex

channel gains are generated by using practical fading model, like Jakes model.

In a multipath time-varying fading channel, the wideband nature of each

user's information signal relative to the channel coherence bandwidth results in L

resolvable multipath paths at the receiver. This can be viewed as another method

for obtaining frequency diversity of order L [55], although this diversity is exploited
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in the time domain by RAKE or RAKE-type of receivers in a way similar to time-

diversity. Another dimension that we can exploit for an improved performance

receiver design in the time-varying fading channel is the effective time-diversity

which can be achieved by obtaining multiple samples per bit.

In this chapter and hereafter, we will focus on a time-varying multipath fading

channel with L resolvable paths. We will explore novel structures of low complexity

multiuser detectors capable of mitigating the effects of MAI, path cross-correlation

and ISI in a multiuser multipath fading channel and exploiting both the time-varying

and frequency selective nature of a channel for maximum performance improvement.

Following the fractionally-spaced multipath decorrelator in Section 3.4, a

maximum likelihood (ML) detection approach is applied for differentially encoded

bit streams. In addition to the usual requirement for the availability of timing and

signature sequences of the users, the proposed detector needs only the statistical

description of a fading channel.

The chapter is organized as follows. The ML detection procedure and derivation

of the decision variable for differentially encoded data stream and the error proba-

bility analysis are presented in Section 6.2. Numerical examples and discussion are

provided in Section 6.3.

6.2 Detector Structure

The differentially coherent multiuser detector in a frequency selective fading channel

will employ a decorrelator in the front-end followed by a maximum likelihood

detection on the decorrelator output. Following the mathematical formulation of

fractionally-spaced multipath decorrelator in Section 3.4, we will derive the ML

detector structure and present its theoretical performance analysis in this section.
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6.2.1 Detection Procedure

After decorrelating over two consecutive bit intervals spanning the time interval

{(i — 2)T ,iTj which corresponds to the (i 1) th and i t 'll bit interval of user 1, signals

for user 1 can be written in vector form by combining the vector in equation (3.11)

over the same bit intervals as a 2JL x 1 vector

[z(i 	or , z (i)T]T

InTB 	 (6.1)

where

B 1

C.
(-1

C

- diag{bi(i — 1),..., 	 —	 bi(i), • • • , bi(i)]
JL	 JL

- diag[B i (i — 1), B 1 (i)],

- diag[E, E],

- [C (i —	 ( or iT

[ lc(bl) 	 )2" 	 c(bi)(i 	 i )T , cr( bi ) 07' 	 (t) ( 	 ,

- oT, 	 )
[(b1)	 oT	 .1) (i	 i )T	 (b1.) (i)T	 (WIT

The covariance matrix of y is

	RY 	 E{yyM}

▪ aiBiEiRci Et1 Wil + R1

(6.2)

where we used the fact that El and B 1 are Hermitian. The covariance matrix of the

channel vector over two adjacent bit intervals C 1 is

Rei E[Cl i CN , 	 (6.3)



and the noise covariance matrix is

E [Cell =[ °0 Rc

where .1:4 is defined in (3.19). Rc , represents the additive noise covariance matrix

at the fractionally spaced decorrelator output for user 1.

Once y (the multiuser interference-free, discrete time formulation of the DPSK

received signal over a two symbol period) is obtained, the detection approach similar

to the one derived in [7] can be applied. The 2,, T x 1 decorrelator output vector

y, being the sum of two independent complex Gaussian random vectors (due to the

Rayleigh type of fading), has a 2JL-variate complex Gaussian distribution [55]

1
	 6

-yHR,-1y
7.2.1LIRy i (6.5)

where AI is the determinant of R.

The rest of the detection follows exactly the same procedure as presented in

Chapter 4 for the frequency nonselective channel. Let hypothesis "H 1 " correspond

to transmitting the information bit 1, i.e., pairs of differentially encoded symbols

(-1, —1) or (1, 1) over two consecutive symbol intervals, and let hypothesis "H o"

correspond to transmitting the information bit —1. The likelihood ratio can be

written as
1 	e-yHR;(lly

A(y) = P(Y1H1) — ,r2.n.ThRyoli

IRy( 	

1 	 (6.6)

2,71, 	 ...1), e -YHR;(-1)YP* 1/0 	1 

where Ry(1) and Ry( _ 1) are the covariance matrices of y corresponding to transmitted

information bits 1 and —1, respectively. These covariance matrices can be written

as

Ry 1 • 11E1 Rei + R1 = R
1 -1

Ry ( -1) =	 + Rc, )0 [
—1

▪ R [ 1 -1

-1 1
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In equation (6.8), i is a JL x IL square matrix with all elements equal to 1, and

stands for the Hadamard product, giving element by element multiplication.

The maximum a posteriori (MAP) decision rule and the decision statistics

(with equally likely information bits assumed) for the i th information bit of user 1

can be expressed exactly the same as in (4.8) and (4.9), which are replicated here

for convenience

Pr(H0) 
A(y)o Pr(Hi)'

= e(R;i1 1 ) — R;(11011 = ?Ch•

(6.9)

(6.10)

6.2.2 Error Performance Analysis

Giving the ML decision variable in (6.10), error performance can be carried out in

a way similar to what was presented in Chapter 4. The difference between this

detector and the one in Chapter 4 is that the vector that is used for performing

information decision is different: In Chapter 4, y is aK x 1 vector obtained from

K samples over one bit interval of the desired user; here for the frequency selective

channel, y is obtained from blocks over one bit interval, and the signal in each block

consists of information obtained from the L resolvable paths. The MAP detection

here combines all paths of user 1 to yield the decision variable in (6.10) which is a

quadratic function. Let -yb, k = 1, 2J1, be the eigenvalues of matrix RQ. and

define
2iL

13u = 
11 	,„ 

-v., yu - -y,
vO u

Then, in the case of distinct eigenvalues, the probability of error is given by

2JL

Pe =E0.--En
vO

 ...), "Yu,y
Yu <0 	 "Yu <0 =1 , u 	 v

vu

(6.11)
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6.3 Numerical Examples and Discussion

For a typical mobile radio channel, the average delay spread is 0.5ps in a suburban

area and 3tis in an urban area [39]. Hence for a CDMA system with data rate 9.6

bps and spreading gain 128, approximately L = 2 and L = 5 resolvable paths can

be resolved, respectively. We will focus on the low delay spread case (L = 2) case

for our numerical examples, so the suburban environment with a total number of

resolvable paths of L = 2 is considered. There are two major reasons for this: first,

when there are more than three resolvable paths, fractional sampling gain will be

relatively small; second, as the number of resolvable paths and the number of active

users increase, it will be harder to realize the bit-by-bit decorrelator due to the matrix

singularity problem.

The usual way to combine all L fingers for DPSK in a multipath fading channel

is to use equal gain combining. For the proposed detector we have multiple samples

per bit for every path and the decision variable is derived according to the ML

decision rule. The performance of this detector depends on the parameters such

as the number of users K, the number of samples per bit J and the fading rate

fdT. We will evaluate the effect of these parameters on the detector performance

under the assumption that all paths are of equal strength and independent of each

other, with the Jakes' model used to model the spaced-time correlation of the fading

process. Comparison will be made between the ideal RAKE (assume zero path cross-

correlation and no ISI) with equal gain combining of all resolvable fading paths in

a single user environment, and the proposed detector in a multiuser environment.

Gold sequences of length 127 are assigned to each user. Figs. 6.1 and 6.2 show the

performance for J 2, fdT = 0.01 versus the number of samples. Observing that the

single user ideal RAKE error floor occurs at approximately 35 dB, the performance

of the proposed detector operating in a K = 6 and K = 12 user environment is
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therefore very close to that of the single user ideal RAKE performance and didn't

exhibit an error for the range of the SNRs considered.

Figs. 6.3 and 6.4 give the performance for normalized Doppler shift fd T = 0.04,

and Figs. 6.5 and 6.6 show the performance for a normalized Doppler shift fdT = 0.08

with J = 2 and J = 3 samples per bit. Obviously, the error floor for the ideal RAKE

in a single user environment for a relative high fading rate such as fdT = 0.08

increased a lot compared to a slower fading of fdT 0.01, however, the proposed

detector, even operating in a multiuser environment, demonstrated its superiority

at higher fading rates. Its performance becomes better as the fading rate increases

and no error was observed for the SNR range analyzed. In the region of small signal

to noise ratio, the proposed detector performance is slightly worse than that of the

ideal RAKE performance in a single user environment.

Through all these examples, we observed that for the same communication

scenario the performance with J 2 samples per bit is somewhat better than that

for J = 3 samples per bit case. The reason for this is that with the increased

number of samples per bit, the fractionally-spaced decorrelator performs worse and

the incremental oversampling gain from J = 2 to J = 3 is too small to compensate

for the performance loss due to decorrelation. The performance improvement due

to oversampling, however, increases dramatically from one to two samples per bit,

beyond that, it will be marginal. So in practice, J = 2 is usually enough for this

detector structure in the frequency selective fading channel and the sampling points

over one bit interval do not necessarily need to be uniform in time, although we can

make it as uniform as possible.
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CHAPTER 7

COHERENT DETECTION FOR TIME-VARYING FREQUENCY
SELECTIVE RAYLEIGH FADING CHANNELS

7.1 Introduction

In Chapter 6, we proposed a fractionally-spaced bit-by-bit decorrelating detector

employing differentially coherent detection for a time-varying multipath channel

fading channel. We demonstrated the performance improvement due to fractional

sampling.

In this chapter, we consider coherent detection for the same environment as

described in Chapter 6. The detection procedure following this decorrelator will

exploit the following forms of diversity: first the effective time diversity achieved by

fractional sampling over one bit interval in the time-varying fading channel; second,

the time diversity achieved by the ability of the RAKE type of receiver to capture

the energy contained in all resolvable multipaths in a frequency selective channel.

Essentially, MRC is applied to the output at the bit-by-bit multipath decorrelator

proposed in Section 3.4 to combine the energy for the same information contained

in all blocks and all resolvable paths.

Channel estimation is, of course, needed for the maximum ratio combining.

The DF MAP channel estimation structure and principle proposed in Section

5.3, although considered for a different channel situation, can be applied here by

performing joint estimation at the decorrelator output on all paths and all blocks

that correspond to the same information bit, simultaneously.

Chapter 7 is organized as follows: in Section 7.2, perfect channel estimates

are assumed, and the corresponding error performance of this coherent detector

represents the ultimate error lower bound that we can achieve for this type of

structure. The adaptive channel estimates obtained by using the DF MAP channel

estimator applied to the multipath decorrelator output are then used to perform
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coherent detection in Section 7.3. Numerical examples are provided in Section 7.4

followed by a performance comparison between the detector of Chapter 6 and that

of this coherent detector in the same environment.

7.2 Coherent Detection with Perfect Channel Estimates

The received baseband signal r(t) was given in (3.2) for a K-user asynchronous

CDMA time-varying frequency selective Rayleigh fading channel and all the

definitions presented there apply here. The channel spaced-time correlation function

is described in (3.3) and the fading channel model is given in (3.5).

Following the fractionally-spaced decorrelator structure in Section 3.4, the

decorrelated output for user 1 is given in (3.11), and is shown here for convenience,

i.e.,

z (i) MO /C21 5CW   

This vector of JL elements corresponds to the same information bit, therefore,

coherent detection for bit i of user 1 can be carried out by optimally combining

all JL elements. Notice that the noise components of z(i) are correlated, with the

covariance matrix R defined in (3.19). So before the combining, a noise whitening

filter (T IT' should be applied to z(i) where T can be obtained by the Cholesky

decomposition

= THT,	 (7.1)

in which 14 is Hermitian and positive definite for practical situations. The whitening

filter output for user 1 can be expressed as a JL x1 vector

= (TH ) -1 z(i)

MO-VCL i (TH ) -i EC(i) Ngri (TR )

iciTtebi + C,	 (7.2)
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where

w = (V) -1 eC(i), 	 (7.3)

= (TN) -1 	 (7.4)

Equation (7.3) represents the equivalent channel vector, which can be obtained from

the actual channel vector adjusted by the whitening matrix (V) -1 and the energy

in each block e. The channel covariance matrix can be expressed as

11„, = (TH ) -1 eRce (TH ) , 	 (7.5)

where I?, is defined in (3.16), and it is easy to show that

E [CCH1 =	 (7.6)

The covariance matrix of y can then be expressed as

R = aiRw + No/.

Assuming the availability of the perfect channel vector w in (7.3), the decision

variable for the coherent detection at the noise whitened decorrelator output in (7.2)

can be written as

= R{tery).	 (7.7)

Let

v = [ y
so the coherent decision variable in (7.7) can be written as

[ w iH [ o 0.5/ [ w
y 	 0.5/ o	 y

v H C/v, (7.8)

where o is a IL, x JL matrix with all elements equal to zero. Introduce matrix

V = E[vvl = E {[: [tee]} .
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The 2JL x 2JL matrix VQ can be written as

VQ = 0.5	 icirRw	 RwI. a i.R,„ 4- No/ icTiRtu

The error performance for the quadratic function in (7.8) is

2 JL

Pe P {Ai < 0} (7.9)
11 <0 rn1 71 - 7m

rn911

in which	 ,	 are the eigenvalues of the matrix VQ.

This error performance in (7.9) represents the ultimate error lower bound that

can be achieved for this coherent multiuser structure.

7.3 Coherent Detection with Adaptive Channel Estimates

The estimation of the equivalent channel in (7.3) can be obtained by applying the

principle of the decision feedback MAP channel estimator proposed in Section 5.3

on the equivalent channel vector w . Given the desired user's signal vector y from

bit (i — M) to (i — 1), and the information bit decisions for the same bit indices, we

want to estimate w, the J L x 1 channel vector in the i th bit interval. The DF MAP

channel estimates are

ise(i) =	 (7.10)

where yi_1, Ryli and Ry21 are defined in (5.14), (5.17) and (5.19), respectively.

Without loss of generality, we will assume that the transmitted bit is 1 when

deriving the error probability of the detector for coherent detection. The coherent

decision variable under the adaptive channel estimates can be written as

= R{iey}

'LT; 1 H o 0.51 1 I to
y 0.51 o	 ilyi

= V H QV, (7.11)
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where o is a JL x JL matrix with all elements equal to zero, and

with the covariance matrix

V = E{vv H )=E 17'
Y

Matrix VQ is expressed as

vc? 0.5 .07/1Ry21Ryl1Ryi2
aiRy22 No/

Ryn R34iRyi2

As described in Chapter 5, in the case of distinct eigenvalues the probability of error

of the quadratic decision variable is

2JL

Pe = P{A i < 0} = 	 7t 

-ri<0 na=1. 	 — "tyn
Trs7it

in which -yi , • • • , -y2ji, are the eigenvalues of the matrix VQ.

(7.12)

7.4 Numerical Examples and Discussion

Several examples will be presented in this section to evaluate the performance of this

detector and its dependence on various parameters such as number of samples per bit

J, fading rate fdT and number of users K. Jakes' model is used and Gold sequences

of length 127 are assigned to each user. We assume the availability of perfect channel

estimates first and the performance comparison for this case is made between the

bit-spaced ideal RAKE receiver in a single user scenario and the proposed detector

in a multiuser scenario. In Figs. 7.1 and 7.2, fdT = 0.01 was chosen for J = 2

and J = 3 samples per bit. Under this fading rate, performance for the J = 3 case

is a little bit worse than that of J	 2 since the decorrelator performs a little bit

worse for the latter due to the increased condition number of its correlation matrix.

Figs. 7.3-7.6 show the performance for fdT = 0.04 and fdT = 0.08. .In the case of
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a relatively fast fading of fdT = 0.08, performance for the case of J = 3 is better

than that of J = 2, and as the signal to noise ratio increases the multiuser detector

in a multiuser scenario of K = 6 and I< = 12 outperforms the ideal RAKE (single

sample per bit) that operates in a single user transmission scenario.

Error performance lower bounds of the proposed receiver using the DF MAP

channel estimates are given in Figs. 7.7-7.12 for different fdT, K and J values. Again,

as described in Chapter 5, this error rate lower bound is obtained by assuming correct

previous bit decisions in performing the decision feedback MAP channel estimation

with the memory depth of M = 4. Since we do not have an appropriate existing

channel estimator 1 for the channel fading process modeled by Jakes' model, the

performance of single user transmission is not shown here. We observe that only

for a relative fast fading (fdT = 0.08), performance of J = 3 is better than that of

J = 2. For the proposed multiuser detector with the fractionally spaced DF MAP,

error floor was not observed even for an SNR up to 40dB and a fading rate as high

as fd T = 0.08.

Performance comparisons between the differentially coherent multiuser proposed

in Chapter 6 and the coherent multiuser detector with the DF MAP channel estimates

for the same frequency selective environment are shown in Fig. 7.13 and 7.14 for

J = 2 and J = 3, respectively, wherein the curves for the coherent detector are the

error lower bounds obtained by assuming correct previous decisions in performing

channel estimation. From these two figures, we see that the performance lower

bound of the coherent detector is a little bit worse than that of the DPSK detector

in the signal to noise ratio range of 5 — 40 dB.

lin [801, Jakes' model is approximated by using the second order AR model and a
Kalman filter is then applied for channel estimation.
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CHAPTER 8

CONCLUSIONS

In this dissertation, we proposed novel low complexity decorrelating multiuser

detectors in DS-CDMA time-varying frequency nonselective and frequency selective

fading channel and analyzed their performance. We addressed two important

problems of existing multiuser detectors in the time-varying fading environment:

the error floor associated with coherent or differentially coherent signaling in a

time-varying fading channels, and the decorrelator complexity. Throughout the

dissertation, an analytical approach is employed and Monte Carlo simulation is used

to confirm our theoretical results.

We started with looking at the impact of the reverse link power control

imperfection on the multiple access interference in the IS-95 system. The multiple

access interference versus power control imperfection analysis is performed based on

solving the simultaneous linear equations for the mobiles' required transmitted power

wherein each mobile's transmitted power represents the interference of the other

mobiles in the system. Large standard deviation of received signal to interference

plus noise density ratio of each user was shown to affect system average interference

appreciably.

Then we considered the issue of multiuser detection in a mobile environment.

In the frequency nonselective fading channels, both differentially coherent and

coherent detection methods were employed in conjunction with the decorrelating

type of multiuser detectors. The underlying approach in the design of the proposed

detectors is based on employing fractional sampling. Beside providing the basis of the

realization of a low complexity bit-by-bit decorrelator in the asynchronous CDMA

channel, fractional sampling also provides the basis of the exploitation of a form

of time-diversity in the time-varying fading channel. For the differentially coherent
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detection, a maximum likelihood detection is applied at the fractionally-spaced decor-

relator output resulting in a DPSK multiuser detector with a significantly lowered

error floor. For the coherent detection, we proposed a fractionally-spaced single-

stage and a two-stage decision feedback maximum a posteriori channel estimator

to obtain the complex channel state of a Rayleigh fading channel. The single-stage

channel estimator is then applied at the fractionally-spaced decorrelator output to

estimate the complex Rayleigh fading channel for the coherent detection. Through

numerous numerical examples, we found that this multiuser detector works very

well even for a relatively fast fading of fdT = 0.08 when Jakes' channel model is

adopted. Another important feature of the proposed channel estimator is that it

can be applied to a Rayleigh fading channel with an arbitrary spaced-time corre-

lation function. Performance comparisons are made between the proposed multiuser

detector operating in a multiuser environment and that of the conventional single

sample per bit DPSK, or coherent receiver operating in a single user environment.

Clear error performance superiority of the proposed detectors was observed in the

time-varying frequency nonselective fading channels.

The fractionally-sampled multiuser detector structure was also extended

to the time-varying frequency selective fading channels. The fractionally-spaced

decorrelator is applied to eliminate MAI, 1ST, and path cross-correlation inter-

ference. Maximum likelihood detection is then applied to the signal vector over

two consecutive bit intervals for DPSK, and by a maximum ratio combiner on the

signal vector over one bit interval for coherent detection. For the differentially

coherent detection, the proposed multiuser detector did not exhibit an error floor

for a fading rate of fdT = 0.08 at SNR as high as 40 dB in the presence of MAI,

while the symbol-spaced ideal RAKE receiver exhibited an error floor for all fading

rates considered (fdT = 0.01, 0.04, 0.08) even in the absence of MAT. For coherent

detection, the channel estimates are obtained using the proposed single-stage DF
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MAP channel estimator at the decorrelator output devoid of MAI, ISI, and path

cross-correlation interference for each path of each user. Perfect channel estimates

are assumed first, and numerical examples for this case show that the performance

of the proposed detector in a multiuser environment rivals that of the ideal RAKE

receiver in a single user environment for a relatively slow fading (fdT = 0.01). As

the fading rate and the SNR increase, the proposed detector with the MAI present

demonstrated superior performance to that of the ideal RAKE receiver in a single

user environment. When the proposed DF MAP channel estimates are employed

for coherent detection, we were unable to make a comparison with the conventional

RAKE receiver because there are no existing channel estimators in the literature for

a Rayleigh fading channel whose spaced-time correlation function is given by Jakes'

model. But the proposed detector did not exhibit an error floor even for a relatively

fast fading of fdT = 0.08 at SNR as high as 40 dB. Although in our numerical

examples we considered the low number of resolvable multipaths (L 2), and a low

number of samples per bit (J = 2 and J 3), the general structure is applicable for

any values of L and J.

Throughout the dissertation, we assumed the availability of the channel second

order statistics (spaced-time correlation) and users' relative delays. In order to

perform decorrelation, we have to invert the correlation matrices. Although we

addressed the matrix singularity problem and suggested solutions to this problem

with limitted simulations, we did not perform any analytical analysis for this problem.

The future research based on the achievements in this dissertation may include

• algorithms of adaptive or non-adaptive type for estimation of the spaced-time

correlation of a time-varying fading channel and the detector performance

analysis by applying the proposed algorithms to a time-varying multiuser

environment.
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• sensitivity analysis of the proposed detector performance when the channel

spaced-time correlation exhibits mismatch.

• further research regarding the singularity problem of the correlation matrices

for the fractionally-sampled decorrelator for either un-filtered or filtered

signature waveforms and their impact on the error performance of the proposed

detectors.

• performance of the receiver with antenna diversity for frequency nonselective

or selective channels.

• examination the use of the single and two-stage DF MAP channel estimators for

adaptive multiuser detection in a time-varying fading channel and comparison

with the performance of the MMSE type of adaptive multiuser detectors in the

same environment.

• extension of the proposed detector structure to wideband and multi-rate

CDMA for a similar communications environment.



APPENDIX A

LINEAR TRANSFORMATION USED IN DERIVING (4.10)

Considering the differentially encoded symbols b i (i — 1) and MO in the intervals

(i — 1) and i, respectively, define

_ [ S(i -1) 1 	 [ vaTei (i)ci (i - 1) + 	 1,)
S(i)	 N/Flei(i)Ci(i) 	 1(i)

which corresponds to the received signals of user 1 over the (i — 1) th and the i th bit

intervals with transmitted differentially encoded bits b i (i — 1) and b1 (i) removed.

Also defining

U = Ef S(i)S(i)H},

a K x K matrix representing the correlation matrix over one symbol interval, and

V = E{S(i — 1)S(i)H },

a K x K matrix representing the cross-correlation matrix over adjacent bit intervals,

matrix R can be partitioned as

R = E{SSH },

[

VH UV .

The inverse of R in (4.5) can be obtained by using a matrix inversion lemma as in

[7]-

Matrix Q can be transformed into

Q =

where o is a K x K matrix with all elements equal to zero,
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and

e = u - vHu - lv.

It is easy to show that the decision variable in (4.9) is equivalent to

=-- 
SH [ B i (i — 1)13 1 (i)4 11

 B i (i —1)B i (i)4  s

di (i)SH a°H 40 s,	 (A.1)

where di (i) = 	 — 1)61 (i) E [-1, 1] is the ith information bit before differential

encoding.

We can then transform S, whose elements of the signal part are correlated

with each other, into another complex Gaussian random vector with unit variance

and independent elements using a linear transformation.



APPENDIX B

DERIVATION OF EQUATION (5.35)

p lw(i )1Y -1, CO} =
p{w(i), Yi-1, (i)} 

pfYi-i, CO}
w(i)IP{Yi-i, w(i)} 

CO} (B.1)

The received signal vector in the i th bit interval with the data removed (by using

tentative decisions) can be expressed as

It can be concluded from the above equation that the appearance of the previous

received signal vector yi_i does not remove the uncertainty of y(i) if we have w(i),

so the following equation is valid

w(i)} = 	 (i)}.

Hence (B.1) can be written as

Pf 	 )11v(i)}P{Yi-ii w(i)} P{w(i)13)=-1, 0)} =

tv(i)}p{fi(i), w(i)} 
s(i) }p{w(i)}

which gives (5.35).

(B.2)

(B.3)

115



APPENDIX C

DERIVATION OF EQUATION (5.47)

Recall the definition of

= {Y71, 11407,

in (5.15), and

Z = 	 w • • T - T(i) J

in (5.36). Since yi_ 1 , w(i) and y(i) are complex Gaussian random vectors, so are

y and Z. Hence both Y and Z have complex Gaussian distribution. Because

-y(i)} in (5.35) is independent of the channel vector w(i), (5.35) can be

simplified as

p{w(i)1M-1, On = C expf—yHR3-,1 y - 	 + 	 Rvw(i)}, (C.1)

where C is a constant. Maximizing the above probability density function is

equivalent to minimizing the following quadratic function

/ YHR3 1 Y	 w(i)HRVw(i). 	 (C.2)

Substitution of (5.23) and (5.42) into the above equation gives

/ [di]. tv(i)Hi [ RYin Ryin

RY121	 Ryi22

[ yi_ i

w(i)

(OH w (i)H} [ R2i11 RZi12 [
RZi21 RZi22 	 w(2)

w (i)HR2w(i ). 	 (C.3)

Taking the derivative of the right hand side of (C.3) with respect to w(i) 11 yields

aw(i)H 	 Ryi22w(i))

(Rzi24(i) R2i22w(i)) R; l w(i)	 (C.4)
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al 	o
atv(i)ff

Kxl

we obtain (5.47).



REFERENCES

1. A. D. A. D'Andrea and U. Mengali, "Symbol-aided channel estimation
with nonselective Rayleigh fading channels," IEEE Trans. on Vehicular
Technology, vol. 44, no. 1, pp. 41-48, Feb. 1995.

2. W. Al-Qaq and J. K. Townsend, "Importance sampling for the efficient
simulation of adaptive systems in frequency nonselective slow
Rayleigh fading," Proc. of Communications Theory Mini-conference at
Globecom'9., pp. 1435-1440, San Francisco, CA, Nov. 1994.

3. M. Barrett, "Error probability for optimal and suboptimal quadratic receivers
in rapid Rayleigh fading channels," IEEE Journal on Selected Areas in
Communications, vol. SAC-5, no. 2, pp. 302-304, Feb. 1987.

4. J. K. Cavers, "An analysis of pilot symbol assisted modulation for Rayleigh
fading channels," IEEE Trans. on Vehicular Technology, vol. 40, no. 4,
pp. 686-693, Nov. 1991.

5. D. S. Chen and S. Roy, "An adaptive multiuser receiver for CDMA systems,"
IEEE Journal on Selected Areas in Communications, vol. 12, no. 5,
pp. 808-816, June 1994.

6. J. C.-I. Chuang, "The effect of time delay spread on portable radio commu-
nications channels with digital modulation," IEEE Journal on Selected
Areas in Communications, vol. SAC-5, no. 5, pp. 879-889, June 1987.

7. W. Dam and D. Taylor, "An adaptive maximum likelihood receiver for
correlated Rayleigh-fading channels," IEEE Trans. on Communications,
vol. 42, no. 9, pp. 2684-2692, Sep. 1994.

8. F. Davarian, "Mobile digital communications via tone calibration," IEEE Trans.
on Vehicular Technology, vol. VT-36, no. 1, pp. 55-62, May 1987.

9. D. Divsalar and M. K. Simon, "Multiple-symbol differential detection of
MPSK," IEEE Trans. on Communications, vol. 38, no. 3, pp. 300-308,
Mar. 1990.

10. A. Duel-Hallen, "On suboptimal detection for asynchronous code-division
multiple access channels," Proc. of the 26th Annual Conference on Infor-
mation Sciences and Systems, pp. 838-843, Princeton, NJ, Mar. 1992.

11. A. Duel-Hallen, "Decorrelating decision-feedback multiuser detector for
synchronous code-division multiple-access channels," IEEE Trans. on
Communications, vol. 41, no. 2, pp. 285-290, Feb. 1993.

12. A. Duel-Hallen, "A family of multiuser decision-feedback detectors for
asynchronous code-division multiple access channel," IEEE Trans. on
Communications, vol. 43, no. 2, Feb. 1995.

118



119

13. A. Duel-Hallen, J. Holtzman, and Z. Zvonar, "Multiuser detection for CDMA
systems," IEEE Personal Communications, vol. 2, no. 2, pp. 46-58, Apr.
1995.

14. K. I. Pedersen et al, "DS/CDMA successive interference," Rutgers Wireless
Information Network Laboratory Technical Report, July 1996.

15. K. S. Gilhousen, I. M. Jacobs, R. Padovani, A. J. Viterbi, J. L. A. Weaver, Jr.
and C. E. Wheatley X, "On the capacity of a cellular CDMA system,"
IEEE Trans. on Vehicular Technology, vol. 40, no. 2, pp. 303-311, May
1991.

16. R. Haeb and H. Meyr, "A systematic approach to carrier recovery and detection
of digitally phase modulated signals on fading channels," IEEE Trans. on
Communications, vol. 37, no. 7, pp. 748-754, July 1989.

17. H. Hashemi, "The indoor radio propagation channel," Proc. of the IEEE, vol. 81,
no. 7, pp. 943-967, July 1993,

18. S. Haykin, Adaptive Filters, John Wiley and Sons, Inc., New York, NY, 3rd ed.,
1994.

19. F. V. Heeswyk, D. D. Falconer, and A. U. H. Sheikh, "Decorrelating detector for
quasi-synchronous CDMA," Wireless Personal Communications, vol. 3,
no. 1-2, pp. 129-147, Kluwer Academic Publishers, Dordrecht, The
Netherlands, 1996.

20. P. Ho and D. Fung, "Error performance of multiple-symbol differential detection
of PSK signals transmitted over correlated Rayleigh fading channels,"
IEEE Trans. on Communications, vol. 40, no. 10, pp. 1566-1568, Oct.
1992.

21. M. L. Honig, U. Madhow, and S. Verdli, "Blind adaptive multiuser detection,"
IEEE Trans. on Information Theory, vol. 41, no. 4, pp. 944-960, July
1995.

22. H. C. Huang and S. C. Schwartz, "A comparative analysis of linear multiuser
detectors for fading multipath channels," Proc. of the 1994 IEEE
Globecom Conference, pp. 11-15, San Francisco, CA, Nov. 1994.

23. G. T. Irvine and P. J. McLane, "Symbol-aided plus decision-directed reception
for PSK/TCM modulation on shadowed mobile satellite fading channels,"
IEEE Journal on Selected Areas in Communications, vol. 10, no. 8,
pp. 1289-1299, Oct. 1992.

24. W. C. Jakes, Microwave Mobile Communications, John Wiley and Sons, Inc.,
New York, NY, 1974.



120

25. P. Jung, P. Walter, and A. Steil, "Advantages of CDMA and spread spectrum
techniques over FDMA and TDMA in cellular mobile radio applications,"
IEEE Trans. on Vehicular Technology, vol. 42, no. 3, pp. 357-364, Aug.
1993.

26. M. J. Juntti and B. Aazhang, "Finite memory-length linear multiuser detection
for asynchronous CDMA communications," IEEE Trans. on Communi-
cations, vol. 45, no. 5, pp. 611-622, May 1997.

27. J. K. M. Mackenthun, "A fast algorithm for multiple-symbol differential
detection of MPSK," IEEE Trans. on Communications, vol. 42, no. 2/3/4,
pp. 1471-1474, Feb./Mar./Apr. 1994.

28. A. Kajiwara and M. Nakagawa, "Microcellular CDMA system with a linear
multiuser interference canceler," IEEE Journal on Selected Areas in
Communications, vol. 12, no. 4, pp. 605-611, April 1994.

29. P. K. Kam, "Maximum likelihood carrier phase recovery for linear suppressed-
carrier digital data modulations," IEEE Trans. on Communications,
vol. COM-34, no. 6, pp. 522-527, June 1986.

30. P. K. Kam, "Adaptive diversity reception over a slow nonselective fading
channel," IEEE Trans. on Communications, vol. COM-35, no. 5, pp. 572-
574, May 1987.

31. P. K. Kam, "Bit error probabilities of MDPSK over the nonselective Rayleigh
fading channel with diversity reception," IEEE Trans. on Communi-
cations, vol. 39, no. 2, pp. 220-224, Feb. 1991.

32. P. K. Kam, "Optimal detection of digital data over the nonselective Rayleigh
fading channel with diversity reception," IEEE Trans. on Communi-
cations, vol. 39, no. 2, pp. 214-219, Feb. 1991.

33. P. K. Kam and H. M. Ching, "Sequence estimation over the slow nonselective
Rayleigh fading channel with diversity reception and its application to
Viterbi decoding," IEEE Journal on Selected Areas in Communications,
vol. 10, no. 3, pp. 562-569, Apr. 1992.

34. P. K. Kam and C. H. Teh, "Reception of PSK signals over fading channels
via quadrature amplitude estimation," IEEE Trans. on Communications,
vol. COM-31, no. 8, pp. 1024-1027, Aug. 1983.

35. P. K. Kam and C. H. Teh, "An adaptive receiver with memory for slow
fading channels," IEEE Trans. on Communications, vol. COM-32, no. 6,
pp. 654-659, June 1984.

36. S. M. Kay, Modern Spectral Estimation, Prentice Hall, Englewood Cliffs, NJ,
1988.



121

37. A. Klein and P. W. Baier, "Linear unbiased data estimation in mobile radio
systems applying CDMA," IEEE Journal on Selected Areas in Commu-
nications, vol. 11, no. 7, pp. 1058-1066, Sep. 1993.

38. M. A. Landolsi, V. V. Veeravalli, and N. Jain, "New results on the reverse
link capacity of CDMA cellular networks," Proc. of the .46th Vehicular
Technology Conference, pp. 1462-1466, Apr. 28 - May 1, Atlanta, GA
1996.

39. W. C. Lee, "Overview of cellular CDMA," IEEE Trans. on Vehicular
Technology, vol. 40, no. 2, pp. 291-302, May 1991.

40. F. Ling, "Coherent detection with reference-symbol based channel estimation
for direct sequence CDMA uplink communications," Proc. of the .48th
Vehicular Technology Conference, pp. 400-403, Secaucus, NJ, May 1993.

41. H. Liu and Z. Siveski, "Differentially coherent CDMA multiuser detector for
Rayleigh fading channels," Proc. of the 30th Annual Conference on Infor-
mation Sciences and Systems, pp. 86-89, Princeton, NJ, Mar. 1996.

42. H. Liu and Z. Siveski, "Differentially coherent decorrelating detector for CDMA
single-path time-varying Rayleigh fading channels," under revision for
publication in IEEE Trans. on Communications, Aug. 1996.

43. H. Liu and Z. Siveski, "Fractionally sampled decorrelator for CDMA Rayleigh
fading channels," Electronics Letters, vol. 33, no. 9, pp. 741-742, Apr.
1997.

44. H. Liu and Z. Siveski, "A method of calculating transmitted power of mobiles in
sectored cellular CDMA reverse link with imperfect power control," Proc.
of the 31st Annual Conference on Information Sciences and Systems,
pp. 299-302, John Hopkins University, Baltimore, MD, Mar. 1997.

45. H. Liu, Z. Siveski, and N. Ansari, "Coherent decorrelating detector with
imperfect channel estimates for CDMA Rayleigh fading channels," Proc.

of ICC'97, pp. 600-604, Montreal, Canada, June 1997.

46. H. Liu, Z. Siveski, and N. Ansari, "Fractionally spaced coherent detection with
df map estimation of statistically known time-varying Rayleigh fading
channel," Proc. of Globecom'97, Nov. 1997.

47. R. Lupas and S. Verd-d, "Linear multiuser detectors for synchronous code-
division multiple-access channels," IEEE Trans. Information Theory,
vol. IT-35, no. 1, pp. 123-136, Jan. 1989.

48. R. Lupas and S. Verdli, "Near-far resistance of multiuser detectors in
asynchronous channels," IEEE Trans. on Communications, vol. 38, no. 4,

pp. 496-508, Apr. 1990.



122

49. D. W. Matolak and S. G. Wilson, "Detection for a statistically known, time-
varying dispersive channel," IEEE Trans. on Communications, vol. 44,
no. 12, pp. 1673-1683, Dec. 1996.

50. J. P. McGeehan and A. J. Bateman, "Phase locked transparent tone-in-
band(TTIB): A new spectrum configuration particularly suited to the
transmission of data over SSB mobile radio networks," IEEE Trans. on
Communications, vol. COM-32, no. 1, pp. 81-87, Jan. 1984.

51. S. Miller, "An adaptive direct-sequence code-division multiple-access receiver
for multiuser interference," IEEE Trans. on Communications, vol. 43,
no. 2/3/4, pp. 1746-1755, Feb./Mar./Apr. 1995.

52. M. Mydlow, S. Basavaraju, and A. Duel-Hallen, "Decorrelating detector with
diversity combining for single user frequency-selective Rayleigh fading
multipath channels," Wireless Personal Communications, vol. 3, no. 1-2,
pp. 175-193, Kluwer Academic Publishers, Dordrecht, The Netherlands,
1996.

53. R. Pickholtz, D. Schilling, and L. Milstein, "Theory of spread-spectrum commu-
nications — a tutorial," IEEE Trans. on Communications, vol. COM-30,
no. 5, pp. 855-884, May 1982.

54. J. N. Pierce and S. Stein, "Multiple diversity with nonindependent fading,"
Proc. of the IRE, vol. 48, no. 1, pp. 89-104, Jan. 1960.

55. J. G. Proakis, Digital Communications, McGraw-Hill, New York, NY, 3rd ed.,
1995.

56. M. Schwartz, W. R. Bennett, and S. Stein, Communication Systems and
Techniques, Chapter 10, McGraw-Hill, New York, NY, 1966.

57. Z. Siveski, Y. Bar-Ness, and D. W. Chen, "Error performance of synchronous
multiuser code division multiple access detector with multidimensional
adaptive canceler," European Trans. on Telecommunications and Related
Technologies, vol. 5, no. 6, pp. 719-724, Dec. 1994.

58. Z. Siveski, L. Zhong, and Y. Bar-Ness, "Adaptive multiuser CDMA detector
for asynchronous AWGN channels," Proc. of the 5th IEEE International
Symposium on Personal, Indoor and Mobile Radio Communications, The

Hague, The Netherlands, Sep. 1994.

59. S. Stein, "Fading channel issues in system engineering," IEEE Journal on

Selected Areas in Communications, vol. SAC -5, no. 2, pp. 68-88, Feb.

1987.



123

60. E. G. Strom, S. Parkvall, S. L. Miller, and B. E. Ottersten, "Sensitivity
analysis of near-far resistant DS-CDMA receivers to propagation delay
estimation errors," Proc. of the 4.4th Vehicular Technology Conference,
vol. 2, pp. 757-761, June 1994.

61. M. K. Varanasi, "Noncoherent detection in asynchronous multiuser channels,"
IEEE Trans. Information Theory, vol. 39, no. 1, pp. 157-176, Jan. 1993.

62. M. K. Varanasi and B. Aazhang, "Multistage detection in asynchronous code-
division multiple-access communications," IEEE Trans. Communications,
vol. 38, no. 4, pp. 509-519, Apr. 1990.

63. M. K. Varanasi and B. Aazhang, "Near-optimal detection in synchronous code-
division multiple-access systems," IEEE Trans. Communications, vol. 39,
no. 5, pp. 725-736, May 1991,

64. P. K. Varshney and A. H. Haddad, "A receiver with memory for fading
channels," IEEE Trans. on Communications, vol. COM-32, no. 2,
pp. 278-283, Feb. 1978.

65. S. Vasudevan and M. K. Varanasi, "Receivers for CDMA communication over
time-varying Rayleigh fading channels," Proc. of Communication Theory
Mini - Conference, Globecom 1993, pp. 60-64, Houston, TX, Nov. 1993.

66. S. Vembu and A. J. Viterbi, "Two different philosophies in CDMA - a
comparison," Proc. of the 46th Vehicular Technology Conference, pp. 869—

873, Apr. 28 - May 1, Atlanta, GA 1996.

67. S. Verdi, "Minimum probability of error for asynchronous Gaussian multiple-
access channels," IEEE Trans. on Information Theory, vol. IT-32, no. 1,
pp. 85-96, Jan. 1986.

68. S. Verdi, "Recent progress in multiuser detection," Advances in Communi-
cations and Signal Processing, pp. 27-38, Springer-Verlag 1989.

69. S. Verdi, "Adaptive multiuser detection," in Code Division Multiple Access
Communications, pp. 97-115, Kluwer Academic Publishers, Dordrecht,
The Netherlands, 1995.

70. A. J. Viterbi, CDMA -Principles of Spread Spectrum Communication, Addison-
Wesley, Reading, MA, 1995.

71. A. J. Viterbi, A. M. Viterbi, and E. Zehavi, "Performance of power-controlled
wideband terrestrial digital communication," IEEE Trans. on Communi-
cations, vol. 41, no. 4, pp. 559-569, Apr. 1993.

72. A. J. Viterbi, A. M. Viterbi, and E. Zehavi, "Other-cell interference in cellular
power-controlled CDMA," IEEE Trans. on Communications, vol. 42,
no. 2/3/4, pp. 1501-1504, Feb./Mar./Apr. 1994.



124

73. A. M. Viterbi and A. J. Viterbi, "Erlang capacity of a power controlled CDMA
system," IEEE Journal on Selected Areas in Communications, vol. 11,
no. 6, pp. 892-899, Aug. 1993.

74. G. M. Vitetta and D. P. Taylor, "Maximum likelihood decoding of uncoded
and coded PSK signal sequences transmitted over Rayleigh fiat-fading
channels," IEEE Trans. on Communications, vol. 43, no. 11, pp. 2750-
2758, Nov. 1995.

75. G. M. Vitetta and D. P. Taylor, "Multisampling receivers for uncoded and coded
PSK signal sequences transmitted over Rayleigh frequency-flat fading
channels," IEEE Trans. on Communications, vol. 44, no. 2, pp. 130-133,
Feb. 1996.

76. S. S. H. Wijayasuriya, G. H. Norton, and J. P. McGeehan, "A sliding window
decorrelating receiver for multiuser DS-CDMA mobile radio networks,"
IEEE Trans. on Vehicular Technology, vol. 45, no. 3, pp. 503-521, Aug.
1996.

77. H. Y. Wu and A. Duel-Hallen, "Channel estimation and multiuser detection for
frequency-nonselective fading synchronous CDMA channels," Proc. 32nd
Annual Allerton Conference on Communication, Computing and Control,
pp. 335-344, Monticello, IL, Sep. 1994.

78. H. Y. Wu and A. Duel-Hallen, "Performance of multiuser decision-feedback
detectors for flat Rayleigh fading synchronous CDMA channels," CISS'94,
pp. 133-138, Mar. 1994.

79. H. Y. Wu and A. Duel-Hallen, "Multiuser detection with differentially encoded
data for mismatched flat Rayleigh fading CDMA channels," Proc. 1996
Conference on Information Sciences and Systems, pp. 332-337, Princeton,
NJ, Mar. 1996.

80. H. Y. Wu and A. Duel-Hallen, "On the performance of coherent and nonco-
herent multiuser detectors for radio CDMA channels," Proc. of the 5th
International Conference on Universal Personal Communications, vol. 1,
pp. 76-80, Sep. 29-Oct. 2, Boston, MA 1996.

81. F.-C. Zheng and S. K. Barton, "Near-far resistant detection of CDMA signals
via isolation bit insertion," IEEE Trans. on Communications, vol. 43,
no. 2/3/4, pp. 1313-1317, Feb./Mar./Apr. 1995.

82. L. Zhong and Z. Siveski, "A parallel one-shot decorrelator structure for
asynchronous multiuser AWGN channel," Proc. 1995 Conference on
Information Sciences and Systems, pp. 205-208, Baltimore, MD, Mar.
1995.



125

83. Z. Zvonar, "Combined multiuser detection and diversity reception for wireless
CDMA systems," IEEE Trans. on Vehicular Technology, vol. 45, no. 1,
pp. 205-211, Feb. 1996.

84. Z. Zvonar, "Multiuser detection in asynchronous CDMA frequency-selective
fading channels," Wireless Personal Communications, vol. 2, pp. 373-
392, Kluwer Academic Publishers, Dordrecht, The Netherlands, 1996.

85. Z. Zvonar and D. Brady, "Optimum detection in asynchronous multiple-access
multipath Rayleigh fading channels," Proc. 1992 Conference on Infor-
mation Sciences and Systems, Princeton, NJ, Mar. 1992.

86. Z. Zvonar and D. Brady, "Adaptive rnultiuser receiver for fading CDMA
channels with severe ISI," Proc. of Conference on Information Sciences
and Systems, Mar. 1993.

87. Z. Zvonar and D. Brady, "Adaptive multiuser receivers with diversity reception
for nonselective Rayleigh fading asynchronous CDMA channels,"
Proc. IEEE Military Communications Conference, pp. 982-986, Fort
Monmouth, NJ, Oct. 1994.

88. Z. Zvonar and D. Brady, "Multiuser detection in single-path fading channels,"
IEEE Trans. on Communications, vol. 42, no. 2/3/4, pp. 1729-1739,
Feb. /Mar. /Apr. 1994.

89. Z. Zvonar and D. Brady, "Differentially coherent multiuser detection in
asynchronous CDMA flat Rayleigh fading channels," IEEE Trans. on
Communications, vol. 43, no. 2/3/4, pp. 1252-1255, Feb./Mar./Apr. 1995.

90. Z. Zvonar and D. Brady, "Suboptimal multiuser detection for frequency-selective
Rayleigh fading synchronous CDMA channels," IEEE Trans. on Commu-
nications, vol. 43, no. 2/3/4, pp. 154-157, Feb./Mar./Apr. 1995.

91. Z. Zvonar and M. Stojanovic, "Performance of antenna diversity multiuser
receivers in CDMA channels with imperfect fading estimation," Wireless
Personal Communications, vol. 3, no. 1-2, pp. 91-110, Kluwer Academic
Publishers, Dordrecht, The Netherlands, 1996.

92. Z. Zvonar, "Multiuser detection for Rayleigh fading channels," Ph.D. Disser-
tation, Northeastern University, Boston, MA, 1993.

93. Z. Zvonar and M. Stojanovic, "Performance of multiuser diversity reception in
nonselective Rayleigh fading CDMA channels," Proc. Third Communi-
cation Theory Mini-Conf. (CTMC"94), pp. 171-175, San Francisco, CA,
Nov. 1994.


	Copyright Warning & Restrictions
	Personal Information Statement
	Abstract (1 of 2)
	Abstract (2 of 2)

	Title Page
	Copyright Page
	Approval Page
	Biographical Sketch
	Dedication Page
	Acknowledgment
	Table of Contents (1 of 3)
	Table of Contents (2 of 3)
	Table of Contents (3 of 3)
	Chapter 1: Introduction
	Chapter 2: Impact of Imperfect Power Control on IS-95 Multiple Access Interference
	Chapter 3: Fractionally-Spaced Decorelator for Time-Varying Fading Channels
	Chapter 4: Differentially Coherent Detection for Time-Varying Frequency Nonselctive Rayleigh Fading Channels
	Chapter 5: Coherent Detection for Time-Varying Frequency Nonselctive Rayleigh Fading Channels
	Chapter 6: Differentailly Coherent Detection for Time-Varying Frequency Selective Rayleigh Fading Channels
	Chapter 7: Coherent Detection for Time-Varying Frequency Selective Rayleigh Fading Channels
	Chapter 8: Conclusion
	Appendix A: Linear Transformation Used in Deriving (4.10)
	Appendix B: Derivation of Equation (5.35)
	Appendix C: Derivation of Equation (5.47)
	References

	List of Figures (1 of 3)
	List of Figures (2 of 3)
	List of Figures (3 of 3)




