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ABSTRACT

Petri nets have evolved into a powerful tool for the modeling, analysis and design of asynchro-
nous, concurrent systems. This thesis presents the modeling and analysis of a flexible manu-
facturing system (FMS) cell using Petri nets. In order to improve the productivity of such
systems, the building of mathematical models is a crucial step.

In this thesis, the theory and application of Petri nets are presented with emphasis on their ap-
plication to the modeling and analysis of practical automated manufacturing systems. The the-
ory of Petri nets includes their basic notation and properties. In order to illustrate how a Petri
net with desirable properties can be modeled, this thesis describes the detailed modeling pro-
cess for an FMS cell. During the process, top-down refinement, system decomposition, and
modular composition ideas are used to achieve the hierarchy and preservation of important
system properties. These properties include liveness, boundedness, and reversibility.

This thesis also presents two illustrations showing the method adopted to model any manufac-
turing systems using ordinary Petri nets. The first example deals with a typical resource sharing
problem and the second the modeling of Fanuc Machining Center at New Jersey Institute of

Technology.

Furthermore, this thesis presents the analysis of a timed Petri net for cycle time, system
throughput and equipment utilization. The timed (deterministic) Petri net is first converted
into an equivalent timed marked graph. Then the standard procedure to find the cycle time for
marked graphs is applied. Secondly, stochastic Petri net is analyzed using SPNP software
package for obtaining the system throughput and equipment utilization. This thesis is of sig-
nificance in the sense that it provides industrial engineers and academic researchers with a
comprehensive real-life example of applying Petri net theory to modeling and analysis of
FMS cells. This will help them develop their own applications.

vi



INTRODUCTION

1.1 INTRODUCTION AND PREVIOUS RESEARCH

Petri nets (PN) were originally developed by Carl Adam Petri in 1962 to model asynchronous
concurrent systems. Since that time, considerable work has been done in both the theory and
applications of Petri nets [1, 2, 26]. Petri nets were developed to model discrete event systems
[4, 5]. By analyzing a Petri net model, useful information about the underlying system can be
obtained [4, 5, 6, 8]. This information might reveal bottlenecks, deadlocks, etc., which exist and
can be used to suggest changes without the need to run tests on the actual system. Because Petri
nets are a mathematical model, various tools have been developed to analyze them [4, 6].

Petri nets are a useful tool for modeling systems with following characteristics:

1. Concurrency and parallelism: In a manufacturing system, many operations take place simul-
taneously.

2. Asynchronous operations: Machines complete their operations in variable amounts of time
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and so the model must be able to represent asynchronous events or operations.

3. Deadlock: In this case, a state is reached where none of the processes can continue. This
can happen when two processes share two resources. The order by which these resources
are used and released could produce a deadlock.

4. Conflicts: This may occur when two or more processes require a common resource at the
same time. e.g. two workstations might share a common transport system or might want
access to the same database.

5. Event driven: The manufacturing system can be viewed as a sequence of discrete events.
Since operations occur concurrently, the order of occurence of events is not necessarily
unique; it is one of many allowed by the system structure.

These types of systems have been difficult to accurately model with differential equations and
queueing theory. Petri nets can provide accurate models for the following reasons:

1) Petri nets capture the precedence relations and structural interactions of concurrent and
asynchronous events.

2) They are logical models derived from the knowledge of how the system works. As a result,
they are easy to understand and their graphical nature is a good visual aid.

3) Deadlocks, conflicts, and buffer sizes can be modeled easily and concisely.

4) Petri net models have a well developed mathematical foundation that allows qualitative anal-
ysis of the system.

5) Finally, Petri net models can also be used to implement real-time control systems for auto-
mated manufacturing systems. They can sequence and coordinate the subsystems as a pro-
grammable logic controller does.

Generally speaking, Petri net modeling includes two parts [35] : ordinary Petri nets for system
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behavior analysis and temporal Petri nets for system performance evaluation. The ordinary
Petri nets, also called non-timed Petri nets, are used to analyze such system properties as dead-
lock-freeness, buffer-boundedness, reversibility (or re-initialization property), and conflict-
freeness. After ordinary Petri nets are built, time variables can be used to be associated with
their places and transitions, thus resulting in temporal Petri net models. These models serve to
derive system performance indices including, for example, productivity and machine utiliza-
tion. When there are several operational settings possible, different Petri net models can be
obtained and used to study the optimal setting by comparing the results of Petri net based per-
formance analysis.

Petri net theory previously developed for the modeling and analysis of manufacturing systems
has been used in this report. The application of Petri nets for modeling flexible manufacturing
systems (FMS) and production processes was previously proposed by Hack [9], Dubios and
Stecke [10], and Narahari and Viswanadham [11]. Hack presented a brief description of the
mapping of production schemata into Petri nets. His work centered on developing tools for ana-
lyzing safeness and liveness in a restricted class of Petri nets, free choice nets, using a top-down
analysis approach. Dubios and Stecke emphasized the use of timed Petri nets in modeling
FMSs for analyzing the quantitative aspects of FMS performances. A method for developing
Petri net models for complex FMS by combining simpler subnets was proposed by Narahari
and Viswanadham. They also discussed the analysis of qualitative system properties, such as
the existence/absence of buffer overflows and deadlocks. Krogh and Sreenivas introduced the
concept of essentially decision free places in Petri nets to represent the absence of unresolved
resource allocation conditions.

1.2 PROBLEM DEFINITION

It is highly desirable for researchers, system analysts, and production engineers to have a uni-
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fied mathematical model for modeling, analysis, simulation, and control of manufacturing sys-
tems [44]. Petri net theory developed and practiced during the past three decades provides such
a possibility for this purpose. Applications of Petri nets to various fields in flexible manufac-
turing have resulted in many successes. The literature, however, do not pay sufficient attention
to the detailed modeling process for practical flexible manufacturing systems, which is critical
to a successful industrial application. The purpose of this thesis will provide real-life examples
to demonstrate how a Petri net is built up and applied for cycle time analysis. Petri nets are a
general graphical tool very well suited to the description of distributed and concurrent systems
which exhibit synchronization and contention for share resource. Therefore, Petri nets have
been claimed to be an ideal modeling tool for FMS. The objectives of this thesis are as follows:

1. To provide a tutorial on the basic Petri net terminology, Petri net properties, and the synthesis
approaches;

2. To discuss modeling, analysis and control issues of FMS with Petri nets and summarize the
Petri net design approaches proposed in the literature;

3. To describe an FMS cell which is operating in the factory floor of Information Technology
Center, New Jersey Institute of Technology (NJIT);

4. To present the Petri net modeling process for the FMS cell; and

5. To analyze the resulting Petri net qualitatively and quantitatively.

1.3 MODELING, ANALYSIS AND CONTROL OF FMS WITH PETRI
NETS

Mathematical modeling of FMS is the first step to analyze, simulate, and control the opera-
tions of such systems [35]. When concurrency and synchronization concepts become key to
study of modern manufacturing systems control, Petri nets provide a most straightforward tool
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to model these concepts. In addition, they can model conflicts, non-determinism, time infor-
mation, and resource-sharing environments [20,42].

Petri nets are a graphical tool where places, pictured as circles, are used to represent availabil-
ity of resources, operation processes, or conditions, and transitions, pictured as bars, model
the events, start, or termination of operations. Arcs indicate the relationship between places
and transitions. Tokens in places and their flow regulated by firing transition add the dynamics
to Petri nets. Thus a marked Petri net can be used to study the dynamic behavior of the mod-
eled discrete event systems.

The reachability graph approach is fundamental to analyze these properties. However it suf-
fers from the state explosion. The second approach is the invariant method which uses the in-
cidence matrix and related equations to analyze the properties. It may fail since invariants do
not always convey a complete information of a Petri net. The third approach is reduction
methods. At each reduction step, a subnet or structure is reduced to a simpler one by using the
rules which will guarantee the preservation of concerned properties. The reduction terminates
when no more substructures can be reduced or the reduced net can be easily proved on its
properties. For the first case, the reachability graph method shall be further applied.

Furthermore, introduction of timing into Petri nets make it possible to conduct quantitative
analysis as perturbation analysis methods [28] and queuing models do. This is done by associ-
ating timing information with transitions and/or places in a straightforward way. The Petri
nets with deterministic times are used for decision-free systems whose behavior can be mod-
eled by certain classes of Petri nets such as marked graphs. The cycle time can be obtained.
The Petri nets with stochastic timing delays can be converted into their underlying Markov
processes under certain assumptions [29] and then the classic Markovian approaches can be
applied to derive performance measures such as throughput and utilization. Transfer function
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based approaches have also become available for performance evaluation [40]. When arbi-

trary distributions are allowed, simulation is often needed.

Once system verification and performance analysis are conducted, we can convert the model
into a Petri net controller studied by many researchers [13, 20, 34, 38]. Either an algorithm or
compiled code can be implemented for real-time control of FMS. One advantage of Petri nets
over automaton or formal language based approaches [30] lies in that it is not necessary to

enumerate all possible global states at the design stage.

The top-down refinement and modular composition are very necessary for progressive model-
ing and design of complex FMS [20]. These two features are applicable to Petri net approach-

es, which are discussed next.

1.4 PETRI NET DESIGN METHODS

Since in a moderately sized manufacturing system, the complexity of design at the implemen-
tation level of detail may be unreasonable, researchers are seeking methods for the progres-
sive synthesis of Petri net models. The discussion can be divided into two parts, bottom-up
and top-down, according to the differences in the procedures that are used for constructing fi-
nal system models. Bottom-up methods first divide the system into subsystems and specify
them in detail. Then, sub-systems are modeled by subnets which are merged by sharing com-

mon transitions, places, and/or paths to obtain the system model.

Top-down methods, by contrast, use a macro-level model and neglect low-level detail initial-
ly. Then, the models are refined in a stepwise manner by expanding places and/or transitions
to incorporate more detail into the models until the system is completely specified. Using such

a method, a hierarchy can be well maintained.
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A hybrid synthesis approach [42] has also been formulated in which top-down refinement of
operations in flexible manufacturing is followed by bottom-up modeling of shared resources.
The concepts: parallel and sequential mutual exclusions and the related theoretical results on
synthesis are very important to shared resource modeling problems [41, 42].

System decomposition and modular composition are two keys to both approaches. One popu-
lar way to system decomposition is to separate an FMS into several functional parts such as
transportation or material handling, and machining. Then Petri net models are constructed for
each part. Finally, designers obtain a final net in three ways: sharing, linking, or refinement.

1. Sharing

Once subnets are constructed for each subsystem, one way to a complete net is to connect all
nets by sharing the common places, transitions, or paths [3, 11, 16]. The assumption is that
common places, transitions or paths are used when subnets are constructed. In order to get a
system with desired properties, restrictions need to be imposed on the subnets, for example,
all subnets being state-machine like nets. For general cases, designers can derive the invari-

ants of the final net from those of subnets and then probably verify important properties ac-
cording to these invariants.

2. Linking

By linking, we mean that a subnet links to another by adding extra arcs, places, and/or transi-
tions. This method has been used to model some communication networks [24] but is rarely
used in manufacturing since the physical layout or configuration of an FMS is often fixed.

3. Refinement

This method is a top-down method in the sense that certain places or transitions in a net will
be refined by designed subnets or substructures. Thus two advantages can follow. One is that a
hierarchy is naturally formulated. The other is that the desired properties can be easily verified
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based on the properties of subnets. In order to achieve these two advantages, a macro-level net
or certain subnets are constructed such that some of their places, transitions, and/or substruc-
tures represent more complex structures. Those complex structures are the other subnets
which satisfy the certain conditions [19, 37]. It is this refinement method that will be used in
our modeling process for the NJIT’s FMS cell.

1.5 OUTLINE OF THE THESIS

The thesis is organized as follows: Chapter 2 gives a review of Petri net theory and presents
the Graph theoretic view of Petri nets. In Chapter 3, a discussion on the application of Petri
nets to model concurrent systems is presented. An example of resource sharing problem of a
Fanuc Machining Center is presented for modeling and analysis of its qualitative properties.
In Chapter 4, the Flexible Manufacturing System (FMS) Cell at NJIT is modeled using Petri
nets and then analyzed to verify its qualitative properties. In process, the refinement tech-
niques are used to develop the final Petri net model for the FMS Cell. In Chapter 5, the FMS
under consideration is analyzed using timed Petri nets for cycle time, system throughput and
equipment utilization. Finally, conclusions, as well as suggestions for future research are pre-
sented in Chapter 6.




PETRI NET THEORY

Petri nets will be used throughout this report as a tool, for modeling, analyzing and simulating
the existing physical FMS cell. Because of the various features of Petri nets, which will be dis-
cussed in Chapter I1I, they are very appropriate for modeling FMSs. They lead to a description
of a system that can be investigated analytically, simulated and implemented for control. This
chapter reviews the pertinent aspects of a Petri net theory [4, 5].

2.1 BASIC DEFINITIONS
2.1.1 STRUCTURE OF A PETRINET

A Petri net is represented as a graph comprising a set of nodes and a set of arcs. The graph has
two types of nodes: Places (represented as circles) and Transitions (represented as bars). These
nodes, places and transitions, are connected by directed arcs from places to transitions and
from transitions to places. If an arc is directed from node i to node j (either from a place to a
transition or a transition to a place), then i is an input to j, and j is an output of i.

9
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To complete the definition, it is necessary to define the relationship between places and transi-
tions. This is done by specifying two functions connecting transitions to places: /, the input
function, and O, the output function.

In a Petri net graph, the input and output functions are represented as arcs going from places to
transitions and transitions to places, respectively. An arc is directed from place p; to transition
t; if the place is an input of the transition. Similarly an arc is directed from a transition #; to a
place p; if the place is an output of the transition. A Petri net is thus directed graph, since the

arcs are directed. The arcs can be multiple.

Moreover, since the nodes can be partitioned into two sets (places and transitions) such that
each arc is directed from an element of one set to an element of the other set, a Petri net is a bi-
partite directed graph.

Formally, an ordinary Petri net (PN) is a five-tuple,

Z=PFT1,0,m) 2.1)
where

P ={p;pj, ...y}, >0, and is a set of n places;

T={t,1,..1t},s>0, and is a set of s transitions,

Iis an n X s matrix indicating the places which are the input of each transition. Itis a
mapping : P XT — {0, 1, 2, ...} corresponding to the set of directed arcs from places

to transitions.
O is an n X s matrix indicating the places which are the output of each transition. It is
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amapping : PXT — {0, 1, 2, ...} corresponding to the set of directed arcs from tran-

sitions to places.

m: P — N and is a marking whose jth component represents the number of tokens in
the ih place. An initial marking is denoted by my

These four items: the set of places, the set of transitions, the input function, and the output func-

tion define the structure of the Petri net [5].

A Petri net graphically consists of :
1. Circles (called places) representing conditions or availability of resources e.g.

machines, parts, data, etc.

2. Bars (called transitions) representing the initiation or termination of an event. Transi-
tions can be also used to represent events.

3. Black dot (called a token) in a operation place representing the operation in that place
being executed, while that in a resource place representing the availability of the cor-

responding resources.
4. A pattern of tokens in a Petri net (called a marking) representing the state of the sys-

tem.

We denote postset and preset as follows :

t; * is the set of all output places of transition .

'z‘j is the set of all input places of transition #;.
p,-' is the set of all output transitions of place p;.

.Pi is the set of all input transitions of place pi.

For the Petri net shown in Figure 2.1 :
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P={p;,p2,P3. P4> D5+ D) T = {17, 1t 13, t4, 5}

*t; = (p;} *=1{pn.p2} ‘13=1(p3) *ty={paps} ‘ts=1{ps}
1" = {p3) 1" = {pg) 13" = (pspsy t4 = {ps)} ts" = {p4)}
‘p=0 pr=0 *p3= {1} py=1{13 5} “ps={t3)
*ps =112, 14)
"=t 1) b2 =1(1) ps" = (t3) ps = {1y} ps ={t4)
s = (t5)
ty 5
Figure 2.1 An Example of Petri Nets
11000 00000
01000 00000
[=00100 10000
00020 00101
00010 00100
00001 01010
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2.1.2 MARKING OF A PETRINET

A marking m of a Petri net is an assignment of fokens to the places in that net. Tokens reside in
the places of the net. The number and position of the tokens in a net may change during its exe-
cution. On a Petri net graph, tokens are represented by small solid dots inside the circles repre-
senting the places of the net. Since any number of the tokens can be assigned to the places, there
is an infinite number of markings for a Petri net structure.

m=[m(p;), m(p3), .... m(, pn)]T is an n-dimensional integer valued vector indicating the number
of tokens in each place and is known as the marking of the Petri net.
For the example of Figure 2.2 : m=[1,0,0, 2,0, 1]'t

)
Figure 2.2 An Example of Marked Petri Nets

2.1.3 RULES OF OPERATION

A Petri net executes by firing transitions. A transition may fire if it is enabled. A transition is
enabled if there are at least I(p,?) tokens in p € P. A transition fires by removing I(p,?) tokens
from P and then placing O(p,t) into p. The movement of tokens through the Petri net graph rep-
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resents the flow of information or control in the system.

Hence, a transition ¢ is enabled by a marking my if every input place of this transition contains
at least I(p,) tokens, i.e.,V p € °t, my(p) = I(p,2)

Every transition enabled by marking my can fire. When a transition fires I(p,z) tokens are
removed from p and O(p,t) tokens are added to any p € P. Therefore a new marking m;
obtained by the firing of transition ¢, verifies for each p:

my(p) = my(p) - I(p.t) + O(p,1) VpeP (2:2)

For example in the Petri net shown in Figure 2.2, t; and #5 are enabled, but not #,. After f; has
fired once, the new marking is : m; = (0, 0, 1, 2, 0, 1)1.
This is represented as:

my—> mg

For any transition #; and all places p; (i € {1, 2, ..., n}), the relation (2.2) can be written in a
compact form as:

m1=m0+(0-1).Xj=m0+CXj (2.3)
where,

X; is a m-dimensional vector representing the number of firings of each transition and all the
components of X; equal to zero except the j’h one, which equals 1,1.e. X; = (0, 0,..,1,..00%and

C = O(p,t) - I(p,t) is called an incidence matrix.
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2.1.4 COMPLEMENTARY DEFINITIONS

Firing Sequence
Consider a sequence of transition firings, denoted by:
Gs =11 42, - Gs

which means that transition #j; fires first, then transition #; and so on until transition #;;. The
resulting marking is denoted by:

GS
my —> myg 2.4

Parikh Mapping (Firing Vector)

A firing sequence Og can be associated with a firing vector N, also called the Parikh mapping
of the sequence Og: Ny is an m dimensional non-negative integer vector whose j* component
corresponds to the number of occurences of transition tj in the sequence Og. Now, relation (2.3)
can be generalized in the form :

mg = my + CN, (2.5)
The algebraic equation (2.5) enables the direct computation of the new marking reached by any

sequence of transition firings. However, some information is lost when using the vector N,
since the order of the firing sequence is not specified.
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Reachability Set

A marking m’ is immediately reachable from m if the firing of some enabled transition in m
yields m’. Given the initial marking m,) of the Petri net, we will call reachability set or forward
marking class (denoted by R( mp)) the set of all possible reachable markings. In other words, a
marking m belongs to R(my) if there exists a firing sequence O leading from m, to m. Thus,

R(mp) ={m |36 T*, mg —> m} (2.6)

where T* represents the set of all possible orders of the elements in T’

Self-loop And Pure Petri Nets

A place p and a transition # are in a self-loop if p is both an input and an output place of . A
Petri net will be pure if it does not contain self-loops. Given a Petri net that is not pure, we can
always get an equivalent pure Petri net by introducing dummy places and dummy transitions
as shown in Figure 2.3.

®)

Figure 2.3 A Pure Petri net Equivalent of the given Impure Petri Net
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Subnet Of A Petri Net
A subnet of a Petri net PN = (P, T, 1, O) is a Petri net PN = (P, Ty, I, O,) such that :
P,CP;T,CT

I and O are the restrictions of 7 and O to Py X T, respectively.

2.2 ANALYSIS OF PETRINETS

Once a system has been modeled by using a Petri net, it is desirable to analyze the net to deter-
mine which properties the net possesses. Various analysis methods for Petri nets such as reach-
ability graph, invariant analysis and reduction approaches will be discussed in the later section.

2.2.1 QUALITATIVE PROPERTIES OF PETRINETS

This section will discuss the properties we can study, given a Petri net.

(1) Boundedness

A Petri net is bounded, if for each place in the net, there exists an upper bound to the number
of tokens that can be there simultaneously given initial marking my. In other words, a marking
my is k-bounded if there exists a positive integer &, such that for every reachable marking m (an

element of the reachability set R( my)), the number of tokens in each place is bounded by £.

If k = 1, the marking is said to be safe.
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In a manufacturing environment, the boundedness or safeness of a Petri net indicates the
absence of overflows in the modeled system [11, 37]. For example, a buffer in a production
facility will have a finite capacity, and its representation as a bounded place will guarantee that
the resulting control code will not allow this capacity to be exceeded. Safeness means no more
than one token will mark the place. This implies that there is no possibility to restart the ongo-
ing process if the place represents the process. For instance, if a place represents a machine that
can only process one part at a time, safeness would guarantee that no other parts are loaded until
the current one is completed. If a place happens to represent the availability of a single
resource, then this place must be safe.

® A Petri net PN is structurally bounded if PN is bounded for any initial marking.

(2) Liveness

A Petri net is live given initial marking my if there always exists a firing sequence O to enable
each transition in the net for any marking in R(my).

A transition that cannot fire is a redundant transition and can be eliminated from the net. How-
ever, if such a transition exists in a net model, it needs to be identified since it may represent an
error in the model or an inconsistency in the system being modeled. A transition is dead in a
marking if there is no sequence of transition firings that can enable it. A transition is potentially
firable if there exists some firing sequence that enables it. A transition is live if it is potentially
firable in all reachable markings.

For an initial marking my and any transition #, ; is live if it is potentially firable in any reach-
able marking, m € R( my). In other words, every transition of the net can fire an infinite number
of times.

Liveness is tied to the concept of deadlocks and deadlock-freeness, as related to the modeling
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of operating systems [37]. Thus, it may be important not only that a transition be firable in a
given marking, but that it stay potentially firable in all markings reachable from that marking.
If this is not true, then it is possible to reach a state in which the transition is dead, perhaps sig-
nifying a possible deadlock.

(3) Reversibility

A Petri net is reversible if for every m € R( my) then my € R(m). i.e. the initial marking is
reachable from all reachable markings. Reversibility means re-initializability [37]. It implies
that the system will finally return to its initial state from any current states (including failure
states) [36].

(4) Conservative Petri Net

A Petri net is conservative if the number of tokens in the net is constant. This implies that each
transition in such a net is conservative, in the sense that the number of inputs of each firable
transition is equal to the number of outputs of that transition. More generally, weights can be
defined for each place allowing the number of tokens to change as long as the weighted sum is
constant. This is an important concept, since, if tokens are to represent resources, then it fol-
lows that since resources can neither be created nor destroyed, tokens should also be neither
created nor destroyed. However, two resources can be combined into one. This corresponds to
synchronization cases [42].

(5) Consistency

A Petri netis consistent if and only if there exists a marking m and a firing sequence G such that:

1) © brings the marking m of the net back to itself and
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2) © fires each transition at least once.

O is called a cyclic firing sequence.

Consistency is different from reversibility in the sense that in case of reversibility, m) € R(m)
YV me R( myp) without guaranting that C fires each transition at least once.

2.2.2 PETRI NET ANALYSIS APPROACHES

1) Reachability Graph

The reachability graph represents all of the possible reachable markings. Starting with the ini-
tial marking my, firing a transition leads to a new marking that might enable other transitions.
Taking each of these new markings as a new root, one can recursively generate all of the reach-
able markings. This tree structure preserves the firing order of the transitions.

The reachability tree for a marked Petri net is constructed as follows [47]:

a) Let the initial marking be the root node and tag it “new.”

b) While new markings exist do

¢) Select a new marking m.

d) If m is identical to another node in the tree which is not new, then tag m to be “old” and
stop processing m.

e) If no transition is enabled in m, tag m to be “terminal.”

For every transition ¢ enabled in m
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1) Obtain the marking m’ which results from firing z in m.
2) If there exists a path from the root to m containing a marking m” such that m’ > m”, then
replace (m’); by © wherever (m’); > (m”);
where @+ x = @, x < ® and M < O for every integer x

3) Introduce m’ as a node, draw an arc from m to m’ labeled ¢, and tag m’ to be “new.”
End

It can be shown that the above procedure always terminates in a finite number of steps resulting
in a finite tree. Also, a place p; is unbounded if and only if the tree contains a marking with (m);

= . For bounded nets, each node is a reachable marking and the tree contains all reachable
markings.

In general, the liveliness and boundedness properties are difficult to verify. This indeed requires
the construction of the reachability graph. A basic approach to analyzing Petri nets is to use the
reachability tree. The nodes of a reachability tree of a marked Petri net represent reachable
markings of a net. For bounded nets, each node is a reachable marking and the tree contains a
limited number of nodes. Detailed information about system’s behavior can be obtained from
analysis of its reachability tree. The major disadvantage is that the reachability tree can easily
become complex, large and unmanagable.

2) Invariant Analysis

In this section, we review the important concept of Petri net invariants. A knowledge of the
invariants of a Petri net is very useful for establishing/disproving some important properties of
Petri nets such as boundedness, conservativeness, properness, and liveness.
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P-invariant
A P-invariant is a column vector x, denoting a set of weighted places, such that

X'C=0 Q2.7)
where C is the incidence matrix. Considering (2.3) and (2.7), we have the following result

xX'm=x"my (2.8)
This equality implies that the total number of tokens, weighted by the P-invariant, for any
reachable marking is constant. P-invariants can be used for checking liveness and boundedness
in the analysis of Petri net (see [18] for detail).
T-invariant
A T-invariant is a column vector y, representing a set of firing counts of transitions, such that

Cy=0 (2.9)
Considering (2.3) and (2.9) withy =X j, we obtain the following equation

m=my (2.10)
This means that firing of transitions as in a T-invariant brings the marking back to the initial
marking. When analyzing a Petri net, the net’s T-invariants can be used for determining

whether the net is not reversible (see [18] for detail). In other words, (2.9) does not guarantee
reversibility but every reversible net must satisfy (2.9).
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Incidence Matrix
The incidence matrix (also called Flow Matrix), denoted by C, characterizes the structure of a
PN in the following way : The columns of the matrix correspond to the transitions of the net
and the rows, to the places. C is therefore, a n X s matrix, such that:

Cp,t)=0(py)-Ilpy) VpePteT (2.11)

It provides a description of the resultant connectivity of the Petri net.

The Petri net of Figure 2.1 has, for example, the following incidence matrix:

~1-10 0 0
0-1000
co|1 0-100
00 1-21
001-10
010 1 -1

The following theorems [18] give a sufficient condition for boundedness, a necessary and suf-
ficient condition for conservativeness, and a necessary condition for reversibility, respectively.

Theorem A

A Petri net is bounded if there exists a p-invariant x all of whose entries are strictly positive.
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Theorem B
A Petri net is conservative iff there exists a p-invariant x all of whose entries are equal to unity.
Theorem C

A Petri net is not reversible if its only z-invariant is the trivial invariant, that is with all its com-
ponents equal to zero.

In most cases, a knowledge of the invariants together with some additional information about
the modeled system will be sufficient to completely investigate these above properties and also
liveness.

3) Reduction Approaches

Reduction techniques are primarily used to mitigate the effort of checking Petri net properties
because most reduction steps do not lose important information about the net. Moreover, if we
consider the converse process of reduction, i.e., expansion (refinement), then the same tech-
niques may be used to synthesize Petri net models while preserving important properties. In
this area, Berthelot [22] has developed a set of powerful transformation rules where the reduc-
tion procedure is realized by eliminating arcs and by replacing subnets with places and transi-
tions. However, Lee and Favrel [21] noticed two problems with existing reduction methods: (1)
no hierarchical reduction or decomposition is provided, and (2) the conditions for a reducible
subnet are defined on the dynamic aspect of the net so that the test of a reducible subnet is often
complex. They developed a hierarchical reduction method for Petri nets. This method is based
on a set of reduction rules and reduces the reducible subnets (RSN) in a Petri net into the
macronodes (i.e., macroplaces and macrotransitions) without changing the important proper-
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ties of liveness, boundedness, and proper termination. The conditions for applying these rules
depend solely on the static structure of the net.

2.3 PETRI NET SYNTHESIS APPROACHES

Since in a moderately sized manufacturing system , the complexity of design at the implemen-
tation level of detail may be unreasonable, researchers are seeking methods for the synthesis of
Petri net models. The discussion is divided into two parts [37, 38, 39], bottom-up and top-
down, according to the differences in the procedures that are used for constructing final system
models in the methods considered in this article. Bottom-up methods first divide the system
into subsystems and specify them in detail. Then, sub-systems are merged by sharing common
transitions and/or common places to obtain the system model. Top-down methods, by contrast,
use an aggregate model and neglect low-level detail initially. Then, the models are refined in a
stepwise manner by expanding places and/or expanding transitions to incorporate more detail
into the models until the system is completely specified.

2.3.1 TOP-DOWN TECHNIQUES

A transition and place in a Petri net can be replaced by a more detailed sub-net, step by step so
that an arbitrary large Petri net can be obtained. This approach is characterized by the step-wise
refinement of an aggregate Petri net model. Each successive refinement contains increasing
detail until the implementation level is reached. This method is very attractive from the design
point of view because detail is introduced in an incremental manner thereby reducing the com-
plexity to be dealt with at any phase in the process. From the view of such stepwise refinement
of transitions and places [14, 15, 19], a number of theorems have been established about the
preservation of boundedness or safeness and liveness by Valette [19] in 1979 and further gen-
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eralized by Suzuki and Murata [14, 15]. Their theory can be used for both the reduction of Petri
nets to analyze their properties such as liveness or boundedness and the expansion of Petri nets
to build arbitrarily large Petri nets using basically the substitution of a transition by a sub-Petri
net which satisfies certain properties.Also, Datta and Ghosh presented a modular approach to
synthesize bounded and live Petri nets by selecting regular nets as their basic modules and their
results also were used to reduce large Petri nets [23].

However, an approach for systematic synthesis of Petri net models with desirable properties for
discrete event dynamic systems, especially manufacturing systems, remains undeveloped.

A Petri net model can be derived for a manufacturing system given a list of machines, a list of
operations, and their relations. The procedure is outlined as follows [37]:

1. A simple Petri net is first chosen which describes the aggregate level system and satisfies
the safeness, liveness, and reversibility;

2. Stepwise refinement of this Petri net is done in a manner which maintains the structural
properties while adding the process and control detail;

3. Stepwise refinement is accomplished by replacing places by basic design modules that
describe more detailed logic for the process represented by that place; these basic modules

are defined as a sequence PN, parallel PN, conflict PN, mutual exclusion PN;

4. If the method is used, the desirable detail will be achieved and the structural properties guar-
anteed.

This top-down modular method is a natural decomposition of a manufacturing system.
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2.3.2 BOTTOM-UP TECHNIQUES

Agerwala and Choed-Amphai [17] have done pioneer work in bottom-up techniques and have
proposed a systematic bottom-up approach for synthesis of concurrent systems modeled by
Petri nets. They suggest that synthesis can start with simple nets and that at each synthesis step
these sub-nets can be merged in such a way that a set of places, which represent the same mean-
ing in the model, are merged into a new place. They refer to this as a 1-way merge because each
synthesis step combines only one set of places. In order to facilitate the analysis they provide
a theorem so that after every 1-way merge the P-invariants of the resultant net can be known
from the P-invariants of the sub-nets. This theorem is very useful because, if the invariant
method is adopted for analyzing the model, it eliminate the necessity of solving large linear sys-
tem equations of the final model to obtain P-invariants. Moreover, if the synthesis rule is
restricted so that a merge operation is allowed only if each place in the resultant net is in some
invariant, then the class of nets that can be synthesized is equivalent to the class of bounded
Petri nets.

Similar work has been investigated by Narahari and Viswanadham [11] for modeling and ana-
lyzing flexible manufacturing systems. In their approach, a Petri net is first created for every
basic operation such as an intermediate machine operation for a product. Because a basic oper-
ation is simple, its corresponding Petri net is easy to verify and analyze. A product might need
more than one machine operation, and there might be several choices for selecting machines to
execute these machine operations. In addition, several different types of products might be
manufactured in the system. Therefore, a resultant Petri net can be constructed from the union
(i.e. merging of places) of these sub-nets, which represent the basic operations.

Narahari and Viswanadham developed two theorems for finding P-invariants and T-invariants.
One of the theorems facilitates the computation of P-invariants of the net, which results from
the union of the individual sub-nets, when the P-invariants of the individual sub-nets are




PETRI NET THEORY 28

known. The other theorem serves the same purpose, except for T-invariants. The theorem for
P-invariants can be treated as an extension of Agerwala and Choed-Amphai’s theorem, which
allows places to be merged in more than one way at each synthesis step. That is, more than one
set of places can be merged at one step, and the properties of the resultant net can be obtained.
Krogh and Beck [1, 2, 3] invented a bottom -up technique for the synthesis of live and safe Petri
nets which is different from the above two methods. Their method shares two types of simple
elementary paths in which no place or transition appears more than once. The synthesis proce-
dure starts with a collection of simple elementary circuits (SEC) corresponding to basic activity
cycles in the system under the assumption that in the applications the system is designed to
repeatedly perform the same function. The next step is choosing one SEC as the initial model.
At each synthesis step an SEC is included in the model by sharing only one simple elementary
path. The Petri net thus obtained will be live and safe with respect to any initial marking for
which there is exactly one token in each of the P-invariants of the system. The result they pro-
vide, i.e. liveness and safeness are preserved, is very strong but the limitation of their method
is that only safe places are allowed. This puts some difficulties in modeling some resources
such as buffers. In this case, instead of using a place to denote a buffer we have to use a set of
places to describe all its possible states which might be large if the buffer is bounded by a large
number. Their method also places more restrictions on the modeling of shared resources than

the former two methods.

Krogh and Beck’s result is extended by Koh and DiCesare [16] who invented a similar method
which can be applied to model bounded places and generalized Petri nets, i.e. Petri nets with

multiple arcs.

2.4 GRAPH THEORETIC DEFINITIONS

1) Strong Connectivity: A Petri net is strongly connected iff there exists a directed path from
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any node (place or transition) to any other node.

2) Directed Circuit: A directed circuit is a directed path from one node back to itself.

3) Directed Elementary Circuit (y): A directed elementary circuit is a directed path from
one one node back to itself such that none of the nodes are repeated.

In the example of Figure 2.4, the sequence (p; - t; - 3 - tp - p3 - t3 - py) constitutes a directed

elementary circuit. However, the sequence (p; -t; -pp -ty -pg-13-Pp1-t1-P2-tp-p3-1t3-
p1) is a directed circuit, which is not elementary.

2.5 CLASSES OF PETRI NETS

Two important classes of Petri nets include :
1. Marked Graph : A marked graph (also called event graph) is a Petri net where each

place has exactly one input transition and exactly one output transition. It is decision-free

but allow concurrency[12]. One example is shown in Figure 2.4.

RN
(%)

Figure 2.4 An Example of Marked Graphs
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2. State Machine : A state machine is a Petri net where each transition has exactly one
input place and exactly one output place. It cannot model concurrency but decision/

choices[12]. One example is shown in Figure 2.5.

Figure 2.5 An Example of State Machines

2.6 CONCLUSIONS

In this chapter, the primitives that constitute a Petri net were discussed and their graphical rep-
resentation was presented. The execution of the Petri net was discussed along with some impor-

tant properties of Petri nets.




PETRI NET MODELING AND ANALYSIS OF FANUC
MACHINING CENTER

In many sciences, a phenomenon is studied by examining not only the actual phenonmenon but
also a model of the phenomenon [48]. A model is a representation, often in mathematical
terms, of what are judged to be the important features of the object under study. By manipula-
tion of the representation, it is hoped that new knowledge about the modeled phenomenon, and
the model itself, will be obtained without the cost, inconvenience, or danger of manipulating
the real phenomenon itself.

Petri nets, a graphical tool very well suited to the description of distributed and concurrent sys-
tems which exhibit synchronization and contention for shared resources [1, 2], have been used
for modeling logic controllers, computer networks, communication protocols, operating sys-
tems, as well as production systems. This chapter discusses how Petri nets can be used to model
the production systems.

31
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3.1 MODELING WITH PETRI NETS

The Petri net description of systems concentrates on two concepts: events and conditions [4,
5]. Events are conditions that occur in the system and conditions describe the state of various
parts of the system. The condition is either true or false. In order for events to occur, certain
conditions, refered to as pre-conditions, must exist. After an event occurs these pre-conditions
usually change and another set of conditions, refered to as post-conditions, becomes valid. The
post-conditions of one event may be the pre-conditions of another and so a sequence of events
may occur.

By listing the events that take place in a system along with the conditions necessary for each
event to occur and the conditions that result after each event, a system can be modeled.

Consider a simple resource sharing problem, with two processes sharing a single resource as
shown in Figure 3.1. The possible conditions that might exist in such a system are:

a) Process PR is waiting for resource R : p;
b) Process PR, is waiting for resource R : py
¢) Resource R is available : p3
d) Process PR is running : py4
e) Process PR, is running : ps

Based on these conditions the events that may take place are :
a) Process PR begins : t;

b) Process PRy begins : ty

c) Process PRy ends : t3

d) Process PR, ends : t4
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Figure 3.1 Petri Net Model of a Resource Sharing Problem

The initial markingis mp=(1,1, 1,0, 0)*. The operation of the above resource sharing system
and the relation between the conditions that exist and the events that occur can be described as
follows. The system starts in the idle state with both the processes waiting for resource R, and
resource R being available. At this point both processes can begin. However, since both pro-
cesses are waiting for the same resource and only one resource is available, only one of the two
processes can begin. Thus, at the very outset there is a conflict. Either of the two events can
occur and the choice is made randomly. Let us consider that the event that occurs is ‘Process
PR; begins’. The state of the system now changes. Process PR, can no longer begin as resource
R has been used up by process PR;. The only event that can possibly occur with the existence
of these conditions is ‘Process PRy ends’. This brings the state of the net back to the initial
state, with once again a conflict which needs to be resolved randomly. In this manner a
sequence of events occur and the operation of the system goes on.
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3.2 PETRI NET MODEL OF A FANUC MACHINING CENTER

Consider as an example the resource sharing problem of a Fanuc Machining Center, with two
processes (milling and drilling) sharing a single resource (robot), as shown in Figure 3.2.

3.2.1 SYSTEM DESCRIPTION

The Fanuc Machining Center at NJIT consists of one robot R and two workstations; a milling
machine (WS1) and a drilling machine (WS,). The specification of this system is as follows.

1. Before the cycle starts, the workstations, a robot and raw material are available.

2. The robot first picks up the part from the incoming conveyor, loads it on the milling machine
and backs off.

3. The milling operation is performed on the raw material.

4. Once the milling operation is completed, the robot unloads the part from WS and then loads
it on WS, where it is drilled.

5. While the part is being drilled, the robot goes to the incoming conveyor, picks up another
part and loads it on WS;.

6. Next the robot unloads the first part from the WS, and places it on the out-going conveyor
and the cycle goes on.

In this system, a single robot is being shared by two other resources, namely, the milling
machine and the drilling machine. One typical run of the Fanuc Machining Center is illustrated
by Petri nets as shown in Figures 3.3.1 - 3.3.13 by firing the transitions. Itis noted that a hollow
box represents a transition which is enabled in each state. Initially, two raw materials are avail-
able on the incoming conveyor.
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For this sytem, its Petri net model can be designed as shown in Figure 3.3.1. The meaning of
places p; (1 £i<9) and transitions #; (1 £ i < 6) is indicated below.

Table 1. Places and Transitions in the Petri Net of Figure 3.3.1

p; : Raw material available 1, : Starting to load WS,

P2 : Robot available tp : Initiation of milling operation
p3 : WS available t; : Termination of milling operation
P4 : WS, loaded with raw material by robot t4 : Initiation of drilling operation

Ps : Milling operation performed on the raw material ts : Termination of drilling operation
Ps - Semi-finished part loaded on WS, by robot tg : Completion of action in Py

p7 : Drilling operation performed on the part

pg : WS, available

Py : Out-going conveyor loaded by robot
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PETRI NET MODEL FOR FANUC MACHINING CENTER

Robot
[—] \ A

Conveyors

Drilling Machine

Milling Machine
Figure 3.2 System Layout for Fanuc Machining Center

my=(2,1,1,0,0,0,0,1,0)" t
Raw Material

Milling Ps Drilli
Machine . machu;y%e

% Figure 3.3.1 Petri Net Model 4
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7 m=(1,0,0,1,0,0,0,1,0)°

Flgure 3.3.4 After firing t{, t; and t3

my = (110010010)
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..................................................................................................................................................................................................................................................

ms=(0,0,0,1,0,0,1,0,0)°

Figure 3.3.6 After firing ty, t, t3, t4 Figure 3.3.7 After firing ty, t,, t3, t4,
and t; tj and t,
my=(0,0,0,0,1,0,0, 1, 1) mg=(1,1,0,0,1,0,0,1,0)" =my

Figure 3.3.8 After firing ty, t,, t3, tg, Figure 3.3.9 After firing t;, t, t3, t4,
t1, tp and tg
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Figure 3.3.10 After firing ty, t,, t3, t4,

t t6 and t3

Figure 3.3.12 After firing ty, t), t3, t4, | Figure 3.3.13 After firing ty, ty, ts, tg,
ty, b, ts, b5 t3, b4 and ts ty, ta, ts, tg, ts, ty, tsand tg
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3.2.2 ANALYSIS OF PETRI NET MODEL

The initial marking ismp=(2,1,1,0,0,0,0, 1, 0)'c which indicates that the milling machine,
the drilling machine, the robot and two raw materials are available. A basic approach to ana-
lyzing Petri nets is to use the reachability tree. The reachability graph for the Petri net in Fig-
ure 3.3.1 is as shown in Figure 3.4.

my=m
211000010

151

100100010 m,
t

mz

mg

mjy
101000011

Figure 3.4 The Reachability Graph of the Petri Net Model in Figure 3.3.1

Analysis of this tree yields some useful information. It indicates exactly the set of reachable

markings.

1) Since there are finite markings and at each marking the number of tokens in each place is
either O, 1 or 2, the net is 2-bounded.
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2) Since the reachability graph has a directed circuit (my, 17, mj, t3, my, t3, m3, ty, my, ts, myy,
t5, mp) containing all the transitions at least once, the net is consistent.

3) An analysis of the tree indicates that from any marking in the tree any transition can be en-
abled by an appropriate firing sequence. The net is thus live.

4) Since every node in the reachability graph is in a directed circuit containing m), the Petri
net is reversible with respect to an initial marking. Reversibility implies repetivity. Hence
the net is repetitive.




PETRI NET MODELING AND ANALYSIS OF AN
FMS CELL

The construction analysis of Petri net model of the FMS cell at the New Jersey Institute of
Technology is discussed in this chapter. In process, the refining techniques are used to develop
the final Petri net model of the FMS Cell and the substructures thus obtained are checked for
validness of qualitative properties.

4.1 DESCRIPTION OF A FLEXIBLE MANUFACURING CELL

The top view of the FMS cell developed at Information Technology Center by NJIT is shown
in Figure 4.1 [45]. It consists of the following major components :

1. SI Handling Conveyor System : It consists of four carts, A, B, C and D, with a fixture
mounted on each, two transfer tables, TT; and TT,, and dual conveyors which transport the

material to each workstation.

2. NASA II CNC Milling Machine : The milling machine accepts rectangular solid blanks and

42
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machines “NJIT FMS” on the part.

3. The GE P50 robot is a shared resource used to load and unload the material between the CNC
milling machine and the conveyor system, and between the parts presentation station and the

conveyor system.

4. Parts Presentation Station : This includes a gravity-chute which supplies rectangular solid
blanks as raw materials. This station also contains two bins; one each for accepted parts and

rejected parts.

5. Computer Vision System : The vision system provides for the visual automated inspection

of the parts.
IBM 7535 Robot
[ T Drilling workstation
[}
Programmable Cart C Cart D
Logic Controller |Transfer Transfer
Table Table
'I'I'l TT2
Computer vision system|

J

Cart B Cart A
CNC Milling
[ [ ] Machine
gans Presentation AcceptB @ —ﬁu
ystem Reiect |
aee GE P50 Robot

Figure 4.1 Flexible Manufacturing System Cell
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6. Drilling Workstation : It includes an IBM 7535 Industrial Robot with a 1/4” drill as an end-
effector and drills holes at the four corners of the part.

7. System Controller :The system is currently controlled by a Programmable Logic Controller
(PLC) which coordinates all the movements of the individual components.

The working cycle for this system proceeds in the following manner :

1) Initially, all the four carts on the conveyor system are empty and available for the raw mate-
rials to be loaded into them from the parts presentation station.

2) The GE P50 robot will load four parts, one by one, into the four carts on the conveyor sys-
tem. The carts move clock-wise as they are being loaded.

The steps (1) and (2) constitute Loading State for this FMS cell.

3) Once the four parts are loaded, the positions acquired by the four carts are as shown in Figure
4.2.

4) The IBM 7535 robot drills four holes (one at each corner) on each blank part as the cart stops
at the drilling workstation.

5) The GE P50 robot goes to the conveyor, removes the blank part from the cart at position X
and loads it into the fixture located on the CNC machine tool table.

6) Once the part is loaded on the CNC milling machine, the robot backs off and the milling
machine mills “NJIT FMS” on the rectangular part.
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7) After the milling operation, the robot arm goes to the milling machine to remove the piece
that was machined from the fixture.

8) The robot returns the finished part to the same cart on the conveyor.
9) A signal is sent to the vision camera to inspect the part.
10) The vision system outputs a signal that directs the robot to accept or reject the part.

11) The robot runs either an accept program to place the part on the accepted pile or runs a reject
program to place on the rejected pile.

12) The GE robot goes to the parts presentation station and loads a new blank part into the cart.
13) The PLC releases this cart to the system and the next cycle is started.

The steps (3) to (13) constitute Working State for this FMS cell.

4.2 PETRINET DESIGN PROCESS

This section applies the system decomposition, refinement, and modular composition to the
modeling process of Petri nets for the described FMS cell. The system has two stages: initial-
ization or loading state and working state. Also the system can be naturally decomposed into
the following parts: 1. Conveyor System, 2. NASA II CNC Milling Machine, GE Robot, Com-
puter Vision System, and Parts Presentation Station, and 3. Drilling Workstation.

The initial positions for the carts with raw materials in the loading state are shown in Figure 4.2.
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X4 =Y4 X5=Y5 X6=Y6 x7=Y7
TT1
CartB Cart C
Cart A
-
CartD
+TT2

X3=Y3 X2=Y2 X1=Y1 X8=Y8

Looking from
GE P50 Robot

Figure 4.2 Loading State of the Conveyor System

4.2.1 MODELING OF CONVEYOR SYSTEM

A. Modeling

It is observed that all four carts will move from their original position back to the exactly same
one during a complete cycle. Hence, the conveyor system is repetitive. Since every cart can
move toward only one direction and transfer tables carry a cart from one to the other and go
back once it is done, the system is decision-free. The basic operations with carts and transfer
tables are moving and waiting. Positions are important and can be modeled as single resources
since every position cannot be occupied by two carts at any time. Four carts will be modeled
then as four tokens since they are moving from a position to another.
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Based on the above analysis, we represent each moving between two positions as a transition,
and each waiting as a place and picture transitions t;-t;o and places, px;_g. Then the availability
of the positions x;-xg is modeled as places py;_g. For example, t; can fire only when py; is
marked and px; is marked, or when a cart is occupied at position x; and position xj is vacant.
Correspondingly, we picture pyy, pys and pyg. Place pys is designed and represents the avail-
ability of transfer table TT, at position x3. Places py4, py7 and pyg can be modeled similarly.
Since firing t; requires that a cart occupies position x; and position xj is available, arcs (pxy,
t1) and (py,, t;) have to be added. Also, arc (t;, pyy) is added since firing t; means that position
X1 becomes available, or py; should be marked. Based on the same reason, we add all arcs as

shown in Figure 4.3.

TT,
Figure 4.3 Modeling of Material Handling System
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The meaning of places Px; and Py; (1 <i < 8) and transitions t; (1 £i < 10) is indicated in Table
2.

Table 2. Places and Transitions in the Petri Net of Figure 4.3

px; : Cart available at the loading station at X, PY; : Availability of cart halting position at X;
Px, : Cart halting position at X, Py, : Availability of cart halting position at Xo
px3 : Cart loaded on the transfer table TT; at X3 Pys : Availability of TT, at position X3
px4 : Cart transported to position X4 by TT; PY4 : Availability of TT at positionXy
pxs : Cart available at drilling workstation at X PYs : Availability of cart halting position at X5
pxg : Cart halting position at Xg PYs : Availability of cart halting position at Xg
px7 : Cart loaded on the transfer table TT, at X5 py7 : Availability of TT, at position X5
pxg : Cart transported to position Xg by TT, Pyg : Availability of TT, at position Xg
t; : Cart moving from loading station to X, tg : Cart being loaded on transfer table TT,
tp : Cart being loaded on transfer table TT t7 : TT, and the loaded cart move together to Xg
t3 : TT and the loaded cart move together to Xy tg : Cart unloads from TT, and moves to X;
t4 : Cart unloads from TT; and moves to drilling station  tg : TT, moves back from position Xg t0 X7
t5 : Cart moves from drilling station to X¢ t;o : TT; moves back from position X4 to X3

The initial marking can be designed as my=(1,0,0,0,1,1,0,1,0,1,0, 1,0, 0,0, 1)T. Itis
noted that place px; and pxs are macro-places which represent more detailed activities dis-
cussed in Sections 4.2.2 and 4.2.3.

B. Analysis

The Petri net in Figure 4.3 is a marked graph, i.e., each place has exactly one input and one
output transition. This net can be analyzed for validness of qualitative properties by making
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use of the following facts, established by Commoner and Holt [25], which describe useful

properties of event-graphs:.

Fact 1: The number of tokens in an elementary circuit is invariant by any transition firings.
Fact 2: An event graph is live iff there exists at least one token in every elementary circuit.

Also, an important result obtained by Sifakis [8] is stated below:

Fact 3: A Petri net which is structurally live and structurally bounded is necessarily stron-
gly connected.

Based on the results about marked graphs, Hillion [26] has deduced that:

Fact 4: An marked graph is bounded iff it is strongly connected.

The marked graph of Figure 4.3 contains the seven elementary circuits:

Y1 = (px1, t1, PXg, t, PXa, 13, PXg, L4s PXs, U5, PXs» s PX7» b7, DX, g, PXY)

Y2 = (px1, ty, Py1, tg, PX1) Y3 = (pxz, t2, DY2 11, PX2)

Ya = (pxs, ts, PYss t4, PXs) Y5 = (PXs> t6, PYe» ts, PXe)

Yo = (PX3, 13, PX4s t4, DYa> t105 PY3> 12, PX3) Y7 = (PX7, t7, DX, 1, PYss 195 PY75 t6s PX7)

Y8 = (PY1 13, PY8s 9, PYT, ts, PY6» ts» PY5» t4» PY4» 110> PY3s t2, PY2s 1, PY1)

The initial marking for this event-graph is




PETRI NET MODELING AND ANALYSIS OF AN FMS CELL 50

my (pxy) = 1 mp (py;) =0 my (pxz) =0 mp (pyo) = 1
mp (px3) =0 mg (Py3) =0 mg (px4) =0 my (pys) = 1
mp (pxs) =1 mp (pys) =0 mp (pxe) = 1 my (pys) =0
mp (px7) = 0 mg (Py7) =0 mg (pxs) = 1 my (pys) = 1

Fact 1 means that, for any reachable marking M, the total number of tokens in circuits Y1, Yas
Y3, Ya» Vs, Y and Yy, respectively, given by

m (1) =m (px,) + m (pxy) + m (px3) + m (pxy) + m (pxs) + m () + m (px;) + m (pxy)
m (Y2) =m (pxy) + m (py,) m (Y3) = m (px;) + m (py,)

m (Y4) = m (pxs) + m (pys) m (Ys) = m (pxs) + m (pys)

m (Yg) = m (px3) + m (pxy) + m (pys) + m (Dys)

m (') =m (px;) + m (pxg) + m (pys) + m (PYy)

m (Yg) = m (py) + m (py,) + m (pys) + m (pys) + m (pys) + m (pye) + m (py7) + m (pys)
is invariant and therefore equal to the initial marking; i.e.,

m(Yy) =my (Y)) =4 m(Ya) =mg (Yp) =1 m(Y3)=my(Y3) =1

m (Y4) =mp (Yg) =1 m (Ys) =mp (Ys) =1 m (Ye) = mp (Ye) = 1

m (Y7) =my (Y1) =2 m (Yg) =my (Yg) =3
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Since there is at least one token in each of the seven circuits, Fact 2 guarantees that the net is
live. Moreover, the event-graph is strongly connected (which means that there exists a direct-
ed path from any node to any other node). Therefore, as per Fact 4, the net is bounded.

4.2.2 MODELING OF MILLING MACHINE, GE ROBOT, COMPUTER VISION SYS-
TEM, AND PARTS PRESENTATION STATION

A. Modeling

We should model all these components together because they are tied with the GE P50 robot.
For this set of components, we can list the activities as {loading, milling, unloading, inspecting,
moving to accepted area or rejected area, loading a new raw-material to the cart}. The places
used to represent these activities are pictured as p,-pg in sequel. Before loading, a place, i.e.,
P1, representing the availability of a raw material in a cart needs to be added at the top. After
the robot loads a new raw material to the cart (pg), a place pg needs to be added to represent the
availability of the cart with a new part to be released. Two places, i.e., pg , moving to the
accepted area, and py, moving to the rejected area are pictured in parallel. Insert the transitions
t11- t1g between the places as shown in Figure 4.4(a). They represent the start or termination.

The places to model the availability of robot, milling machine, and vision system are drawn in
parallel with the related places. Robot, pyg, should be available to start loading in py4 and is
released after the loading. Thus two arcs (pyq, t11) and (t19, po) are added. Similarly, transi-
tions ty3, t14, t15, t16, and tyg are connected to pyq. For the milling machine or place pyy, the
relationship is shown through the arcs among p;1, t13 and t;3. This is also done for vision sys-
tem, p;, and raw material in the parts presentation station py3. Since the part inspection result
is either accepted or rejected. This means there is a conflict in this net structure. Thus ps has
two arcs to t5 and t;g, respectively. Nevertheless, the next operation is that robot picks up a
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blank part. Thus these two places pg and p are unified again through the transitions t;7, t;g and
place pg respectively.

my ¢
1000000000111
m1 t
<01000000001111

t1

my
001000000001 11

ti2

ms
0010000001011

ty3
my

000100000011

L4

ms
00000100001101

5K

t19

Mg

0000000001111

(a) )
Figure 4.4 (a) Modeling of the Milling Machine, GE Robot, Vision gbystem, and Parts Pre-

sentation Station; (b) Reachability Graph
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The initial marking is (0,0, 0,0, 0,0,0,0,0, 1, 1, 1, I)T. It means that initially the robot, milling
machine, vision system, and raw material in the parts presentation station are available and no
operation is ongoing. The meaning of places p; (1 < i < 13) and transitions ; (11 <i < 19) is
indicated below Table 3.

Table 3. Places and Transitions in the Petri Net of Figure 4.4(a)

p1 : Raw material to be processed with the cart ty; : Starting to load the milling machine
P2 : Milling machine loaded with raw material by tyo : Initiation of milling operation

GE P50 robot t;3: Termination of milling operation

P3 : Milling operation performed on the raw material t14 : Completion of action in Py

D4 : Finished part returned to the cart 115 : Initiation of action in Pg

Ps : Part inspected by vision camera t16 : Initiation of action in Py

Pe - The robot places the accepted part in a bin t;7 : Completion of action in Pg

Py : The robot places the rejected part in another bin t;g : Completion of action in P;

Pg : The robot loads the cart with a new blank part t; : Completion of action in Pg

Pg : Cart available 1o be released to the conveyor system

P10 : GE P50 Robot available

Py1 - Milling machine available

Pi2 : Vision system available for inspection purpose

P13 : Raw material available from the parts presentation station

B. Analysis

In this section, the Petri net model for working state FMS cell is checked for qualitative prop-
erties by analyzing the detailed sub-net (replacement of px;). To achieve this objective, an idle
place initially marked with one token,two transitions t and t’ are associated with place p; and
Po. The reachability graph is constructed as shown in Figure 4.4(b). It can be noticed that :

® Since each marking has its element being either O or 1, the net is safe.
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® Since the reachability graph has a directed circuit containing all the transitions at least once,
the sub-net is consistent.

® From any marking in the reachability graph any transition can be enabled by an appropriate
firing sequence. The sub-net is thus live.

¢ Since every node in the reachability graph is in a directed circuit containing node m, the
sub-net is reversible with respect to an initial marking.

Thus the substructure in Figure 4.4(a) is live, safe and reversible.
4.2.3 MODELING OF DRILLING STATION

There is only one operation: drilling. Three more places are needed to represent the availability
of a raw material with a cart, a finished part with the cart, and the drilling station. Thus the
structure is easily constructed as shown in Figure 4.5. The places and transitions are explained
in Table 4. The initial marking for this substructure is mj = (0, 0, 0, 1)1. Note that the drilling
operation may be further decomposed as four drilling operations for four holes. This structure
can be proved to be live, safe, and reversible using the previous technique.

P23

5]

P24 é P22

t21

P21

Figure 4.5 Modeling of Drilling Workstation
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Table 4. Places and Transitions in the Petri Net of Figure 4.5

P21 : Raw material available with a cart tp; : Initiation of drilling operation
Pyp : Drilling operation performed on the raw material tyo : Completion of drilling operation
P23 : Finished part available with a cart

Pa4 : Drilling machine available

4.2.4 FINAL PETRINET MODELS
A. Loading State

A GE P50 Robot is used to load raw materials from the parts presentation station to the con-
veyor system. The operation involved is loading. In addition, raw material available and the
cart with the raw material available are two more places in the submodel. Thus, a structure as
same as that in Figure 4.5 can be shown in Figure 4.6 with explanation in Table 5. The refine-
ment of place px; of Figure 4.3 can be done with the structure in Figure 4.6 which gives the
final net for the loading state as shown in Figure 4.7.

P13
t23
pxy’ ? P10
|57
Py

Figure 4.6 Modeling of Loading Station
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Table 5. Places and Transitions in the Petri Net of Figure 4.6

Pi3 : Raw material available to3 : Initiation of loading operation
pxy’ : Cart being loaded with raw material by GE Robot to4 : Completion of loading operation
Pg : Raw material available with a cart

P10 : GE P50 Robot available

Figure 4.7 The Final Petri Net Model for the Loading State

Since the final net for the loading state is still a marked graph model, thus the net can be easily
proved to be live, safe, and reversible.
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B. Working State

The final Petri net model is obtained by refining the place px; and pxs in Figure 4.3 by the struc-
tures shown in Figure 4.4(a) and Figure 4.5, respectively. Note that both detailed structures in
Figure 4.4(a) and Figure 4.5 are live, safe, reversible, as already proved in sections 4.2.1 and
4.2.2. These two refinements will guarantee the resulting net to be live, safe, and reversible [19,
37]. Thus we have shown the procedure to get this Petri net for an FMS cell. More importantly,
we have shown that the final net has the desired system properties such as liveness, safeness,

and reversibility.
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Figure 4.8 The Final Petri Net Model for the Working State




TEMPORAL PETRI NETS FOR PERFORMANCE
ANALYSIS

5.1 BRIEF LITERATURE REVIEW

So far Petri nets are used to model complex discrete event dynamic systems. These models
represent a logical point of view of the system. In the following discussion, we focus on the
application of Petri nets for performance analysis of manufacturing systems.

In order to conduct temporal performance analysis, i.e., to determine production rate, resource
utilization, and the like, a system needs to be modeled as a Petri net with timing. It is also pos-
sible to detect a bottleneck in an FMS or to determine optimal buffer size, optimal pallet dis-
tribution, etc. as indicated by Dubois and Stecke [10]. In fact, Dubois and Stecke were the first
to apply timed Petri nets to describe, model, and analyze production processes. In their re-
search, deterministic (i.e., fixed) time variables are assumed, and a Petri net-based simulation
method is utilized to find maximum cycle time and to identify the bottleneck machine for an
FMS with three machines and three part-types in a fixed route.

58
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To evaluate the performance of job-shop systems under deterministic and repetitive function-
ing of a production process, Hillion and Proth [26] apply a special class of timed Petri nets
called timed event-graphs for an FMS with three machines and three job types. The number of
jobs in-process is nearly minimized using integer programming, while the system still works
at its maximal productivity.

Deterministic (timed) Petri nets are not the only Petri nets with time. Alternative models have
been developed, called stochastic Petri nets [29]. Those models are closer to queueing net-
works because they assume an exponentially distributed firing time. Viswanadham and Nara-
hari [11] have provided an excellent introduction to the use of generalised stochastic Petri nets
in analyzing the system performance of automated manufacturing systems. They have used a
software package they developed to evaluate two representative systems: a manufacturing cell
with multiple material handling robots, and and FMS with three machines and two part-types.

Ramchandani developed timed Petri nets (TPN) which enabled him to incorporate time con-
straints in the Petri net model [5]. This allowed a performance analysis to be carried out on
these systems by calculating process cycles, resource utilization, average number of processed
parts and throughput rate. Merlin developed timed Petri net which is more general temporal
model than Ramchandani’s timed PN, since the fixed duration ¢ of an event can be simply
modeled as [d, d].

Time can be included in a Petri net model by associating time with the transtions, to form a
timed transition Petri net (TTPN), or with the places, resulting in a timed place Petri net
(TPPN). Both representations are equivalent [6]. In a TTPN, the firing of a transition takes a
certain amount of time. Note that this time is fixed, which makes TTPNs deterministic. In a
TPPN, a token enters a place and is unavailable for some time delay after which it becomes
available. In these nets, only available tokens in a marking can enable a transition. A TPPN or
TTPN with all delays set to zero reduces to an ordinary Petri net.
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5.2 COVERABILITY IN TIME

Given a Petri net that is k-bounded for k >1, there may be markings in the reachability set that
differ only in the number of tokens. Given two markings m;, my € R(m), we say thatm; cover
my, if, for every place, the token count in m; = the token count in m;y. Thus, coverability [27,
31] implies that m; is a better characterization of extreme behavior than m;. Instead of having
places that can be occupied by multiple tokens, we can have transitions that may fire at any
time within a bounded time interval, i.e., once transition it is enabled, it fires after a time delay
between T™" and T™2* (unless it is disabled by the firing of some other transition).

The notion of covering suggests that the “extreme” firing behavior of a timed PN might be
more simply characterized than by markings and classes of markings. These extreme firing
behavior of the PN can be described by the two *“periods” 7E and T representing the earliest
and the latest time instant, respectively, at which transition ¢ fires. For systems that function in
a repetitive way, a characterization has been developed [27, 31] in terms of the minimum and

maximum periods of repetition (cycle time).

For a PN in which the transitions fire sequentially, 7E and T can be computed directly from
the firing intervals of the transitions as shown below:

mE = Tlmin + ’szin ok = Tlmax + szax

where t; of time delay [ T,;™", T,%] and t; of time delay [T, | T,M3X] can fire sequential-
ly.
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5.3 ANALYSIS OF AN FMS CELL USING DETERMINISTIC PETRI
NETS

In this section, the final Petri net model of an FMS cell is analyzed using Ramchandani’s and
Merlin’s method of performance analysis of timed Petri nets

For timed marked graphs, there exists already the formula to find the system cycle time [6, 12,
27]. For a marked graph which has time delays in its transition and places, the maximum cycle
time C is given by

C=Max {T;/N;i=1,2,..,n}

where T; = Sum of the transition and place delays in circuit ;,
N; = Total number of tokens in the places in circuit y;,
n = Number of circuits in the marked graph.

By observing the operations of this FMS cell, we have measured the timing delays for all oper-
ations in the FMS cell, which is summarized in Table 6. The first column contains single value
durations corresponding to Ramchandani’s timed PN, while the second column contains min-
imum and maximum bounds on the durations corresponding to Merlin’s timed PN. This final
net is not a marked graph. Thus before the above formula for calculating cycle time for timed
marked graphs is used, the net in Figure 4.6 needs to be converted to a marked graph.

There are two places, i.e., pjg and ps which has more than one input transitions and/or output
transitions. For ps, designers can find that both followed places pg and p7 has the exact time
delays, thus there is no difference whether the actual operation is executed in pg or p7. This also
holds for zero-time-delay transitions t;5-t;g. Thus an equivalent structure, i.e., two transitions
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and a place or tsg, Pg7, and tyg can be used to replace the original four transitions and two
places. Time delay T(pg7) = t(pg) = T(p7) = 3 seconds and T(tsg) = T(t7g) = 0.

For place py, since all related operations in p,-pg follow a strict order as shown in Figure
4.4(b). Thus we can simply assume that the robot is available over the whole period from the
start of loading (t;;) to the end of loading a new material to the cart. In other words, the arcs
between pyg and ty,-t;¢ can be eliminated without changing the role of the robot, the sequence
of the operation, and related timing information. Now the net is a marked graph, as shown in
Figure 5.1, since there is no place which has multiple input or multiple output transitions.

--------------------------------

o e b o m G ————————————— " o B -

Figure 5.1 The Marked Graph Equivalent of the Final Petri Net Model
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Furthermore, the maximum time delay for a token to go through from p; to pg is T(p;) + T(py)
+ T(p3) + 1(py) + T(Ps) + Upgy) + T(Pg) + T(pg) since all transitions have zero time delay as
shown in Table 5. Thus, the substructure in Figure 4.4(a) is equivalent to place px; with T(pxy)
=74 (sec). Similarly, the substructure in Figure 4.5 is equivalent to px5 with T(pxs) = 73 (sec).
Therefore, we can use px; and pxs instead of the two substructures to enumerate the circuits
for the final net as shown in Table 7. The cycle times are evaluated. The maximum cycle time
is 83 seconds and the bottleneck circuit is y;. Table 8 lists the elementary circuits for the marked
graph equivalent of the final Petri net model after substituting the two substructures for px; and

pXS.

Table 6. Time Delays for Places and Transition Firings

Place Delay time (secs) Transition Firing time (secs)
P9, P13, PYi> P23- P24 0 0,0 ty 3 2,3)
P2 5 (5,6) t 3 3,4)
P3 45 (45, 46) t3 3 (3,4)
P4 5 (5.6 ty 4 (3.9
Ps 10 9, 10) ts 3 2,3)
Pe: P7: Pe7 3 3.4 ts 3 (3.4
Ps 5 (5,6 t7 3 2,3)
P1. P2 1 (0,0 tg 5 4.5)
px; 74 (72,78) tg 3 (2,3)
Px; 5 (5,6) tio 3 (3.4
Px3 2 (23 itz 0 ©,0
Pxy 3 2,3) ty3, t14 0 ©,0)
Pxs 73 (712,73) tis: 6 s 0 (00
PXg 75 (74,75) t17, t18, 78 0 ©,0
pxy 2 2,3) t1g 0 0,0
Pxg 68 (68,69) o1 b2 0 (00

P22 72 (72.73)
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Table 7. Elementary Circuits and their Cycle Times

Elementary Circuits () T; (sec) N; Ci=T;IN;

Y1 = (Pxy, ty, Pxg, 1y, PXa, b3, PX4, by, PXs, 332 (319, 340) 4 83 (79.75,85)
ts, PXg, tg, Px7, t7, PXg, tg, Px)

Y2 = (Px1, 41, PY1, tg, PX1) 82 (78,86) 1 82 (78,86)
Ya = (PX2, by, PY2. 1y, Pxp) 11 (10,13) 1 11 (10,13)
Y4 = (Pxs, ts, DYs, t4, Pxs) 80 (77,80) 1 80 (77,80)
s = (pxg, t, PYs» ts» PX6) 81 (79,82) 1 81 (79,82
Y6 = (PX3, 13, PX4, L4, PY4» 10 PY3: 2, PX3) 18 (16,22) 1 18 (16,22)
t7 = (0%7, b7, Pxg. tg, PYs, lo, PY7, L, PX7) 84 (81,87) 2 42 (40.5,43.5)
Y8 = (Y1, ts, PYs. to, PY7: t6: PY6» ts: PYss 27 (22,30) 3 9 (73,10

t4> PYas L10> DY35 tp, DY L1, PY1)

Maximum cycle time (for bottleneck circuity;) = Max ( T;/ N; } = 83 secs

Table 8. Elementary Circuits considering Substructures

1= (P1, 1> P2s 112, P3, 113, Pas t140 s, L5, Pe7s 178, Pss 19> Pos L, PX2» Lo, PX3, 13, PX4gs
t4, P21» 21, P22, 122, P23, 15, DX L, PX7, U7, PXg, Bg, 1)

Y2= (01> t11, P2, 112 D3, 113, Das Lids D5 L6, P67 178, Pss £195 Po» L1, PY1s 3, P1)

Y3 = (P21> 21 P22, 122, P23s Lss PYs» tas Pa1)

Ya= (P24 21, P22 122, P24)

¥s = (P10 t11 P2, L2, 3, 113, P4s t14» D5, L6, Pe7» 78, Ps» L19: P10)

Yo = (P11 Y12, P3» 13, P11)

¥ = (P12, L14. Ps. tse» P12)

¥s = (P13, t78, P3, t19, P13)

Yo= (Px, o, Py2: t1, PXp)

Y10 = (PXg, t6, PY6: s, PXe)

Y11= (PX3, 13, PX4, L4, PY4s 10 PY3. 12: PX3)

Y12 = (px7, t7, PXg, tg, PYg: o, PY7: L, PX7)

Y13 = (Y1, tg: PYs» t9> Y7 te> DY6s tss PYs. L4, PYas L10» PY3s 12, PY2s tr, PY1)
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By observing Tables 6 and 7, one can notice the complexities involved in listing the elementa-
ry circuits for a marked graph when the substructures replaces the macro places, pxy and pxs.
It can be seen that

1) The number of elementary circuits to be enumerated increases, from 8 to 13;

2) The number of places and transitions for the same elementary circuit increases. In other
words, the length of an elementary circuit increases; and

3) The calculations of cycle time for elementary circuits becomes more.

5.4 ANALYSIS OF AN FMS CELL USING STOCHASTIC PETRINETS

The purpose of this section is to demonstrate the use of Stochastic Petri Net Package (SPNP)
for evaluating a resource-sharing manufacturing system by deriving system performance indi-
ces such as throughput and resource utilization.

Stochastic Petri nets (SPNs) are timed Petri nets in which the transition times have exponen-
tially distributed firing rates. In SPNs, the time delays are associated with the transitions. The
value of SPNs becomes apparent when one examines the following theorem due to Molloy
[29].

Theorem : Any finite place, finite transition, marked stochastic Petri net is isomorphic to a
one-dimensional discrete space Markov process. Note: A one-dimensional Markov process is
one that has only one random variable (e.g., time is the only random variable).

This opens the way to performance analysis of automated manufacturing systems. This is
achieved by modeling the system with a Petri net; then, based on the initial marking, generat-
ing the reachability tree and thereby obtaining the equivalent Markov chain and analyzing the




TEMPORAL PETRI NETS FOR PERFORMANCE ANALYSIS

same.

The steps involved in going from the Petri net model to the reachability tree and then to the
Markov chain have all been automated and can be found in several software packages. We

have used the Petri net tool called SPNP developed at Duke University [32, 33] to evaluate an
FMS cell at NJIT.

5.4.1 OVERVIEW OF SPNP

Developed in the early 80’s, Stochastic Petri Net Package (SPNP) has become one of the most
commonly used Petri net tools. The package can deal with Petri net text file inputs which de-
fine places, transitions, their input and output relations, and transition’s random firing delay
times with exponential distributions.

Given a stochastic Petri net described as a Petri net text file, the package first generates its
reachability graph. Then the Markov chain solution is derived. The performance indices such
as the steady state transition firing frequency and probability of a place with token presence
can be computed. Based on these, one can calculate system throughput and equipment utiliza-
tion. The package can also be used to derive the transient solution for a stochastic Petri net.

SPNP runs under the UNIX system on a wide array of platforms such as 5.AX, SUN, and
Convex, and under the VMS system such as VAX [33].
5.4.2 PERFORMANCE ANALYSIS

This section discusses as to how stochastic Petri net models can be used to study the system
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performance by evaluating system productivity and utilization of resources using SPNP soft-
ware package.

It can be observed in Table 6 that the time delays are associated with both; the transitions and
the places. In order to make the direct use of the SPNP package, it is necessary to have the
time delays be associated with transitions only. This can be done by transfering the time de-
lays associated with any given place to the immediate next transition. e.g., the time delay as-
sociated with transition tj, will be 5 seconds, as the place p, is having a time delay of 5
seconds. Similarly, the time delay for t3 will be 45 seconds as the place p3 being associated
with a time delay of 45 seconds and so on. Table 9 summarizes the time delays (T) and the cor-
responding firing rates (1/T) associated with all the transitions which are used to evaluate the
Petri net model using SPNP package.

Suppose A, is the firing rate of transition ti and let ¢ denote the probability rate of part accep-
tance, a variable.

Let )\,15 =10 and }\'16 =10 (]. - OL)
where A5 and A are the firing rates of transitions t;5 and ty¢, respectively, representing the
initiation of part acceptance and part rejection activities, respectively.

Now, transitions t; and t;g being the terminating transitions for the part acceptance and part
rejection activities, respectively, their firing rates can be calculated as follows:

! + L. 3 L + L 3
Ms Ay and Me Mg
1 1 1 1
e —— o — =3 and —_ 4+ — =
100t Ayg 10(1-0)  Aqq
Ais . A6
17=———— and P }’18
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A Petri net text file is prepared using the timing information available in Table 9 which is,
then, run using SPNP package. The output file, thus, obtained contains the information re-
garding the system productivity and the resource utilization. Then, the average cycle time (C)
for the system is given by

1
C= System Throughput

The results of performance analysis are shown in Figures 5.2, 5.3 and 5.4.

Table 9. Time Delays and Firing Rates Associated with the Transitions

Transition ];1;111:;3 Figr/lfc ?:)lte Transition l;régll;s Fl(rir/li i&){te
(secs) (secs)
19] 3 0.333 t12 5 0.200
ty 8 0.125 t13 45 0.022
t3 5 0.200 t14 5 0.200
ty 7 0.143 ti5 1/100 1000
ts 3 0.333 t16 1/10(1-00) 10(1-0)
tg 78 0.013 t17 (Bti5-Dftys | t15/Btys-1)
ty 5 0.200 t18 Btig- Dt | t16/Bt1s-1)
tg 68 0.015 t19 5 0.200
ty 3 0.333 ty1 1 1.000
t10 3 0.333 tyo 72 0.014
t11 1 1.000
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Figure 5.4 Average Cycle Time vs. Probability Rate of Part Acceptance O

The results show that

1) The throughput of good parts increases as O increases and that of reject parts de-
creases as O increases;

2) The equipment (GE Robot, Milling Machine and Drilling Workstation) utilization
remains constant for any value of &; and

3) The average system cycle time remains same for any value of CL.

It can be noted that the system cycle time obtained from the evaluation of stochastic Petri net
(153.6 secs) is different from that obtained by the evaluation of deterministic Petri inet (83

secs) which can be considered as significant deviation between the two values. The grror re-
I

[
/
J
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sults from the inappropriate replacement of the deterministic time delay T with the random
time delay of the exponential distribution with rate 1/T. Therefore, one should be careful to
use exponential distribution instead of deterministic timing information for performance eval-
uation. Deterministic Petri nets should be used when a system is of deterministic nature such
as the discussed FMS cell.

Using the SPNP package, one may also derive the variations in performance measure when
other parameters such as robot operating time delay, milling operation time, drilling activity
time and speed of handling system are changing.




CONCLUSIONS AND FUTURE RESEARCH

This chapter briefly outlines the contribution of this thesis and discusses the results obtained.
Thereafter, some suggestions to enhance the work done are given and directions for future
research work, in the application of Petri nets for modeling and analysis of manufacturing sys-
tems, are outlined.

6.1 CONCLUSIONS AND SUMMARY OF RESULTS

This thesis is a tutorial on Petri nets and their models of manufacturing systems. A general
introduction to how systems can be modeled using Petri nets is given. The concepts of how the
events and conditions of a system can be mapped to the transitions and places of a Petri net
model have been illustrated with examples. The execution of the Petri net is discussed along
with some important properties of Petri nets.

The mathematical model of a flexible manufacturing system (FMS) cell has been built using
Petri nets. The concurrency, conflicts, resource-sharing, and sequential operations have been
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built in this model. The detailed design process is illustrated by applying system decomposi-
tion, refinement, and modular composition ideas. The resulting net model has the system
properties such as liveness, boundedness, and reversibility. Furthermore, the deterministic
timing information is incorporated into the places and transitions of this model. This makes
possible the analysis of a timed Petri net for cycle time. The timed Petri net is first converted
into an equivalent timed marked graph. Then, the standard procedure to find the cycle time for
marked graphs is applied. The maximum cycle time calculated for the FMS cell is 83 seconds.
In addition, the stochastic timing information is incorporated into the transitions which makes
possible the direct use of SPNP package to evaluate the Petri net model of an FMS Cell for
system throughput and equipment utilization. The cycle time derived using this package is
153.6 seconds. It has also been found that the sytem throughput and resource utilization re-
mains constant for any value of probability rate of part acceptance ‘CL°.

This thesis shows the modeling power of Petri nets by considering models of Fanuc Machining
Center and NJIT FMS Cell and following advantages of using it can be seen :

1. They describe the modeled system graphically and hence enable an easy visualisation
of complex systems;

2. A systematic and complete qualitative analysis of the system is possible by well
developed Petri net analysis techniques [5];

3. The structural properties of Petri nets like liveliness, boundedness, connectivity and
consistency can be directly linked to certain desirable performance criteria of systems
[8]; and

4. Performance evaluation of systems with respect to time is possible using Timed Pet-
ri nets [6].

However, certain limitations are also associated with the current modeling methods to deal with
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complicated systems, which are indicated below:

1. No detailed CAD information is available in a Petri net model;

2. Timed (deterministic) Petri nets cannot deal with the resource-sharing problem; and

3. Stochastic Petri nets cannot predict the performance of the system which relies
heavily on the deterministic timing information.

6.2 DIRECTIONS FOR FUTURE RESEARCH

Application of Petri net theory to practical FMS is a very important area in order to develop
modern manufacturing control systems. This thesis provides industrial engineers and academic
researchers with a comprehensive real-life example of applying Petri net theory to modeling
and analysis of FMS cells. This may help them develop their own applications. In the future,
the research is aimed at development of the Petri net based controller with the capacity of error
prevention and recovery for this FMS cell [43]. It will enhance the current PLC controller for
this cell. In addition, Petri net can compliment the present research in Expert Systems [46]. Cer-
tain modifications to increase concurrency will be proposed and Petri nets will be used to eval-
uate them. Thus designers can judge whether it is worth to accommodate these changes.

The future research in evaluating manufacturing system using Petri nets will focus on the fol-
lowing aspects:

1. Investigation of the discussed issues for more complicated manufacturing systems
consisting more complicated interactions and shared-resources. However, the analy-
sis of such complex systems becomes difficult. This problem can be overcome by
using colored Petri nets instead of ordinary Petri nets, which lead to compact models

for even complex FMS;
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2. Reduction methods for large stochastic Petri net evaluation and their application to
flexible manufacturing systems;

3. Optimal settings for FMS Cell - The optimal settings can be obtained by comparing
the values of performance indices for different temporal PN models. By studying the
sensitivity of a performance index as a function of different parameters, we can iden-
tify what aspects of the system should be enhanced for significant improvement in

system performance; and

4. Construction of PN controllers based on Petri net model - Once the Petr net models
are constructed for manufacturing systems, the PN based controller can be imple-
mented. Artificial intelligence technique should be used to handle errors and emer-

gency situations for a better productivity [43].
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