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#### Abstract

Title of dissertation : $\quad \begin{aligned} & \text { Propagation of Millimeter Wave Signals in Forests } \\ & \\ & \\ & \\ & \\ & \text { Using the Equation of Radiative Transfer }\end{aligned}$ with Strong Forward Scattering Phase Functions


Nack Y. Cho, Doctor of Engineering Science, 1989
Dissertation directed by : Dr. Gerald M. Whitman and Dr. Yunjin Kim

A forest is a highly scattering medium at millimeter wave frequencies. The propagation of cw millimeter wave signals in forests has been studied previously, both theoretically and experimentally. Published experimental data verified that continuous wave transmission is possible over lengths of the order of a few hundred meters and that a forest acts to strongly scatter energy in the forward direction. The cw studies yielded the determination of the range dependence, beam broadening effects and depolarization effects of millimeter wave signals in a forest. However, pulse broadening effects, which are of importance particularly in the case of digital signal transmission, remained to be studied. The main purpose of this dissertation is to provide a theory of these effects applicable to the millimeter wave region. A second purpose of the dissertation is to refine the previously developed cw theory by linking it to the experimental cw data by an optimization scheme. In Part I of this study a periodic sequence of gaussian plane wave pulses is assumed to impinge upon a forest half-space. The forest is taken to be statistically homogeneous and to consist of a random distribution of particles which scatter and absorb radiation. A theory of millimeter wave pulse propagation in a forest is developed using the scalar time-dependent equation of radiative transfer. The forest is assumed to be described by a scatter function which consists of a strong narrow forward lobe superimposed over an isotropic background. The power intercepted by a receiving antenna in the forest is computed as a function of path length and travel time. It is demonstrated through numerical computations that the detection of a transmitted signal is
indeed feasible and that pulse broadening occurs at large penetration depths. In Part II a parametric inversion scheme is developed which permits the determination of forest parameters at millimeter wave frequencies. Using the available experimental data for the cw case, the inversion scheme is applied to the time-independent equation of radiative transfer. By initially choosing values for the unknown parameters, and then judicially varying parameters using an optimization technique similar in concept to "simulated annealing" and requiring that the difference between the experimentally and theoretically determined values of received power be minimal, the desired unknown forest parameters are found. The method appears to provide meaningful parameter characterization of the forest despite the limited available experimental data.
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# I. Pulsed Millimeter Wave Propagation in Forests using the Time-Dependent Transport Equation with Strong Forward Scatter Profiles 

## I. 1 Introduction

The US Army is currently developing millimeter wave radio systems for tactical communication and data transmission purposes. Under battlefield conditions, millimeter wave radios may have to transmit through a forest environment. Transmitters as well as receivers might even have to be placed in a wooded area for camouflage purposes. Recent experimental and theoretical studies $[1,2,3]$ have confirmed the feasibility of millimeter wave communication through such a medium. These studies, however, treated only the time-independent case. Since digital signals most likely will be used, information on pulse broadening and permissible data transmission rate, are needed. To obtain this information and to provide further understanding, this analytical study was undertaken. As a result, a theory of millimeter wave pulse propagation in forests using the scalar time-dependent equation of radiative transfer (transport equation) evolved. The theory takes multiple scattering phenomena into account but ignores the consequences of interference, which is justified by the experimental results provided one is not interested in very local effects.

A periodic sequence of gaussian plane wave pulses is assumed to be incident from free-space into a forest. The forest is characterized as a random distribution of particles which scatter and absorb radiation. To a first approximation, the forest is assumed to be statistically homogeneous, i.e., spatially independent, and to be characterized by
four parameters, two of which are the absorption and scatter cross sections per unit volume, $\sigma_{A}$ and $\sigma_{B}$, respectively, whose dimensions are $m^{-1}$.

On entering the forest, energy gets scattered in all directions. In the millimeter wave region all scatter objects in the forest, be they tree trunks or twigs, have dimensions which are large compared to wavelength. Consequently, the forest can be described by a scatter or phase function that consists of a strong narrow forward lobe superimposed over an isotropic background ; the latter portion accounts for the scattering of energy in all directions. Such a scatter profile was experimentally reported in [2] at the millimeter wave frequency of 57.6 GHz. It is assumed that the scatter function depends only on the angle $\gamma$, measured between the incident direction and the scattered direction. The phase function is characterized by two additional parameters, namely, $\Delta \gamma$, the beamwidth of the forward scatter lobe and $\alpha$, the probability of intensity being scattered in the forward direction. Note that a forest physically consists of a great variety of large and small objects with innumerable random orientations. As such, its true scatter profile is extremely complicated and spatially dependent. Therefore, characterizing the forest by the four constant parameters $\sigma_{A}$, $\sigma_{s}, \Delta \gamma$ and $\alpha$ implies a certain averaging process which is assumed without proof.

In transport theory, the basic equation is called the "equation of radiative transfer" or the "transport equation" [4,5,6]. It is an integro-differential equation which is derived from the principle of conservation of energy ; see Appendix A. This equation's dependent variable is called specific intensity $I(r, t ; s)$, which is defined at position $\mathbf{r}$ at time t as the power per unit area, crossing a surface da
normal to the direction of travel s , per unit solid angle $\mathrm{d} \Omega$, i.e., $\mathrm{I}(\mathbf{r}, \mathbf{t} ; \mathbf{s})=\mathrm{dP}(\mathbf{r}, \mathbf{t} ; \mathbf{s}) / \mathrm{dad} \Omega$ in units of watts per square meter per steradian; s is a unit vector; see Fig. 1.

In Section I.2, the general scalar time-dependent transport equation is presented. Specific intensity is decomposed into three components, namely, the coherent intensity $I_{c}$ and two components of incoherent or diffuse intensity $I_{1}$ and $I_{2}$. Appropriate boundary conditions are also specified. Equations for $I_{1}$ and $I_{2}$ are solved in Sections I. 3 and I.4, respectively. Section 1.5 discusses the power received by a highly directive antenna placed in the forest. Section I. 6 presents numerical results. Of particular importance is the depiction of pulse broadening at relatively large penetration depths in the forest. Lastly, Section 1.7 gives conclusions and suggestions for further inquiries.

## I.2 General Formulation

A plane wave pulse train is assumed to be obliquely incident ${ }^{1}$ in the unit vector direction $\mathbf{s}_{\mathbf{p}}$ onto a planar interface separating free-space from a statistically homogeneous, strongly forward scattering medium (a forest); see Fig. 2. At the origin $s_{p}=0$, the incident signal is taken to be a periodic sequence of gaussian plane wave pulses having an instantaneous Poynting vector magnitude

$$
\begin{equation*}
S(0, t)=2 S_{p} F(0, t) \cos ^{2} 2 \pi f_{c} t \tag{1-1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{F}(0, \mathrm{t})=\frac{a}{\sqrt{\pi}} \mathrm{e}^{-(a \mathrm{t} / \mathrm{T})^{2}},-\mathrm{T} / 2 \leq \mathrm{t} \leq \mathrm{T} / 2 \tag{1-1a}
\end{equation*}
$$

and $S_{p}$ is essentially the time-averaged power per unit area which flows in the $s_{p}$ direction in a time period of $T$ seconds. The millimeter wave carrier frequency $f_{c}$ has a time period $T_{c}$ «T. The gaussian envelope function in (1) is normalized such that

$$
\begin{equation*}
\frac{1}{T} \int_{-T / 2}^{\mathrm{T} / 2} \mathrm{~F}(0, \mathrm{t}) \mathrm{dt}=1 \tag{1-2}
\end{equation*}
$$

The constant " $a$ " is chosen sufficiently large so that the $F(0, t)$ goes to zero as $t$ approaches $\pm T / 2$. The limits of integration in (2) can then be replaced by $\pm \infty$ and the integral evaluated. This is done in Section I.6.

Since the incident plane wave pulse train is an even periodic Two theories will be presented. A zero order solution for oblique
incidence and a first order solution for normal incidence. To permit
both developments, oblique incidence is initially considered.
function of time $t$ with pulse repetition rate $T$ seconds, it can be represented at $s_{p}=0$ by the even Fourier series

$$
\begin{equation*}
F(0, t)=\frac{1}{2} b_{0}+\sum_{v=1}^{\infty} b_{v} \cos v \omega t=R_{e}\left[\sum_{v=0}^{\infty} F_{v}^{o} e^{j v \omega t}\right] \tag{1-3}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega=\frac{2 \pi}{T} \quad, \quad b_{v}=\frac{2}{T} \int_{-T / 2}^{T / 2} F(0, t) \cos v \omega t d t \tag{1-3a}
\end{equation*}
$$

" $R_{e}$ " stands for " the real part of ", $\mathrm{F}_{v}^{0}$ is a real constant and $\omega$ is angular frequency. By choosing $a$ sufficiently large so that the gaussian function in (1a) goes to zero as $t$ approaches $\pm T / 2$, the limits of integration in (3a) can be replaced by $\pm \infty$ to yield

$$
\mathrm{F}_{v}^{\circ}=\frac{\varepsilon_{v} b_{v}}{2}=\varepsilon_{v} \mathrm{e}^{-(\pi v / a)^{2}}, \varepsilon_{v}=\left\{\begin{array}{l}
1, v=0  \tag{1-3b}\\
2, v \neq 0
\end{array}\right.
$$

Considering only that portion of the signal in the baseband, the intensity of the incident plane wave pulse train, in unit of watts per square meter per steradian, which travels in free-space at the speed of light $c$ in the unit vector direction $s$, is given by the expression

$$
\begin{equation*}
I_{p}=S_{p} F(t-s \cdot r / c) \delta\left(s-S_{p}\right) \tag{1-4}
\end{equation*}
$$

where

$$
\begin{align*}
& F(\mathrm{t}-\mathrm{s} \cdot \mathrm{r} / \mathrm{c})=\mathscr{R}_{v} \sum_{v=0}^{\infty} \mathrm{F}_{v}^{\mathrm{o}} \mathrm{e}^{\mathrm{j} v \omega(\mathrm{t}-\mathrm{s} \cdot \mathrm{r} / \mathrm{c})}  \tag{1-4a}\\
& \delta\left(\mathrm{s}-\mathrm{s}_{\mathrm{p}}\right)=\delta\left(\theta-\theta_{\mathrm{p}}\right) \delta\left(\phi-\phi_{\mathrm{p}}\right) / \sin \theta=\delta\left(\mu-\mu_{\mathrm{p}}\right) \delta\left(\phi-\phi_{\mathrm{p}}\right) \tag{1-4b}
\end{align*}
$$

and

$$
\begin{equation*}
\mu=\cos \theta, \quad \mu_{p}=\cos \theta_{p} . \tag{1-4c}
\end{equation*}
$$

Note that $z=s \cos \theta$ for planar geometry. In (4), $\delta(x)$ is a Dirac delta function and angles ( $\theta, \phi$ ) represent an arbitrary direction in a spherical coordinate system while ( $\boldsymbol{\theta}_{\mathrm{p}}, \boldsymbol{\phi}_{\mathrm{p}}$ ) are used to designate the direction of the incident radiation.

Specific intensity is governed by the equation of radiative transfer, which for planar geometries takes the form

$$
\begin{equation*}
\frac{1}{\mathrm{c}} \frac{\partial \mathrm{I}}{\partial \mathrm{t}}+\cos \theta \frac{\partial \mathrm{I}}{\partial \mathrm{z}}+\sigma_{\mathrm{t}} \mathrm{I}=\frac{\sigma_{\mathrm{s}}}{4 \pi} \iint_{4 \pi} \mathrm{p}\left(\mathrm{~s}, \mathrm{~s}^{\prime}\right) \mathrm{I}\left(\mathrm{z}, \mathrm{t} ; \theta^{\prime}, \phi^{\prime}\right) \sin \theta^{\prime} \mathrm{d} \theta^{\prime} \mathrm{d} \phi^{\prime} \tag{1-5}
\end{equation*}
$$

In the derivation of (5) in Appendix A, the medium is assumed to be free of dispersion. Since at millimeter wave frequencies all forest parameters are assumed to be independent of frequency, (5) applies. The parameter $\sigma_{t}=\sigma_{A}+\sigma_{s}$ is the total or extinction cross-section per unit volume and $\mathrm{p}\left(\mathrm{s}, \mathrm{s}^{\prime}\right)$ is the scatter or phase function. It is assumed to depend only on $\gamma$ and to be given by

$$
\begin{equation*}
\mathrm{p}(\gamma)=\mathrm{p}_{1}(\gamma)+\mathrm{p}_{0} \tag{1-5a}
\end{equation*}
$$

where

$$
\mathrm{p}_{0}=1-\alpha, \mathrm{p}_{1}(\gamma)=\alpha \mathrm{q}(\gamma)=\alpha\left[\frac{2}{\Delta \gamma}\right)^{2} \mathrm{e}^{-\left(\frac{\gamma}{\Delta \gamma}\right)^{2}}, \Delta \gamma \ll \pi,(1-5 \mathrm{~b})
$$

with normalization

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{4 \pi} \mathrm{p}\left(\mathrm{~s}, \mathrm{~s}^{\prime}\right) \mathrm{d} \Omega^{\prime}=1 \quad, \quad \mathrm{~d} \Omega^{\prime}=\sin \theta^{\prime} \mathrm{d} \theta^{\prime} \mathrm{d} \phi^{\prime} \tag{1-5c}
\end{equation*}
$$

The angle $\gamma$ is measured between the incident direction $\mathbf{s}^{\prime}$ or equivalently ( $\theta^{\prime}, \phi^{\prime}$ ) and the scatter direction $s$ or $(\theta, \phi)$. It is specified by the relation

$$
\begin{equation*}
\cos \gamma=\mathbf{s} \cdot \mathbf{s}^{\prime}=\cos \left(\phi-\phi^{\prime}\right) \sin \theta \sin \theta^{\prime}+\cos \theta \cos \theta^{\prime} \tag{1-5d}
\end{equation*}
$$

The differential solid angle $\mathbf{d} \Omega$ about the scatter direction $s$ is depicted in Fig 1. The phase function in $(5 a, b)$ consists of a narrow gaussian shaped lobe ( $\mathbf{p}_{1}$ ) superimposed on a uniform omnidirection background ( $\mathrm{p}_{0}$ ). The parameter $\Delta \boldsymbol{\gamma}$ is the beamwidth of the forward lobe and $\alpha$ is the ratio of the probability of intensity being scattered in the forward direction to the probability of intensity being scattered in all directions ( which is unity ).

Introducing normalized variables

$$
\begin{equation*}
z^{\prime}=\sigma_{t} z, \quad t^{\prime}=\sigma_{t} c t \tag{1-6a}
\end{equation*}
$$

and the parameter albedo

$$
\begin{equation*}
\mathrm{W}=\sigma_{\mathrm{s}} / \sigma_{\mathrm{t}} \tag{1-6b}
\end{equation*}
$$

allows us to rewrite (5), using $\mu=\cos \theta$, as

$$
\begin{equation*}
\frac{\partial \mathrm{I}}{\partial \mathrm{t}^{\prime}}+\mu \frac{\partial \mathrm{I}}{\partial \mathrm{z}^{\prime}}+\mathrm{I}=\frac{\mathrm{W}}{4 \pi} \iint_{4 \pi} \mathrm{p}(\gamma) \mathrm{I}\left(z^{\prime}, \mathrm{t}^{\prime} ; \mu^{\prime}, \phi^{\prime}\right) \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime}, \quad \mathrm{z}^{\prime} \geq 0 \tag{1-7}
\end{equation*}
$$

The intensity I has two components, namely, the coherent intensity $I_{c}$ and the incoherent or diffuse intensity $I_{d}$ :

$$
\begin{equation*}
I=I_{c}+I_{d} \tag{1-8}
\end{equation*}
$$

Substituting (8) into (7) and defining the coherent component to satisfy the equation

$$
\begin{equation*}
\frac{\partial I_{c}}{\partial t^{\prime}}+\mu \frac{\partial I_{c}}{\partial z^{\prime}}+I_{c}=0 \tag{1-9}
\end{equation*}
$$

yield for the incoherent component the equation

$$
\begin{equation*}
\frac{\partial I_{d}}{\partial t^{\prime}}+\mu \frac{\partial I_{d}}{\partial z^{\prime}}+I_{d}=\frac{W}{4 \pi} \iint_{\pi} p(\gamma)\left(I_{d}+I_{c}\right) d \mu^{\prime} d \phi^{\prime} . \tag{1-10}
\end{equation*}
$$

To solve (9) and (10) it is convenient to introduce Fourier series representations for the incident, coherent and diffuse intensities

$$
\begin{equation*}
I_{i}\left(z^{\prime}, t^{\prime} ; \mu, \phi\right)=\mathscr{R}\left[\sum_{v=0}^{\infty} I_{i v}\left(z^{\prime} ; \mu, \phi\right) e^{j v \omega^{\prime} t^{\prime}}\right], i=p, c, d \tag{1-11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{T}^{\prime}=\sigma_{\mathrm{t}} \mathrm{cT}, \quad \omega^{\prime}=2 \pi / \mathrm{T}^{\prime} \tag{1-11a}
\end{equation*}
$$

Note that because equation (5) is linear, the frequency parameter in (11) is the normalized version of the angular frequency encountered in (4a). Observe also that (9) dictates that $I_{c}$ depends only on $z^{\prime}, t^{\prime}$ and $\mu$. Substituting (11) into (9) and (10) yields the two equations

$$
\begin{align*}
& j v \omega^{\prime} I_{c v}+\mu \frac{d I_{c v}}{d z^{\prime}}+I_{c v}=0,  \tag{1-12a}\\
& j v \omega^{\prime} I_{d v}+\mu \frac{d I_{d}}{d z^{\prime}}+I_{d v}=\frac{W}{4 \pi} \iint_{4 \pi} p(\gamma)\left(I_{d v}+I_{c v}\right) d \mu^{\prime} d \phi^{\prime} . \tag{1-12b}
\end{align*}
$$

Solving (12a) by direct integration yields

$$
\begin{equation*}
I_{c v}\left(z^{\prime} ; \mu\right)=A_{c v}{ }^{-\left(1+j v \omega^{\prime}\right) z^{\prime} / \mu} . \tag{1-13}
\end{equation*}
$$

To determine the unknown constant $A_{c v}$, recognize that the incoherent intensity $I_{d}$ is a consequence of multiple scattering effects in the forest. Since the scatter radiation is generated inside the forest and, therefore, can only leave the forest at $z^{\prime}=0$, the only intensity which flows in the same direction as the incident radiation at $s=0$ or $z^{\prime}=0$ is $I_{c}$. Hence, the boundary conditions which must be satisfied are

$$
\begin{equation*}
I_{c}=I_{p}, I_{d}=0 \quad \text { at } \quad z^{\prime}=0 \quad \text { for } 0 \leq \mu \leq 1 \tag{1-14a}
\end{equation*}
$$

In addition, since the medium ( the forest ) is lossy ( $\sigma_{A} \neq 0$ ), the intensity must vanish at infinity, i.e.,

$$
\begin{equation*}
I_{c} \rightarrow 0, I_{d} \rightarrow 0 \quad \text { as } z^{\prime} \rightarrow \infty . \tag{1-14b}
\end{equation*}
$$

From (4),(11),(13),(14a) and using the normalized coordinates introduced in (6a), it follows that

$$
\begin{equation*}
A_{c v}=S_{p} F_{v}^{o} \delta\left(\mu-\mu_{p}\right) \delta\left(\phi-\phi_{p}\right) \tag{1-15}
\end{equation*}
$$

Hence, the time-dependent coherent intensity becomes
$I_{\mathrm{c}}\left(\mathrm{z}^{\prime}, \mathrm{t}^{\prime} ; \mu, \phi\right)=\mathrm{S}_{\mathrm{p}} \mathrm{F}\left(\mathrm{t}^{\prime}-\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right) \mathrm{e}^{-\mathrm{z}^{\prime} / \mu_{\mathrm{p}} \delta\left(\mu-\mu_{\mathrm{p}}\right) \delta\left(\phi-\phi_{\mathrm{p}}\right)}$,
where

$$
\begin{equation*}
F\left(\mathrm{t}^{\prime}-\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right)=\mathscr{R} \sum_{v=0}^{\infty} \mathrm{F}_{v}\left(\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right) e^{\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime}} \tag{1-16a}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{F}_{v}\left(\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right)=\mathrm{F}_{v}^{\mathbf{o}} \mathrm{e}^{-\mathrm{j} v \omega^{\prime} z^{\prime} / \mu_{\mathrm{p}}} \tag{1-16b}
\end{equation*}
$$

Physically, the coherent intensity describes the attenuation of the intensity in the forest due to absorption and outscattering along the direction of the entering signal.

After using the coherent intensity $I_{c v}$ found above in (13) and (15), the equation for the diffuse intensity (12b) is solved by first separating the diffuse intensity into two parts [3]

$$
\begin{equation*}
\mathrm{I}_{\mathrm{d} v}\left(\mathrm{z}^{\prime} ; \mu, \phi\right)=\mathrm{I}_{1 v}\left(\mathrm{z}^{\prime} ; \mu, \phi\right)+\mathrm{I}_{2 v}\left(\mathrm{z}^{\prime} ; \mu\right) \tag{1-17}
\end{equation*}
$$

such that the "strong forward" diffuse intensity $I_{10}$, which depends on
$z^{\prime}, \mu$ and $\phi$, satisfies
$\mu_{\mathrm{dz}^{2}}{ }^{\mathrm{dI}}+\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{I}_{1 v}=\frac{\mathrm{W} \alpha}{4 \pi} \iint_{4 \pi} \mathrm{q}(\gamma) \mathrm{I}_{1 v^{\prime}} \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime}+\frac{\mathrm{S}_{\mathrm{p}} \mathrm{W} \alpha}{4 \pi} \mathrm{~F}_{v^{\prime}}\left(\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right) \mathrm{e}^{-\mathrm{z}^{\prime} / \mu_{\mathrm{p}}} \mathrm{q}^{\left(\gamma_{\mathrm{p}}\right)(1-18)}$
and the "omnidirectional" diffuse intensity $I_{2 v}$, which does not have a preference direction in the scattering process, satisfies

$$
\begin{align*}
& \mu \frac{\mathrm{dI}}{\mathrm{dz}^{\prime}}{ }^{v}+\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{I}_{2 v}=\frac{\mathrm{W} \alpha}{4 \pi} \int_{4 \pi} \mathrm{q}(\gamma) \mathrm{I}_{2 v} \mathrm{~d} \mu^{\prime} \mathrm{d} \phi^{\prime} \\
& \quad+\frac{\mathrm{W}(1-\alpha)}{4 \pi} \int_{4 \pi}\left(\mathrm{I}_{1 v}+\mathrm{I}_{2 v}\right) \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime}+\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~W}(1-\alpha)}{4 \pi} \mathrm{~F}_{v}\left(\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right) \mathrm{e}^{-\mathrm{z}^{\prime} / \mu_{\mathrm{p}}} \tag{1-19}
\end{align*}
$$

where

$$
\begin{align*}
& \cos \gamma=\cos \left(\phi-\phi^{\prime}\right)\left[\left(1-\mu^{2}\right)\left(1-\mu^{\prime 2}\right)\right]^{1 / 2}+\mu \mu^{\prime}  \tag{1-19a}\\
& \cos \gamma_{\mathrm{p}}=\cos \left(\phi-\phi_{\mathrm{p}}\right)\left[\left(1-\mu^{2}\right)\left(1-\mu_{\mathrm{p}}^{2}\right)\right]^{1 / 2}+\mu \mu_{\mathrm{p}} \tag{1-19b}
\end{align*}
$$

For convenience, $I_{1}$ and its transform $I_{10}$ are designated "strong forward" diffuse intensities while $I_{2}$ and its transform $I_{2 v}$ are called "omnidirectional" diffuse intensities. Their designations are inferred from the defining equations which determine the significant nature of the scattering process. As can be seen from (18), $I_{10}$ is generated by scattering into the strong forward lobe $q(\gamma)$ of the phase function. Meanwhile, $I_{2 v}$, as defined by (19), is primarily generated by scattering into the isotropic background portion of the scatter function, namely, $p_{0}=1-\alpha$. To satisfy (14), $I_{1 v}$ and $I_{2 v}$ are taken to obey the boundary conditions

$$
\begin{align*}
& I_{1 v}=0, I_{2 v}=0  \tag{1-20a}\\
& I_{1 v} \rightarrow 0, I_{2 v} \rightarrow 0 \tag{1-20b}
\end{align*} \text { for } z^{\prime}=0,0 \leq \mu \leq 1 .
$$

## I. 3 Strong Forward Diffuse Intensity

To determine the strong forward diffuse intensity $I_{1}$, the solution to (18) for $I_{10}$ is needed. To simplify the analysis without loss of physical understanding, the normal incidence case is considered, i.e., $\mu_{p}=\cos \theta_{p}=1$. Since scattering in the forest takes place symmetrically about the forward direction $\theta=0^{\circ}, \mathrm{I}_{10}$ is independent of $\phi$. Furthermore, because the scatter profile is characterized by a strong forward lobe $q(\gamma)$, scattering takes place essentially in a small angular domain about the $\theta$ equal to zero direction ; hence, a perturbation solution to (18) for $I_{1 v}$ will be developed which remains valid only for small values of $\theta$ different from zero and limited penetration depths; the $\theta=0^{\circ}$ or zero order solution will be shown to agree with results derived by an alternative method which involves setting $\mu=1$ in (18); see Appendix C.

Let

$$
\begin{equation*}
\mathrm{I}_{1 v^{\prime}}\left(\mathrm{z}^{\prime} ; \mu\right)=\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{0} \mathrm{e}^{-\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{z}^{\prime}} \mathrm{g}_{v}\left(\mathrm{z}^{\prime} ; \mu\right) \tag{1-21}
\end{equation*}
$$

Substitution of (21) into (18) and (20) yields

$$
\begin{align*}
& \left(1+j v \omega^{\prime}\right)(1-\mu) g_{v}\left(z^{\prime} ; \mu\right)+\mu \frac{\mathrm{dg}_{v}\left(\mathrm{z}^{\prime} ; \mu\right)}{d z^{\prime}} \\
& \quad=\frac{\mathrm{W} \alpha}{4 \pi} \int_{0}^{2 \pi} \int_{-1}^{1} \mathrm{q}(\gamma) \mathrm{g}_{v}\left(\mathrm{z}^{\prime} ; \mu^{\prime}\right) \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime}+\frac{\mathrm{W} \alpha}{4 \pi} \mathrm{q}\left(\gamma_{\mathrm{p}}\right) \tag{1-22}
\end{align*}
$$

where $\gamma=\theta$ and $\gamma_{\mathrm{p}}=\theta_{\mathrm{p}}$, subject to boundary conditions

$$
\begin{equation*}
g_{v}(0 ; \mu)=0 \quad \text { and } \quad g_{v}\left(z^{\prime} ; \mu\right) e^{-z^{\prime}} \rightarrow 0 \quad \text { for } z^{\prime} \rightarrow \infty \tag{1-23}
\end{equation*}
$$

Assume the series expansion

$$
\begin{equation*}
g_{v}\left(z^{\prime} ; \mu\right)=\sum_{m=1}^{M} \mathbf{a}_{v, m}(\mu) z^{\prime m}, \quad \quad M \text { large } \tag{1-24}
\end{equation*}
$$

This ansatz satisfies both boundary conditions in (23). Substituting (24) into (22) and setting the coefficients of all powers $z^{\prime \text { m }}$ to zero yield the following explicit equations for the coefficients $\mathbf{a}_{v, \mathrm{~m}}(\mu)$ which can be solved in sequence.

$$
\begin{gather*}
z^{\prime 0}: \quad \mu a_{v, 1}=\frac{W \alpha}{4 \pi} q(\gamma) \\
\vdots \\
z^{\prime m}:\left(1+j v \omega^{\prime}\right)(1-\mu) a_{v, m}+(m+1) \mu a_{v, m+1}=\frac{W \alpha}{4 \pi} \int_{4 \pi} \int_{i} q(\gamma) a_{v, \mathrm{~m}}\left(\mu^{\prime}\right) \mathrm{d} \mu^{\prime} d \phi^{\prime} .  \tag{1-25}\\
m=1,2, \ldots, \mathrm{M}-1
\end{gather*}
$$

By adding and subtracting appropriate factors, the above equations can be rewritten as

$$
a_{v, 1}=\frac{W \alpha}{4 \pi} q(\gamma)+(1-\mu) a_{v, 1}
$$

$$
\begin{gathered}
(m+1) a_{v, \mathrm{~m}+1}=\frac{W \alpha}{4} \int_{4} \int_{\pi} q(\gamma) a_{v, \mathrm{~m}}\left(\mu^{\prime}\right) \mathrm{d} \mu^{\prime} d \phi^{\prime}+(1-\mu)\left[(\mathrm{m}+1) \mathrm{a}_{v, \mathrm{~m}+1}-\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{a}_{v, \mathrm{~m}}\right] \\
\mathrm{m}=1,2, \ldots, \mathrm{M}-1
\end{gathered}
$$

Note that ( $1-\mu$ ) is a small parameter.
In Appendix B, two recursion relations are derived; for $\gamma=\theta$ these are

$$
\begin{equation*}
\frac{1}{4 \pi} \iint_{4 \pi} q(\gamma) q_{m}\left(\theta^{\prime}\right) \sin \theta^{\prime} d \theta^{\prime} d \phi^{\prime}=q_{m+1}(\theta) \tag{1-27a}
\end{equation*}
$$

and

$$
\frac{1}{4 \pi} \int_{4 \pi} q^{\prime}(\gamma) q_{m}\left(\theta^{\prime}\right) \theta^{\prime 2} \sin \theta^{\prime} d \theta^{\prime} d \phi^{\prime}=\frac{m}{m+1}\left(\Delta \gamma^{2}+\frac{m}{m+1} \theta^{2}\right) q_{m+1}(\theta) .(1-27 b)
$$

Making use of (27) and setting $\mu=1$ permits the system of equations (26) to be written for the zero order approximation as

$$
\begin{equation*}
\mathrm{a}_{v, \mathrm{~m}}^{0}=\frac{(W \alpha)^{\mathrm{m}}}{4 \pi \mathrm{~m}!} \mathrm{q}_{\mathrm{m}}(\gamma) \quad, \quad \mathrm{m}=1,2, \ldots, \mathrm{M} \tag{1-28}
\end{equation*}
$$

where $\mathrm{q}(\gamma)=\mathrm{q}_{1}(\gamma), \gamma=\theta$, and

$$
\begin{equation*}
\mathrm{q}(\gamma)=\frac{4}{\Delta \gamma^{2}} \mathrm{e}^{-\left(\frac{\gamma}{\Delta \gamma}\right)^{2}}, \quad \mathrm{q}_{\mathrm{m}}(\gamma)=\frac{4}{\mathrm{~m} \Delta \gamma^{2}} \mathrm{e}^{-\frac{1}{\mathrm{~m}\left(\frac{\gamma}{\Delta \gamma}\right)^{2}}} . \tag{1-29}
\end{equation*}
$$

A first order solution, assuming ( $1-\mu$ ) is small, is obtained by inserting the above zero order solution into the right hand side of (26). This yields

$$
\begin{aligned}
& \mathrm{a}_{v, 1}^{1}=\frac{W \alpha}{4 \pi} q(\gamma)+(1-\mu) \frac{W \alpha}{4 \pi} q_{1}(\gamma)=\frac{W \alpha}{4 \pi}(2-\mu) q_{1}(\gamma) \\
& \vdots \\
& \vdots \\
& a_{v, \mathrm{~m}+1}^{1}= \\
& \frac{1}{4 \pi} \frac{W \alpha}{m+1} \iint_{4 \pi} q(\gamma) a_{v, \mathrm{~m}}^{1} d \mu^{\prime} d \phi^{\prime}+(1-\mu)\left[a_{v, \mathrm{~m}+1^{-1}}^{0}-\frac{1}{m+1}\left(1+\mathrm{j} v \omega^{\prime}\right) a_{v, \mathrm{~m}}^{0}\right], \\
& m=1,2, \ldots, \mathrm{M}-1 .
\end{aligned}
$$

Integrals in (30) are evaluated by approximating (1- $\mu$ ) by $\theta^{2} / 2$ since $\theta$ is small and by using the recursion relations (27). Hence,

$$
\begin{align*}
a_{v, 1}^{1}= & \frac{W \alpha}{4 \pi}(2-\mu) q_{1}(\gamma) \\
a_{v, 2}^{1}= & \frac{1}{4 \pi} \frac{(W \alpha)^{2}}{2!}\left\{\frac{1}{4 \pi} \iint_{4 \pi} q^{\prime}(\gamma)\left[q_{1}\left(\theta^{\prime}\right)+\frac{1}{2} \theta^{\prime 2} q_{1}\left(\theta^{\prime}\right)\right] \sin \theta^{\prime} d \theta^{\prime} d \phi^{\prime}\right\} \\
& +\frac{1}{4 \pi} \frac{(W \alpha)^{2}}{2!}(1-\mu) q_{2}(\theta)-\frac{1}{4 \pi} \frac{W \alpha}{2!}\left(1+j v \omega^{\prime}\right)(1-\mu) q_{1}(\theta) \\
= & \frac{1}{4 \pi} \frac{(W \alpha)^{2}}{2!}\left[1+\frac{1}{4} \Delta \gamma^{2}+\frac{5}{4}(1-\mu)\right] q_{2}(\theta)-\frac{1}{4 \pi} \frac{W \alpha}{2!}\left(1+j v \omega^{\prime}\right)(1-\mu) q_{1}(\theta) \tag{1-31b}
\end{align*}
$$

$$
\begin{align*}
\mathrm{a}_{v, 3}^{1}= & \frac{1}{4 \pi} \frac{(W \alpha)^{3}}{3!}\left\{\frac{1}{4 \pi} \int_{4 \pi} \int_{\pi}(\gamma)\left[1+\frac{1}{4} \Delta \gamma^{2}+\frac{5}{8} \theta^{\prime 2}\right] \mathrm{q}_{2}\left(\theta^{\prime}\right) \sin \theta^{\prime} \mathrm{d} \theta^{\prime} \mathrm{d} \phi^{\prime}\right\} \\
& -\frac{1}{4 \pi} \frac{(W \alpha)^{2}}{3!}\left(1+j v \omega^{\prime}\right)\left\{\frac{1}{4 \pi} \int_{4 \pi} q_{\pi}(\gamma) \frac{1}{2} \theta^{\prime 2} q_{1}\left(\theta^{\prime}\right) \sin \theta^{\prime} d \theta^{\prime} d \phi^{\prime}\right\} \\
& +\frac{1}{4 \pi} \frac{(W \alpha)^{3}}{3!}(1-\mu) q_{3}(\theta)-\frac{1}{4 \pi} \frac{(W \alpha)^{2}}{3!}\left(1+j v \omega^{\prime}\right)(1-\mu) q_{2}(\theta) \\
& =\frac{(W \alpha)^{3}}{4 \pi}\left[1+\frac{2}{3} \Delta \gamma^{2}+\frac{14}{9}(1-\mu)\right] q_{3}(\theta)-\frac{(W \alpha)^{2}}{4 \pi} 3!\left(1+j v \omega^{\prime}\right)\left[\frac{1}{4} \Delta \gamma^{2}+\frac{5}{4}(1-\mu)\right] q_{2}(\theta) \tag{1-31c}
\end{align*}
$$

From (31), the (m) and ( $m+1$ ) terms are inferred to be
and

$$
\begin{aligned}
& a_{v, m+1}^{1}=\frac{(W \alpha)^{m+1}}{4 \pi(m+1)!}\left\{\frac{1}{4 \pi} \iint_{4 \pi} q(\gamma)\left[1+A_{m} \Delta \gamma^{2}+\frac{B_{m}}{2} \theta^{\prime 2}\right] q_{m}\left(\theta^{\prime}\right) \sin \theta^{\prime} d \theta^{\prime} d \phi^{\prime}\right\} \\
& -\frac{(W \alpha)^{m}}{\left.4 \pi(m+1)!^{(1+j} v \omega^{\prime}\right)\left\{\frac{1}{4 \pi} \iint_{\pi \pi} q(\gamma)\left[C_{m} \Delta \gamma^{2}+\frac{D_{m}}{2} \theta^{\prime 2}\right] q_{m-l}\left(\theta^{\prime}\right) \sin \theta^{\prime} d \theta^{\prime} d \phi^{\prime}\right\}} \\
& +\frac{(W \alpha)^{m+1}}{4 \pi(m+1)!}(1-\mu) q_{m+}(\theta)-\frac{(W \alpha)^{m}}{4 \pi(m+1)!}\left(1+j v \omega^{\prime}\right)(1-\mu) q_{m}(\theta),(1-32 b)
\end{aligned}
$$

where $1-\mu \simeq \theta^{2} / 2$ is used in the integrands and $A_{m}, B_{m}, C_{m}$ and $D_{m}$ remain to be determined. Evaluating the integrals in (32a) using the recursion relations (27) yields

$$
\begin{align*}
& \mathrm{a}_{v, \mathrm{~m}+1}^{1}=\frac{(\mathrm{W} \alpha)^{\mathrm{m}+1}}{4 \pi(\mathrm{~m}+1)!}\left[1+\left(\mathrm{A}_{\mathrm{m}}+\frac{1}{2} \frac{\mathrm{~m}}{\mathrm{~m}+\mathrm{I}} \mathrm{~B}_{\mathrm{m}}\right) \Delta \gamma^{2}+\left(1+\frac{\mathrm{m}^{2}}{(\mathrm{~m}+1)^{2}} \mathrm{~B}_{\mathrm{m}}\right)(1-\mu)\right] \mathrm{q}_{\mathrm{m}+1}(\theta) \\
& \quad-\frac{(\mathrm{W} \alpha)^{\mathrm{m}}}{4 \pi(\mathrm{~m}+1)!}\left(1+j v \omega^{\prime}\right)\left[\left(\mathrm{C}_{\mathrm{m}}+\frac{1}{2} \frac{\mathrm{~m}-1}{\mathrm{~m}} \mathrm{D}_{\mathrm{m}}\right) \Delta \gamma^{2}+\left(1+\left(\frac{\mathrm{m}-1}{\mathrm{~m}}\right)^{2} D_{m}\right)(1-\mu)\right] \mathrm{q}_{m}(\theta) . \tag{1-33}
\end{align*}
$$

Comparing (32a) with (33), it follows that

$$
\begin{align*}
& A_{m+1}=A_{m}+\frac{1}{2} \frac{m}{m+1} B_{m}  \tag{1-34a}\\
& B_{m+1}=1+\frac{m^{2}}{(m+1)^{2}} B_{m}  \tag{1-34b}\\
& C_{m+1}=C_{m}+\frac{1}{2} \frac{m-1}{m} D_{m}  \tag{1-34c}\\
& D_{m+1}=1+\frac{(m-1)^{2}}{m^{2}} D_{m} \tag{1-34d}
\end{align*}
$$

Comparing (34a) to (34c) and (34b) to (34d) result in

$$
\begin{equation*}
C_{m+1}=A_{m} \quad \text { and } \quad D_{m+1}=B_{m} \tag{1-35}
\end{equation*}
$$

Making use of (34) in the comparison of (32a) to the first equation in (31a) gives $A_{1}=0, B_{1}=1, C_{1}=0$ and $D_{1}=0$. Recursion formulas (34) then show that

$$
\begin{equation*}
A_{m}=\frac{1}{6} \sum_{k=1}^{m}\left(k-\frac{1}{2}\right)-\frac{1}{12}=\frac{1}{12}\left(m^{2}-1\right) \tag{1-36a}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{m}=\frac{1}{m^{2}} \sum_{k=1}^{m} k^{2}=\frac{1}{6} \frac{m+1}{m}(2 m+1) \tag{1-36b}
\end{equation*}
$$

Hence, (32a) becomes

$$
\begin{align*}
\mathrm{a}_{v, \mathrm{~m}}^{1} & =\frac{(\mathrm{W} \alpha)^{\mathrm{m}}}{4 \pi \mathrm{~m}!}\left[1+\frac{1}{12}\left(\mathrm{~m}^{2}-1\right) \Delta \gamma^{2}+\frac{1}{6} \frac{\mathrm{~m}+1}{\mathrm{~m}}(2 \mathrm{~m}+1)(1-\mu)\right] \mathrm{q}_{\mathrm{m}}(\theta) \\
& -\frac{(\mathrm{W} \alpha)^{\mathrm{m}-1}}{4 \pi \mathrm{~m}^{(1+j}}\left(1+\omega^{\prime}\right)\left[\frac{1}{12}\left[(\mathrm{~m}-1)^{2}-1\right) \Delta \gamma^{2}+\frac{1}{6} \frac{\mathrm{~m}}{\mathrm{~m}-1}(2 \mathrm{~m}-1)(1-\mu)\right] \mathrm{q}_{\mathrm{m}-1}(\theta) . \tag{1-37}
\end{align*}
$$

To first approximation, (24) thus can be expressed as

$$
\begin{equation*}
g_{v}\left(z^{\prime} ; \mu\right)=\frac{1}{4 \pi} \sum_{m=1}^{M} \frac{\left(W \alpha z^{\prime}\right)^{m}}{m!} q_{m}(\theta)\left\{1+\xi_{m}(\theta)\left[1-\frac{z^{\prime}}{m+1}\left(1+j v \omega^{\prime}\right)\right]\right\} \tag{1-38}
\end{equation*}
$$

denoting

$$
\begin{equation*}
\xi_{\mathrm{m}}(\theta)=\frac{1}{6}\left[\left(\mathrm{~m}^{2}-1\right) \frac{\Delta \gamma^{2}}{2}+\frac{\mathrm{m}+1}{\mathrm{~m}}(2 \mathrm{~m}+1)(1-\mu)\right] \tag{1-38a}
\end{equation*}
$$

Because of the factor $z^{\prime m} / \mathrm{m}!$, it is anticipated that the series in (38) exhibits a maximum value at $z^{\prime} \simeq M$; hence, to ensure convergence $M$ ought
to be chosen larger than $z^{\prime}$.
By substituting (21) and (38) into (11), the strong forward diffuse intensity $I_{1}\left(z^{\prime}, t^{\prime} ; \mu\right)$ is finally obtained as

$$
\begin{align*}
I_{1}\left(z^{\prime}, t^{\prime} ; \mu\right)= & \mathscr{R} \cdot\left[\sum_{v=0}^{\infty} I_{1 v} e^{j v \omega^{\prime} t^{\prime}}\right]  \tag{1-39a}\\
= & \mathscr{R e}_{0}\left[\sum_{v=0}^{\infty} \frac{S_{p} F_{v}^{o}}{4 \pi} e^{j v \omega^{\prime}\left(t^{\prime}-z^{\prime}\right)} e^{-z^{\prime}} \sum_{m=1}^{M} \frac{\left(W \alpha z^{\prime}\right)^{m}}{m!} q_{m}(\theta)\right. \\
& \left.\cdot\left\{1+\xi_{m}(\theta)\left[1-\frac{z^{\prime}}{m+1}\left(1+j v \omega^{\prime}\right)\right]\right\}\right] \tag{1-39b}
\end{align*}
$$

Rewriting this expression using (4a) gives

$$
\begin{align*}
I_{1}\left(z^{\prime}, t^{\prime} ; \mu\right) & =\frac{S_{p}}{4 \pi} F\left(t^{\prime}-z^{\prime}\right) e^{-z^{\prime}} \sum_{m=1}^{M} \frac{\left(W \alpha z^{\prime}\right)^{m}}{m!} q_{m}(\theta)\left(1+\xi_{m}(\theta)\right) \\
& -\frac{S_{p}}{4 \pi}\left[F\left(t^{\prime}-z^{\prime}\right)+F^{\prime}\left(t^{\prime}-z^{\prime}\right)\right] e^{-z^{\prime}} \frac{1}{W} \alpha_{m=1}^{M-1} \sum_{m}\left(W \alpha z^{\prime}\right)^{m+1}(m)!q_{m}(\theta) \xi_{m}(\theta), \tag{1-40}
\end{align*}
$$

where $F\left(t^{\prime}-z^{\prime}\right)$ is the undistorted normally incident plane wave gaussian pulse (see (4)) and $F^{\prime}\left(t^{\prime}-z^{\prime}\right)$ is its first derivative with respect to time $t^{\prime}$. Because of the appearance of the derivative term, pulse broadening occurs, which is observable when the term ( $\mathrm{W} \alpha \mathrm{z}^{\prime}$ ) is large. Hence, an input signal which sharply rises and falls will exhibit stronger pulse broadening.

An alternative analytic method based on [3] was used to find the zero order solution for the diffuse intensity $I_{1}$. This solution agrees with (39) when $\xi_{\mathrm{m}}(\theta)$ is set to zero; see Appendix C for details.

## I. 4 Omnidirectional Diffuse Intensity

The diffuse intensity $I_{20}$, defined in (19) is primarily determined by the isotropic background portion of the scatter function, namely, $p_{0}$ $=1-\alpha$. This becomes more evident once the first integral on the right hand side of (19) is evaluated by approximating the narrow peaking function $\mathrm{q}(\gamma)$ by a delta function in obtaining the following simpler equation for $I_{2 v}$ ( see Appendix $D$ for details)

$$
\begin{equation*}
\mu \frac{\mathrm{dI}_{2 v}}{\mathrm{~d} \tau_{v}}+\mathrm{I}_{2 v}=\frac{\mathrm{W}_{v}}{2} \int_{-1}^{1} \mathrm{I}_{2 v} \mathrm{~d} \mu^{\prime}+\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{0} \mathrm{~W}_{v}}{4 \pi} \mathrm{e}^{-\tau} v_{\mathrm{p}}^{\prime \mu} \tag{1-41}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{v}=\left(1+\mathrm{j} v \omega^{\prime}-\mathrm{W} \alpha\right) \mathrm{z}^{\prime}, \mathrm{W}_{v}=\mathrm{W}(1-\alpha) /\left(1+\mathrm{j} v \omega^{\prime}-\mathrm{W} \alpha\right) \tag{1-41a}
\end{equation*}
$$

and boundary conditions (20) become

$$
\begin{array}{ll}
\mathrm{I}_{2 v}=0 & \text { at } \tau_{v}=0,0 \leq \mu \leq 1 \\
\mathrm{I}_{2 v} \rightarrow 0 & \text { as } \tau_{v} \rightarrow \infty \tag{1-42b}
\end{array}
$$

Note that (41) has the same form as the time-independent transport equation for isotropic scattering except that $W_{v}$ and $\tau_{v}$ are now complex. Hence, $\mathrm{I}_{2 v}$ is expected to have a broad directional angular spectrum.

To solve (41) subject to boundary conditions (42), a number of solution methods are available in the literature for the time-independent isotropic transport equation in planar geometries [3-7]. The method of moments is used here [3,7].

Let $I_{2 v}$ be represented by the following truncated series expansion with unknown expansion coefficients $I_{n}\left(\tau_{v}\right)$ and overlapping triangular bases functions $\mathbf{f}_{\mathbf{n}}(\mu)$

$$
\begin{equation*}
I_{2 v}\left(\tau_{v} ; \mu\right)=\sum_{n=0}^{N} I_{\mathrm{n}}\left(\tau_{v}\right) f_{\mathrm{n}}(\mu) \tag{1-43}
\end{equation*}
$$

where

$$
f_{n}(\mu)=\left\{\begin{array}{cl}
0 & ,-1 \leq \mu \leq \mu_{n-1}  \tag{1-43a}\\
\left(\mu-\mu_{n-1}\right) /\left(\mu_{n}-\mu_{n-1}\right) & , \mu_{n-1} \leq \mu \leq \mu_{n} \\
\left(\mu-\mu_{n+1}\right) /\left(\mu_{n}-\mu_{n+1}\right) & , \mu_{n} \leq \mu \leq \mu_{n+1} \\
0 & , \mu_{n+1} \leq \mu \leq 1
\end{array}\right\}, \mathrm{n} \neq 0, \mathrm{~N}
$$

while boundary values, $f_{0}(x)$ and $f_{N}(x)$ have the shape of half-triangles

$$
\begin{align*}
& \mathrm{f}_{\mathrm{o}}(\mu)=\left\{\begin{array}{cc}
\left(\mu_{1}-\mu\right) /\left(\mu_{1}+1\right) & ,-1 \leq \mu \leq \mu_{1} \\
0 & , \quad \mu_{1} \leq \mu \leq+1
\end{array}\right\}, \mathrm{n}=0  \tag{1-43b}\\
& \mathrm{f}_{\mathrm{N}}(\mu)=\left\{\begin{array}{cl}
0 & ,-1 \leq \mu \leq \mu_{\mathrm{N}-1} \\
\left(\mu-\mu_{\mathrm{N}-1}\right) /\left(1-\mu_{\mathrm{N}-1}\right) & , \mu_{\mathrm{N}-1} \leq \mu \leq+1
\end{array}\right\}, \mathrm{n}=\mathrm{N}
\end{align*}
$$

and

$$
\begin{equation*}
\mu_{\mathrm{n}}=\cos \left(1-\frac{\mathrm{n}}{\mathrm{~N}}\right) \pi=-\cos \left(\frac{\mathrm{n}}{\mathrm{~N}} \pi\right), \mathrm{n}=0,1, . . \mathrm{N} \tag{1-43c}
\end{equation*}
$$

The functions $f_{n}(\mu)$ are shown in Fig. 4 for $N$ assumed to be odd. With $f_{n}(\mu)$ defined as above, the diffuse intensity $I_{2 v}\left(\tau_{v} ; \mu\right)$ is given by the expansion coefficient at $\mu=\mu_{\mathrm{n}}$,i.e., $\mathrm{I}_{2 v}\left(\tau_{v} ; \mu_{\mathrm{n}}\right)=\mathrm{I}_{\mathrm{n}}\left(\tau_{v}\right) \mathrm{f}_{\mathrm{n}}\left(\mu_{\mathrm{n}}\right)=$ $I_{\mathrm{n}}\left(\tau_{v}\right)$ and at a value of $\mu$ in the interval $\mu_{\mathrm{n}} \leq \mu \leq \mu_{\mathrm{n}+1}$ by $\mathrm{I}_{2 v}\left(\tau_{v} ; \mu\right)=$ $I_{n}\left(\tau_{v}\right) f_{n}(\mu)+I_{n+1}\left(\tau_{v}\right) f_{n+1}(\mu)$.

Substituting (43) into (41) and restricting scatter angles to those specified by the relationships $\mu=\mu_{\mathrm{n}}, \mathrm{n}=0, \ldots, \mathrm{~N}$, give the following
system of $(N+1)$ equations for $(N+1)$ unknown expansion coefficients $I_{n}$

$$
\begin{equation*}
\mu_{n} \frac{d I_{n}}{d \tau_{v}}+I_{n}=\frac{W_{v}}{2} \sum_{m=0}^{N} I_{m} P_{m}+\frac{W_{v} S_{p} F_{v}^{0}}{4 \pi} e^{-\tau_{v} \mu_{p}}, n=0,1,2, \ldots N \tag{1-44}
\end{equation*}
$$

where

$$
P_{m}=\int_{-1}^{+1} f_{m}(\mu) \mathrm{d} \mu= \begin{cases}\left(\mu_{m+1}-\mu_{m-1}\right) / 2, & m=1, \ldots, N-1  \tag{1-44a}\\ \left(1+\mu_{1}\right) / 2=\left(1-\mu_{N-1}\right) / 2, & m=0, N\end{cases}
$$

Using (43), boundary conditions (42) become

$$
\begin{equation*}
\sum_{n=0}^{N} I_{n}(0) f_{n}(\mu)=0, \quad 0 \leq \mu \leq 1 \tag{1-45a}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\tau_{v} \rightarrow \infty} \sum_{n=0}^{N} I_{n=0}\left(\tau_{v}\right) f(\mu)=0 . \tag{1-45b}
\end{equation*}
$$

At values of $\mu=\mu_{n}$ such that $0 \leq \mu_{n} \leq 1$, (45a) reduces to

$$
\begin{equation*}
I_{n}(0)=0, \mathbf{n}=(N+1) / 2,(N+3) / 2, \ldots, N \tag{1-46a}
\end{equation*}
$$

and (45b) becomes

$$
\begin{equation*}
\lim _{\tau_{v} \rightarrow \infty} \sum_{n=0}^{N} I_{n}\left(\tau_{v}\right)=0 \tag{1-46b}
\end{equation*}
$$

To solve (44) subject to boundary conditions (46) requires homogeneous and particular solutions.

## A. Homogeneous Solution

The homogeneous solution to (44) is derived from the equation

$$
\begin{equation*}
\mu_{\mathrm{n}} \frac{\mathrm{dI}}{\mathrm{~d} \tau_{v}^{h}}+I_{\mathrm{n}}^{\mathrm{h}}=\frac{\mathrm{W}_{v}}{2} \sum_{m=0}^{N} I_{m}^{\mathrm{h}} P_{m} \tag{1-47}
\end{equation*}
$$

Assume

$$
\begin{equation*}
\mathrm{I}_{\mathrm{n}}^{\mathrm{h}}\left(\tau_{v}\right)=A_{v_{\mathrm{n}}}^{\mathrm{h}} \mathrm{e}^{-\tau_{v} / \mathrm{s}_{v}} \tag{1-48}
\end{equation*}
$$

where $A_{v_{\mathrm{n}}}^{\mathrm{h}}$ is a complex constant which depends on $n$ and $v$. Using (48), (47) becomes

$$
\begin{equation*}
A_{v_{\mathrm{n}}}^{\mathrm{h}}\left[-\frac{\mu_{\mathrm{n}}}{\mathrm{~s}_{v}}+1\right]=\frac{\mathrm{W}_{v}}{2} \sum_{\mathrm{m}=0}^{\mathrm{N}} A_{v_{\mathrm{m}}}^{\mathrm{h}} \mathrm{P}_{\mathrm{m}} \tag{1-49}
\end{equation*}
$$

Setting the right hand side of (49) equal to $Q_{v}$, a quantity which is not a function of $n$, gives

$$
\begin{equation*}
A_{v_{\mathrm{n}}}^{\mathrm{h}}=\frac{\mathrm{Q}_{v}}{1-\mu_{\mathrm{n}} / \mathbf{s}_{v}} \tag{1-50a}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{v}=\frac{W_{v}}{2} \sum_{m=0}^{N} A_{v_{\mathrm{m}}}^{\mathrm{h}} \mathbf{P}_{\mathrm{m}} \tag{1-50b}
\end{equation*}
$$

Substituting (50a) into (50b) and canceling $Q_{v}$ yield the eigenvalue equation

$$
\begin{equation*}
1-\frac{W_{v}}{2} \sum_{m=0}^{N} \frac{P_{m}}{1-\mu_{m} / s_{v}}=0 \tag{1-51}
\end{equation*}
$$

Since (51) is a polynomial in $s_{v}$ of order $(N+1)$, there are $(N+1)$ complex roots or eigenvalues $s_{v k}, k=0,1, \ldots, N$, for each value of $v$. Using $\mu_{\mathrm{N}-\mathrm{m}}=-\mu_{\mathrm{m}}$ and $\mathrm{P}_{\mathrm{N}-\mathrm{m}}=\mathrm{P}_{\mathrm{m}}$, (51) can be shown to reduce to the simpler eigenvalue equation

$$
\begin{equation*}
1-W_{v=\frac{(N+1)}{2}}^{N} \frac{P_{m}}{1-\left(\mu_{m} / s_{v}\right)^{2}=0 .} \tag{1-52}
\end{equation*}
$$

This is a polynomial in $s_{v}^{2}$ of order $(N+1) / 2$ and hence has $(N+1) / 2$ complex roots or eigenvalues $\left(s_{v k}^{2}\right)$. Combining (43) with (48) and (50) and knowing that there are $(N+1)$ eigenvalues $s_{v_{k}}$ give $(N+1)$ possible eigen solutions. The homogeneous solution is then a linear combination of these eigen solutions which can be written as

$$
\begin{equation*}
I_{\mathrm{n}}^{\mathrm{h}}\left(\tau_{v}\right)=\sum_{\mathrm{k}=0}^{\mathrm{N}} A_{v_{\mathrm{nk}}}^{\mathrm{h}} \mathrm{e}^{-\tau_{v} / \mathrm{s}_{v_{k}}}=\sum_{\mathrm{k}=0}^{\mathrm{N}} \frac{\mathrm{Q}_{v_{k}}}{1-\mu_{\mathrm{n}} / \mathrm{s}_{v_{k}}} e^{-\tau_{v} / \mathrm{s}_{v k_{k}}} \tag{1-53}
\end{equation*}
$$

Finally, from (43) the homogeneous solution is found to be

$$
\begin{equation*}
I_{2 v}^{\mathrm{h}}\left(\tau_{v} ; \mu\right)=\sum_{\mathrm{n}=0}^{\mathrm{N}} \mathrm{I}_{\mathrm{n}}^{\mathrm{h}}\left(\tau_{v}\right) \mathrm{f}_{\mathrm{n}}(\mu) \tag{1-54}
\end{equation*}
$$

where $I_{n}^{h}\left(\tau_{v}\right)$ is given by (53).

## B. Particular Solution

The particular solution is obtained by substituting an assumed solution of the form

$$
\begin{equation*}
\mathrm{I}_{\mathrm{n}}^{\mathrm{p}}\left(\tau_{v}\right)=\mathrm{B}_{v_{\mathrm{n}}}^{\mathrm{p}} \mathrm{e}^{-\tau \tau_{\mathrm{p}} / \mu_{\mathrm{p}}} \tag{1-55}
\end{equation*}
$$

into (44). As a consequence,

$$
\left(-\mu_{\mathrm{n}} / \mu_{\mathrm{p}}+1\right) \mathrm{B}_{V_{\mathrm{n}}}^{\mathrm{p}}=\frac{\mathrm{W}_{v}}{2} \sum_{\mathrm{K}=0}^{\mathrm{B}} \mathrm{~B}_{v_{k}}^{\mathrm{p}} \mathrm{P}_{\mathrm{k}}+\frac{\mathrm{W}_{v} \mathrm{~S}_{\mathrm{p}} F_{v}^{o}}{4 \pi}, \mathrm{n}=0,1, \ldots, \mathrm{~N},(1-56)
$$

where $P_{k}$ is defined by (44a) with $m$ replaced by $k$.
Assume that the subscript $p$ on $\mu_{p}$ is an integer $j$ lying in the range $0,1, \ldots, N$. When $n=j$, the left hand side of (56) is zero. Therefore, the right hand side of (56), which does not depend on $n$, must always be zero, i.e., even when $n \neq j$. Thus, for $\mathbf{n} \neq \mathbf{j}$, since the factor $\left(-\mu_{\mathrm{n}} / \mu_{\mathrm{p}}+1\right) \neq 0$ then $\mathrm{B}_{\mathrm{v}_{\mathrm{n}}}^{\mathrm{p}}$ must be zero. Hence,

$$
\begin{equation*}
\mathbf{B}_{v_{\mathbf{n}}}^{\mathrm{p}}=0 \quad, \mathbf{n} \neq \mathbf{j}, \tag{1-57}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\frac{W_{v}}{2} B_{v_{j}}^{p} P_{j}+\frac{W_{v} S_{p} F_{v}^{o}}{4 \pi}, n=j \tag{1-58}
\end{equation*}
$$

Combining (55), (57) and (58) gives the particular solution

$$
I_{\mathrm{n}}^{\mathrm{P}}\left(\tau_{v}\right)=\left\{\begin{array}{cl}
-\frac{\mathrm{S}_{\mathrm{p}} \mathbf{F}_{v}^{o}}{2 \pi P_{\mathrm{j}}} \mathrm{e}^{-\tau_{v} / \mu_{\mathrm{j}}} & , \mathbf{n}=\mathrm{j}  \tag{1-59}\\
0 & , \mathbf{n} \neq \mathrm{j}
\end{array}\right.
$$

## C. Total Solution

The total solution is the sum of the homogeneous and particular solutions

$$
\begin{equation*}
I_{2 v} \equiv I_{2 v}^{\mathrm{h}}+I_{2 v}^{p}=\sum_{\mathrm{n}=0}^{N} I_{\mathrm{n}}\left(\tau_{v}\right) f_{\mathrm{n}}(\mu)=\sum_{\mathrm{n}=0}^{N} I_{\mathrm{n}}^{\mathrm{h}}\left(\tau_{v}\right) f_{\mathrm{n}}(\mu)+I_{j}^{\mathrm{p}}\left(\tau_{v}\right) f_{j}(\mu), j=p \tag{1-60}
\end{equation*}
$$

This can be rewritten using (53) and (59) as

$$
\begin{equation*}
I_{2 v}\left(\tau_{v} ; \mu\right)=\sum_{\mathrm{n}=0}^{\mathrm{N}}\left[\sum_{k} \sum_{0}^{\mathrm{N}} A_{v_{\mathrm{nk}}}^{\mathrm{h}} \mathrm{e}^{-\tau_{v} / \mathrm{s}_{v k}}-\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{0}}{2 \pi \mathrm{P}_{\mathrm{n}}} \mathrm{e}^{-\tau_{v} / \mu_{\mathrm{n}}} \delta_{\mathrm{nj}}\right]_{\mathrm{n}}(\mu), \tag{1-61}
\end{equation*}
$$

where

$$
A_{V n k}^{h}=\frac{Q_{v k}}{1-\mu_{\mathrm{n}} T s_{v k}}, \delta_{\mathrm{nj}}=\left\{\begin{array}{l}
0, n \neq j  \tag{1-61a}\\
1, n=j
\end{array},\right.
$$

and $\varepsilon_{U k}$ are the eigenvalues found from (52).
To satisfy the boundary condition (46b), it is necessary that

$$
\begin{equation*}
Q_{\partial k}=0, \quad k=0,1, \ldots,(N-1) / 2, \tag{1-62}
\end{equation*}
$$

because $\mathscr{R}_{B}\left[\mathrm{~s}_{\mathrm{vk}_{k}}\right.$ ] is taken to be negative for these value of k whereas Re $\left[\beta_{0 k}\right]$ is positive when $\mathrm{k}=(\mathrm{N}+1) / 2,(\mathrm{~N}+3) / 2, \ldots, \mathrm{~N}$. Thus, (61) becomes

Where $I_{n}\left(\tau_{v}\right)$ is given by the term in the bracket.
Substituting (61a) and $I_{n}\left(\tau_{n}\right)$ from (63) into boundary condition (46a) yields the linear system of equations for ( $N+1$ )/2 unknowns $Q_{0 k}$ :

$$
\begin{equation*}
\sum_{k=\frac{N+1}{2}}^{N} \frac{Q_{v_{k}}}{1-\mu_{n} / S_{v k}}=\frac{S_{p} F_{v}^{0} \delta_{n j}}{2 \pi P_{n}}, n=\frac{N+1}{2}, \frac{N+3}{2}, \ldots, N \tag{1-64}
\end{equation*}
$$

This can be written in matrix form as

$$
\begin{equation*}
\left[a_{v_{n k}}\right] \cdot\left[Q_{v_{k}}^{\prime}\right]=\left[c_{v_{k}}\right] \tag{1-65}
\end{equation*}
$$

where $\left[\mathrm{a}_{v_{\mathrm{ak}}}\right]$ is an $(\mathrm{N}+1) / 2 \times(\mathrm{N}+1) / 2$ square matrix whose elements are

$$
\begin{equation*}
a_{v_{\mathrm{n} k}}=\left[1-\mu_{\mathrm{n}} / s_{v_{k}}\right]^{-1} \tag{1-65a}
\end{equation*}
$$

while $\left[Q_{v k}^{\prime}\right]$ and $\left[c_{v_{k}}\right]$ are $1 \times(N+1) / 2$ column matrices whose elements are

$$
\begin{equation*}
Q_{v_{k}}^{\prime}=Q_{v k} /\left(S_{\mathbf{p}} F_{v}^{0} / 2 \pi\right), \quad c_{v k}=\frac{1}{P_{k}} \delta_{k j}, \tag{1-65b}
\end{equation*}
$$

and $\delta_{\mathrm{kj}}$ is the Kroneker delta function defined in (61b).
The omnidirectional background diffuse intensity is therefore given by

$$
\begin{align*}
& \mathrm{I}_{2}\left(\mathrm{z}^{\prime}, \mathrm{t}^{\prime} ; \mu\right)=\mathscr{R} e\left[\sum_{v=0}^{\infty} \mathrm{I}_{2 v^{\prime}}\left(\mathrm{z}^{\prime}, \mathrm{t}^{\prime} ; \mu\right) \mathrm{e}^{\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime}}\right] \tag{1-66a}
\end{align*}
$$

in which (11) and (63) have been used; note that in (11) $p$ is replaced by 1 and 2 because of (17).

## I. 5 Power Received by Highly Directive Antenna

For the normal incidence case $\left(\mu_{p}=\mu_{j}=1\right)$, the total intensity is determined from (16), (39) and (66) using (41b) and (61a) as

$$
\begin{align*}
& I_{\text {tot }}=I_{c}+I_{1}+I_{2}=\mathscr{R e}_{0} \sum_{v=0}^{\infty} \mathrm{e}^{\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime} \mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{0}} \frac{2 \pi}{2 \pi}\left(\mathrm{e}^{-\eta v^{Z^{\prime}}} \delta\left(\mu-\mu_{\mathrm{j}}\right)\right. \\
& +\frac{1}{2} e^{-\eta_{v} z^{\prime M}} \sum_{m=1} \frac{\left(W \alpha z^{\prime}\right)^{m}}{m!} q_{m}(\theta)\left\{1+\xi_{m}(\theta)\left[1-\frac{\eta_{v} z^{\prime}}{m+1}\right]\right\} \\
& \left.\left.+\left\{-e^{-\eta_{2 v^{\prime}} z^{\prime}} \frac{f_{j}(\mu)}{P_{j}}+\sum_{k=(N+1) / 2}^{N}\left[Q_{v_{k}^{\prime}} e^{-\eta_{2 v^{\prime}} z^{\prime} / s_{v k}} \sum_{n=0}^{N} \frac{f_{n}(\mu)}{1-\mu_{n} / s_{v k}}\right]\right\}\right]\right], \tag{1-67}
\end{align*}
$$

where

$$
\begin{equation*}
\eta_{v}=\left(1+j v \omega^{\prime}\right), \quad \eta_{2 v}=\left(1+\mathfrak{j} \nu \omega^{\prime}-W \alpha\right), \mathrm{j}=\mathrm{p} \tag{1-67a}
\end{equation*}
$$

The above relation is based on the assumption that a plane wave is incident onto the forest from the air half-space; this plane wave can be physically generated by locating a transmitting antenna at a sufficiently large distance from the edge of the forest.

Assume that a highly directive receiving antenna of narrow beamwidth is located inside the forest. The receiving antenna is characterized by an effective aperture $A_{0}\left(\gamma_{M}\right)$, where $\gamma_{M}$ is the angle included between the direction of observation $(\theta, \phi)$ and the pointing direction of the antenna axis, i.e., the main beam direction $\left(\theta_{M^{\prime}} \phi_{M}\right)$; see Fig. 5. Evidently,

$$
\begin{align*}
\cos \gamma_{M} & =\cos \left(\phi-\phi_{M}\right) \sin \theta \sin \theta_{M}+\cos \theta \cos \theta_{M}  \tag{1-68a}\\
& =\cos \left(\phi-\phi_{M}\right)\left(1-\mu^{2}\right)^{1 / 2}\left(1-\mu_{M}^{2}\right)^{1 / 2}+\mu \mu_{M} \tag{1-68b}
\end{align*}
$$

with

$$
\begin{equation*}
\mu_{\mathrm{M}}=\cos \theta_{\mathrm{M}} \tag{1-68c}
\end{equation*}
$$

The power received by the antenna is the sum of the intensity contributions coming from all directions multiplied by the effective aperture of the antenna, i.e.,

$$
\begin{equation*}
P_{R}\left(z^{\prime}, t^{\prime} ; \mu_{M^{\prime}} \phi_{M}\right)=\int_{0}^{2 \pi} \int_{-1}^{1} A_{0}\left(\gamma_{M}\right) I_{t o t}\left(z^{\prime}, t^{\prime} ; \theta, \phi\right) \mathrm{d} \mu \mathrm{~d} \phi \tag{1-69}
\end{equation*}
$$

Since in (69) the receiving antenna is taken to be polarization matched, impedance matched and lossless, the effective aperture is expressed in terms of the directive gain of the antenna by the general relationship

$$
\begin{equation*}
\mathrm{A}_{\mathrm{e}}\left(\gamma_{\mathrm{M}}\right)=\frac{\lambda_{0}^{2}}{4 \pi} \mathrm{D}_{\mathrm{R}}\left(\gamma_{\mathrm{M}}\right), \tag{1-70}
\end{equation*}
$$

where $\lambda_{0}$ is the free-space wavelength. The directive gain is assumed to be gaussian, i.e.,

$$
\begin{equation*}
D_{R}\left(\gamma_{M}\right)=\left[\frac{2}{\Delta \gamma_{R}}\right]^{2} e^{-\left(\frac{\gamma_{M}}{\Delta \gamma_{R}}\right)^{2}}, \Delta \gamma_{R} \ll \pi \tag{1-71}
\end{equation*}
$$

which is normalized such that

$$
\begin{equation*}
\iint_{\pi} D_{R}\left(\gamma_{M}\right) \mathrm{d} \mu \mathrm{~d} \phi=4 \pi \tag{1-71a}
\end{equation*}
$$

and $\Delta \gamma_{R}$ is the beamwidth of the receiving antenna.
Using (67) in (69), the total received power is found to be expressed in terms of three normalized power quantities, namely, the coherent power $\mathscr{P}_{\mathrm{c}}$, the narrow lobe diffuse power $\mathscr{P}_{\mathrm{d} 1}$ and the
omnidirectional background diffuse power $\mathscr{P}_{\mathrm{d} 2}$ ( see Appendix E ):

$$
\begin{equation*}
\mathscr{P}_{\mathrm{R}} \equiv \frac{\mathrm{P}_{\mathrm{R}}\left(\mathrm{z}^{\prime}, \mathrm{t}^{\prime} ; \mu_{\mathrm{M},} \phi_{\mathrm{M}}\right)}{\mathrm{P}_{\mathrm{nOrm}}}=\mathscr{P}_{\mathrm{c}}+\mathscr{F}_{\mathrm{d} 1}+\mathscr{P}_{\mathrm{d} 2} \tag{1-72}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathscr{P}_{\mathrm{c}}=\mathscr{R} e\left[\sum_{\delta=0}^{\infty} \mathrm{e}^{\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime}}\left[\mathrm{F}_{v}^{\mathrm{o}} \mathrm{e}^{-\left(\frac{\gamma_{\mathrm{P} M}}{\Delta \gamma_{\mathrm{R}}}\right)^{2}-\eta_{v^{z^{\prime}}}}\right]\right],  \tag{1-72a}\\
& \mathscr{P}_{\mathrm{d} 1}=\mathscr{R} e\left[\sum _ { D = 0 } ^ { \infty } \mathrm { e } ^ { \mathrm { j } v \omega ^ { \prime } \mathrm { t } ^ { \prime } } \left[\frac { \mathrm { F } _ { v } ^ { \mathrm { o } } } { 4 } \mathrm { e } ^ { - \eta v ^ { z ^ { \prime } } } \sum _ { \mathrm { m } = 1 } ^ { \mathrm { M } } \frac { ( \mathrm { W } \alpha \mathrm { z } ^ { \prime } ) ^ { \mathrm { m } } } { \mathrm { m } ! } \left[\frac{4}{\mathrm{hm} \Delta \gamma^{2}}\left(1-\mathrm{e}^{-4 \mathrm{~b}}\right)-\left[1-\frac{\eta_{v} \mathrm{z}^{\prime}}{\mathrm{m}+1}\right]\right.\right.\right. \\
& \left.\left.\left.\cdot\left[\frac{1}{3} \frac{\left(m^{2}-1\right)}{m} \frac{1}{h}\left(e^{-4 h}-1\right)+\frac{m+1}{m^{2} \Delta \gamma^{2}} \frac{2 m+1}{3} \frac{1}{h^{2}}\left(e^{-4 h}(4 h+1)-1\right)\right]\right]\right)\right)(1-72 b)
\end{align*}
$$

with

$$
\begin{equation*}
\mu_{\mathrm{p}}=1, \gamma_{\mathrm{pM}}=\theta_{\mathrm{M}}, \mathrm{~h}=1 / \Delta \gamma_{\mathrm{R}}^{2}+1 / \mathrm{m} \Delta \gamma^{2} \tag{1-72~d}
\end{equation*}
$$

and the normalization used is

$$
\begin{equation*}
P_{\text {norm }}=\frac{\lambda_{0}^{2}}{4 \pi} D_{R}(0) S_{p} \tag{1-73}
\end{equation*}
$$

which is proportional to the time-averaged power received by the antenna placed at $z^{\prime}=0$.

## I. 6 Numerical Results for normal incidence

From (72), the normalized received powers in dB ,

$$
\begin{equation*}
\mathscr{P}_{\mathrm{i}, \mathrm{db}} \equiv 10 \log \left[\mathscr{P}_{\mathrm{i}}\right], \mathrm{i}=\mathrm{R}, \mathrm{c}, \mathrm{~d} 1, \mathrm{~d} 2, \tag{1-74}
\end{equation*}
$$

are obtained numerically and are plotted versus normalized time $t^{\prime}$ in Figs. 1-6 to 1-30. While the first and second terms of (72), which correspond to the contributions of $I_{c}$ and $I_{1}$ have explicit forms, the third term as seen in (72c) contains eigenvalues $s_{v k_{k}}$ and amplitudes $Q_{v_{k}}^{\prime}$ of $I_{2}$ which have to be determined numerically by solving (52) and (65), respectively. This is accomplished by using the commercially available library of mathematical routines known as "IMSL". Complete computer programs are included in Appendix G.

For numerical evaluation of (74), the incident gaussian signal envelope $F(0, t)$ defined in (1a) is normalized so that it decreases from a maximum value at $t^{\prime}=0$ to a value at $t^{\prime}= \pm T^{\prime} / 4$ of $e^{-5}$ times the maximum value. This corresponds to a decrease of approximately 20 dB and, as a result, $a$ in (1a) and (3b) equals $4 \sqrt{5}$. This pulse shape simulates a digital signal which is essentially "on" over half the pulse period and "off" over the remaining portion of the period. The receiving antenna is assumed to be aligned to accept maximum power from the normally incident radiation, i.e., $\gamma_{\mathrm{M}}=0$. The receiving antenna is also assumed to have a 3 dB beamwidth of $1.2^{\circ}$, i.e., in (71) $\Delta \gamma_{R}$ is $0.7^{\circ}$, which ensures a high directive gain. Furthermore, $\Delta \boldsymbol{\gamma}$ is taken to be $3.5^{\circ}$ so that the scatter profile in (5b) has a strong narrow forward lobe. Table 1 summarizes the range of parameter values used. The parameters
are the normalized pulse repetition rate $T^{\prime}$, albedo $W=\sigma_{s} /\left(\sigma_{s}+\sigma_{A}\right)$, the ratio of the probability of intensity being scattered in the forward direction to the probability of intensity being scattered in all directions $\alpha$, and the normalized penetration depth $z^{\prime}$.

Table 1. Summary of parameters for Fig. 1-6 through Fig. 1-30

Set A : First order approximation

| $T^{\prime}$ | W | $\alpha$ | $z^{\prime}$ |
| :---: | :---: | :---: | :---: |
| 2. | $0.75,0.95$ | $0.2,0.8$ | $1 ., 10 ., 20 ., 30$. |
| 10. | 0.95 | 0.8 | 30. |

Set B : Zero order approximation

| $T^{\prime}$ | $W$ | $\alpha$ | $z^{\prime}$ |
| :---: | :---: | :---: | :---: |
| 2. | 0.75 | 0.2 | $1 ., 10 ., 20 ., 30$. |
| 2. | 0.95 | 0.8 | $1 ., 10 ., 20 ., 30$. |

In Figs. 1-6 to 1-9, powers are plotted over a time interval of twice the period $T^{\prime}=2$ for $W=0.75, \alpha=0.2$ and $z^{\prime}=1,10,20$ and 30 , respectively. At small penetration depths, the coherent power $\mathscr{P}_{c}$ is seen to dominate significantly over the "on" portion of the period; only over a small time interval does the omnidirectional diffuse power $\mathscr{P}_{\mathrm{d} 2}$ take over. This interval of time corresponds to the "off" segment of the signal. As the depth of penetration increases, the total signal level decreases as expected; but at sufficiently large $z^{\prime}$, the effects of pulse broadening are seen to occur, i.e., $\mathscr{P}_{\mathrm{d} 1}$ gets distorted as shown in

Fig. 1-9 at $z^{\prime}=30$. This result is evident from (72b) due to the appearance of the term $\eta_{v} \mathrm{e}^{\mathrm{j} v \omega \mathrm{t}^{\prime}}=\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{e}^{\mathrm{j} v \omega \mathrm{t}^{\prime}}$, which gives rise to a time derivative of the input signal and therefore indicates pulse signal distortion.

It was just observed that as $z^{\prime}$ increases and for small $\alpha$, the coherent power $\mathscr{P}_{c}$ became the strongest portion of the power received in the "on" time interval. In Figs. 1-10 through 1-13, $\alpha$ is set equal to 0.8 , which characterizes the forest with a stronger forward scattering phase function. Comparing Fig. 1-10 to Fig. 1-6, it is evident that for larger $\alpha$, the narrow-lobe diffuse power $\mathscr{P}_{\mathrm{d} 1}$ is stronger during the "on" portion of the period, while the omnidirectional power $\mathscr{P}_{\mathrm{d} 2}$ is weaker. Note that the signal drawn in Fig. 1-10 is easier to detect than that of Fig. 1-6. Thus, a medium with a larger $\alpha$ permits better detection of transmitted data. Also, the signal depicted in Fig. 1-10 has a lower power level in the "off" time segment than that in Fig. 1-6. Hence, the signal of Fig. 1-10 has better noise immunity. In Fig. 1-11 it is seen that at $z^{\prime}=10$, the power $\mathscr{P}_{d 1}$ remains stronger than $\mathscr{P}_{c}$ in contrast to that drawn in Fig. 1-7. This is a consequence of $\alpha$ being larger. Distortion is also now seen to occur at smaller penetration depths; compare Figs. 1-11 and 1-12 to Figs.1-7 and 1-8, respectively, and observe the shift of $\mathscr{P}_{\mathrm{d} 1}$. Note in Figs. 1-12 and 1-13 that the total received power $\mathscr{F}_{R}$ in the "on" time segment is non-symmetric. Observe, furthermore, that there appear to be two minima in each time period in the plot of $\mathscr{P}_{\mathrm{d} 1}$. In the time interval between these two minimum values, $P_{d 1}$ was found to be negative. The corresponding portion of the curve in Fig. $1-12$ is a plot of $10 \quad \log _{10}\left(-P_{d 1}\right)$, which is positive. This non-physical segment of the $\mathscr{P}_{\mathrm{d} 1}$ curve results because the approximation used in the derivation of $I_{1}$ (needed for $P_{d 1}$ ) breaks down when either
the incident pulse has a fast rising slope or the product ( $W \alpha z^{\prime}$ ) is very large; hence, the term after the minus sign in (40) then dominates and $I_{1}$ is negative. On the other hand, in the time interval where the signal has a fast falling slope, the narrow-lobe diffuse power remains positive and the corresponding portion of the total power curve $\mathscr{P}_{\mathrm{R}}$ displays the development of a "tail". In Fig. 1-13, the signal is lower and the distortion is more pronounced than was found in Fig. 1-12. Note that in the time interval where $\mathbf{P}_{\mathrm{dl}}$ is negative, the total power $\mathscr{P}_{\mathrm{R}}$ is calculated without the contribution from $I_{1}$. Therefore, the fact that the total power appears to fall below $\left(-P_{d 1}\right)$ in Fig. $1-13$ is of no concern. The appearance of negative power, unless extremely small, indicates that the first order solution is no longer valid; curves nonetheless were drawn to gain further insight.

In Figs. 1-14 through 1-21, the albedo is taken to be 0.95 , which characterizes a highly scattering medium. In Figs. 1-14 through 1-17, $\alpha$ is small ( $\alpha=0.2$ ) while in Figs. 1-18 through 1-21, $\alpha$ is large ( $\alpha=$ 0.8 ). Observe that the signal is lost at $z^{\prime}=20$ in Fig. $1-16$ for $\alpha=$ 0.2 , while it is detectable in Fig. $1-20$ when $\alpha=0.8$. Also, the background power $\mathscr{P}_{\mathrm{d} 2}$ in Figs. 1-14 to 1-19 are larger than that in Figs. 1-6 to 1-9. This is to be expected because the albedo $W$ is now large. Note that in Fig. 1-16, $\mathscr{P}_{\mathrm{R}} \simeq \mathscr{P}_{\mathrm{d} 2}$ which is not the case in Fig. 1-8. Finally, observe that distortion of $\mathscr{P}_{R}$ occurs in Fig 1-17, but not in Fig. 1-9. This is due to large values of the product of $W, \alpha$ and $z^{\prime}$, as was previously explained. More distortion is seen in Fig. 1-13 as compared to Fig. 1-17 because the product of $W, \alpha$ and $z^{\prime}$ is larger.

Comparisons of Figs. 1-20 and 1-21 to Figs. 1-16 and 1-17, respectively, demonstrate that a medium which not only is highly scattering ( W large ) but also is characterized by a stronger forward
lobe in its scattering profile ( $\alpha$ large ) will permit signal detection at large penetration depths.

Increasing the normalized period from $\mathrm{T}^{\prime}=2.0$ in Fig. $1-21$ to $\mathrm{T}^{\prime}=$ 10.0 in Fig. $1-22$ shows that a larger $T^{\prime}$ eliminates pulse distortion in the total power when $W$ and $\alpha$ remain fixed. This is due to the fact that a constant a fixes the input gaussian signal amplitude while a smaller T' produces a sharper pulse shape. Hence, the derivative in (40) is larger when $T^{\prime}$ is smaller and the pulse is then more distorted.

Figs. 1-23 to $1-30$ are included to show that the zero order solution given in Appendix $C$ agrees with the first order solution in (72), which is depicted by Figs. 1-6 to $1-9$ and Figs. 1-18 to $1-21$ when the product of $F^{\prime}\left(t^{\prime}-z^{\prime}\right)$ and $W \alpha z^{\prime}$ is sufficiently small, where the prime means differentiation with respect to normalized time $t^{\prime}$ (see (40). Hence, when $W$ and $\alpha$ are large, the agreement is limited to a smaller penetration range.

## I. 7 Conclusions and Suggestions

A forest is a highly scattering medium ( W large ) at millimeter wave frequencies. Experimental data [2] verified that cw transmission is indeed possible over lengths of the order of a few hundred meters and that a forest acts to strongly scatter energy in the forward direction ( $\alpha$ large ). A theory of millimeter wave pulse propagation in vegetation was undertaken using the scalar time-dependent equation of radiative transfer to verify and explain these observations and in particular to show pulse broadening effects. A periodic sequence of gaussian plane wave pulse was taken to impinge upon a forest half-space. The forest was assumed to be statistically homogeneous and to consist of a random distribution of particles which scatter and absorb radiation. Four parameters $\sigma_{\mathrm{A}}, \sigma_{\mathrm{s}}, \Delta \gamma$, and $\alpha$ were used to characterize this scatter medium.

The power received by a highly directive antenna placed in the forest was calculated numerically. It was ascertained that pulse broadening occurred significantly at large penetration depths in a forest characterized by a large albedo and a large $\alpha$ for fast rising pulses. Data transmission with these pulses through such a forest with large $W$ and $\alpha$ was shown to be feasible. To obtain meaningful results at even deeper penetration depths, higher order approximate solutions are needed. Preliminary considerations show the analysis to be complicated.

It remains necessary to determine more accurately the values of the above four parameters. Part II discusses a method involving extracting these parameters from experimental data.

## II. Determination of Forest Parameters using the Capturing Technique and the Time-Independent Transport Equation

## II. 1 Introduction

In Part I a model of pulse millimeter wave propagation in a forest using the time-dependent transport equation was presented. For a normally incident gaussian plane wave pulse train, curves were drawn of instantaneous powers received by a highly directive gain antenna placed in the forest for different values of the parameters $W, \alpha$ and $z^{\prime}$. Recall that the albedo W equals $\sigma_{\mathrm{s}} /\left(\sigma_{\mathrm{A}}+\sigma_{\mathrm{s}}\right)$, where $\sigma_{\mathrm{g}}$ and $\sigma_{\mathrm{A}}$ are the scatter and absorption cross-sections per unit volume of the forest, the parameter $\alpha$ is the probability of intensity $\mathrm{I}(\mathrm{r}, \mathrm{t} ; \mathrm{s})$ being scattered in the forward direction and $z^{\prime}$ is the normalized penetration depth. To estimate these parameters, a parametric inversion scheme is performed which uses the zero order solution to the transport equation. Since experimental data of scattered intensity is available for the problem of a uniform plane wave incident from free-space striking a forest, the parametric inversion scheme is applied to the time-independent transport equation.

From experimental results [2], the power received by an antenna in a pecan grove (the forest) is known over a symmetric range of angles measured in a horizontal plane. At particular angles in this range, the transport equation is solved by initially choosing values for $W, \alpha$ and $z^{\prime}$. This choice of initial parameters will not normally give values of intensity which agree with the experimentally determined ones. By judicially varying parameters using an optimization technique similar in concept to "simulated annealing" and by requiring that the difference
between experimental and determined values of received power be minimal, the desired unknown parameters $\mathrm{W}, \alpha$ and $\mathrm{z}^{\prime}$ are found.

In Section 11.2 expressions are given for the zero order power received by a highly directive gain antenna placed in a forest which is illuminated from free-space by a plane wave with time-invariant intensity. Curves of zero order received power versus scan angle $\theta_{M}$ are drawn ; these show the effect of varying one of the parameters $\mathrm{W}, \alpha$ or $z^{\prime}$. Section II. 3 discusses how experimental data was taken and how a previous theoretical study curve-fit the data $[3,8]$. The optimization scheme used in the present investigation is discussed in Section II. 4 along with a sample case which uses synthetic data to justify the validity of the method. In Section 11.5 actual experimental data is used in the optimization scheme to find $W$ and $\alpha$ at various penetration depths $z^{\prime}$. To characterize the forest correctly, an ensemble average of these values is obtained. A physical explanation of these values is presented in Section II.6. Therein suggestions are made on how to obtain more complete data so that better estimates of parameters could be obtained from the optimization scheme.

## II. 2 Power Calculation

The solution to the time-independent transport equation for specific intensity follows directly from the theory of Part I by setting $v=0$. Hence, the total relative power received by a highly directive gain antenna placed in the forest at location $z^{\prime}$ (see Fig. 1-5) is specified to zero order by (1-72) when $v$ is set to zero and the narrow lobe relative power portion is given by $\mathscr{F}_{\mathrm{d} 1}$ which is derived in Appendix C. Hence, to zero order and for normal incidence

$$
\begin{equation*}
\mathscr{P}_{\mathrm{R}}^{0}=\mathrm{P}_{\mathrm{R}}^{0}\left(\mathrm{z}^{\prime} ; \mu_{\mathrm{M}}\right) / \mathrm{P}_{\mathrm{norm}}=\mathscr{P}_{\mathrm{c}}+\mathscr{S}_{\mathrm{d} 1}^{0}+\mathscr{P}_{\mathrm{d} 2}, \tag{2-1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{P}_{\mathrm{c}}=\mathbf{P}_{\mathrm{c}} / \mathbf{P}_{\mathrm{norm}}=e^{-\left(\frac{\gamma_{\mathrm{pM}}}{\Delta \gamma_{\mathrm{R}}}\right)^{2}-\mathrm{z}^{\prime}}, \tag{2-1a}
\end{equation*}
$$

$$
\begin{aligned}
& \mathscr{P}_{\mathrm{d} 1}=P_{d 1}^{0} / P_{\text {norm }}=\frac{\Delta \gamma_{R}^{2}}{4} e^{-z^{\prime}} \sum_{m=1}^{M}\left(W \alpha z^{\prime}\right)^{m} \frac{1}{m!} q_{m}\left(\gamma_{p M}\right) \\
& \mathscr{P}_{\mathrm{d} 2} \quad=\quad \mathbf{P}_{\mathrm{d} 2} / \mathrm{P}_{\text {norm }}=\frac{\Delta \boldsymbol{\gamma}_{\mathrm{R}}^{2}}{2}\left(-\mathrm{e}^{-\eta \mathrm{z}^{\prime}} \frac{\mathbf{f}_{\mathrm{j}}\left(\mu_{\mathrm{M}}\right)}{\left.\mathrm{P}_{\mathrm{j}}\right)}+\sum_{\mathrm{k}=\frac{(\mathrm{N}+1)}{2}}^{\mathrm{N}}\left(\mathrm{Q}_{0 \mathrm{k}}^{\prime} \mathrm{e}^{-\eta \mathrm{z}^{\prime} / \mathrm{s}_{0 \mathrm{k}}}\right.\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\cdot \sum_{n=0}^{N} \frac{f_{n}\left(\mu_{M}\right)}{1-\mu_{n} / s_{0 k}} j\right) \tag{2-1c}
\end{equation*}
$$

with $\mu_{\mathrm{j}}=\mu_{\mathrm{p}}=1, \gamma_{\mathrm{pM}}=\theta_{\mathrm{M}}$ and

$$
\mathrm{q}_{\mathrm{m}}\left(\gamma_{\mathrm{pM}}\right)=\frac{4}{\Delta \gamma_{\mathrm{R}}^{2}+\mathrm{m} \mathrm{\Delta} \mathrm{\gamma}^{2}} \mathrm{e}^{-\gamma_{\mathrm{pM}}^{2} /\left(\Delta \gamma_{\mathrm{R}}^{2}+\mathrm{m} \Delta \gamma^{2}\right)}, \eta=(1-\mathrm{W} \alpha)
$$

Quantities $\quad \mu_{n}, f_{n}, P_{j}, s_{0 k}$ and $Q_{0 k}^{\prime}$ are obtained from (1-43), (1-44a), (1-52) and (1-64), respectively. Parameters which remain constant throughout this study are $\Delta \gamma_{R}=0.7^{\circ}$ and $\Delta \gamma=3.5^{\circ}$; the former value insures a highly directive gain antenna while the latter restricts consideration to a forest which can be characterized by a scatter (phase) function that possesses a very narrow gaussian lobe in the forward direction. This restriction is physical because experimental results for the power angular spectrum show a very narrow forward lobe at high millimeter wave frequencies; see Fig. 2-5, particularly at the frequency of 57.6 GHz . The scan angle $\theta_{M}$ is taken to vary from -0.3 to +0.3 radians.

In Figs. 2-1, the total received power $\mathscr{P}_{R}^{\rho}\left(\mathrm{z}^{\prime} ; \mu\right)$ using (2-1) is plotted versus scan angle $\boldsymbol{\theta}_{\mathrm{M}}$ for the normal incidence case. Scan angle range is chosen to vary from -0.3 to $\mathbf{+ 0 . 3}$ radians and plots are drawn for $W=0.5, \alpha=0.2$ and $z^{\prime}=0.1,1.0$ and 10.0. Observe that the received power has a strong narrow lobe centered around the $\theta_{M}=0$ direction and decreases quickly to a low uniform power level near $\theta_{M}= \pm 0.3$. As $z^{\prime}$ increases from a value of 0.1 to 10 ., the maximum power decreases in the $\theta_{M}=0$ direction, although in the background region the constant low power level first increases and then decreases. It was shown previously in the isotropic scattering case [7] that the diffuse intensity when plotted versus $z^{\prime}$ first increases rapidly to a maximum level at $z^{\prime}$ equal to unity and then decreases more gradually as $z^{\prime}$ is increased further. This is substantiated in Fig. 2-1 in the background region where the level first increases when $z^{\prime}$ is increased to unity and
then decreases when $z^{\prime}$ is increased to 10 . Note the relatively smaller dB change in power in the background region as compared to the region near $\theta_{M}=0$, although the overall shape of the curve remains similar. The strong contribution in the forward direction $\boldsymbol{\theta}_{\mathrm{M}}=0$ is predominantly determined by the coherent intensity because of the strong decay which occurs at the largest penetration depth. In the region $\left|\theta_{M}\right|<0.05$ occupied by the forward lobe, the strong forward portion of the diffuse intensity $I_{1}$ plays a major role while in the background regime, the $I_{2}$ portion of the diffuse intensity controls the power flow. The values of $z^{\prime}$, i.e., the point in the forest where the power is measured, will shortly be shown to be the most significant parameter which determines the shape of the angular power spectrum.

In Fig. 2-2, the received power is plotted using three different values for albedo $W$ while $z^{\prime}$ and $\alpha$ are fixed at 1.0 and 0.2 , respectively. Note that for larger values of albedo, the level of the background power is higher than for smaller albedo values, while the peak power at $\theta_{M}=0$ remains unchanged. This was to be expected because for large values of $W$, the diffuse intensity is stronger at a given $z^{\prime}$. This enhances the background power level. A larger $W$ means that less power is lost due to absorption and hence more incoherent power reaches

 parameter $\alpha(0.2,0.5$ and 0.8$)$ while $z^{\prime}$ and $W$ are fixed at 1.0 and 0.5 , respectively. Observe that as $\alpha$ increases, the background levels in the ranges $\theta_{M}<-0.2$ and $\theta_{M}>0.2$ decrease while the power level of the forward lobe in the range of $-0.2<\theta_{M}<0.2$ increases. In other words, more energy gets channeled in the forward direction at higher values of
$\alpha$. This means that the narrow lobe diffuse intensity $I_{d 1}$ becomes stronger while the omnidirectional diffuse intensity becomes weaker, which results in a reduction of the background level.

Based on Figs. 2-1 to 2-3, the following observations on the effect of varying one of the parameters $z^{\prime}, W$ or $\alpha$ can be made.
(1) Changes in $z^{\prime}$ alter the overall power level of the total received power more significantly than changes in W or $\alpha$.
(2) Changes in $\alpha$ strongly affect the values of the received power in the angular range outside of the very narrow portion of the forward lobe.
(3) Changes in $W$ strongly affect the power level outside the narrow lobe region.

## II. 3 Experimental Results

Experiments were conducted at the three different frequencies 9.6, 28.8 and 57.6 GHz [2]. All transmitting antennas had a comparatively broad beamwidth of $10^{\circ}$ and provided wide angle illumination of the forest. The receiving antennas had narrow beamwidths, i.e., $4^{\circ}$ at X -band and $1.2^{\circ}$ at the two millimeter wave frequencies. In the numerical evaluation of the theory, the $1.2^{\circ}$ beamwidth was assumed.

The antennas were linearly polarized. Experiments showed that at millimeter wave frequencies, the propagation conditions in vegetation are practically the same for both vertical and horizontal polarizations. This means that polarization effects are not important. This supports the use of the scalar theory of radiative transfer. The received power includes contributions from both the co-polarized and cross-polarized field components. In the experiments only the co-polarized component is measured. Cross-polarization experiments, on the other hand, have shown that for the distances involved millimeter waves do not meaningfully become depolarized in vegetation and that the cross-polarized component remains several dB below the co-polarized component. Hence, the cross-polarization contribution to the received power is negligible and theoretical and experimental results can be compared.

To simplify the random environment in a forest, the experiments were performed in a regularly planted, well-groomed orchard of pecan trees which roughly approximates a statistically homogeneous medium. The trees in this orchard were equally spaced, separated about 13 m apart one from another and approximately 10 m tall. Maximum vegetation density occurred in the leaf region between 4 and $6 m$ above ground.

Measurements were taken both when trees were bare as well as when they were fully in leaf.

The experimental configuration is shown in Fig. 2-4. The transmitting antenna was located in free-space at a distance of $\sim 300$ $m$ from the first row of trees in order to produce an incident plane wave carrying constant power. The receiving antenna was situated within the orchard and was moved to different locations as indicated in the figure by circles. In each case, the receiving antenna was placed at the same height as the transmitting antenna so that the line-of-sight followed a path of maximum vegetation density through one column of trees. Measurements were taken at different heights above the ground; only data measured at a height of 6 m is used here. The receiving antenna then performed scans in azimuth and in elevation. Measured values of the received power versus azimuthal scan angle are given in Fig. 2-5 for trees without leaves. Lighter trace in the figures show the power received at the forest-air interface, which is the radiation pattern of the receiving antenna in free-space. Note that good qualitative agreement between the measured results in Fig. 2-5 and the theoretical values in Figs. 2-1 to $2-3$ is obtained. At the highest frequency of 57.6 GHz , the plots in Fig. 2-5 show the best correlation with the strong forward scattering model. This results because at the highest frequency, wavelength is the smallest compared to scatter objects in the forest as required for strong forward scattering. At vegetation depths of one or three trees, the presence of the coherent component is evident in Fig. $2-5$ at 57.6 GHz by the narrow peak in the scan pattern. At larger vegetation depth, corresponding to a propagation path through eight trees, the coherent component has been severely attenuated so that the incoherent component now dominates.

Fluctuations of the received power in the experimental data comes from interference effects ( fading ). By taking multiple measurements at different antenna positions, these fluctuations may disappear in a plot of averaged values. Since transport theory neglects interference effects, the corresponding theoretical curves of Figs. 2-1 to 2-3 are without fluctuations.

Even though theoretical and experimental results show the same trends and are in good qualitative agreement, one has to use caution to extract the parameters $z^{\prime}, W$ and $\alpha$. Schwering et al [8] tried to establish limited quantitative agreement between theory and experiments by determining numerical values for $\sigma_{t}, W$ and $\alpha$ from measured $z^{\prime}$ dependent curves (see Fig. 11 in [8]). Specifically, the authors collected maximum values of the received power in the $\theta_{M}=0$ direction at various physical distances $z$ in the forest. Using measured data at small and large distances $z$, values for $\sigma_{t}, W$ and $\alpha$ were found by curve fitting the measured values to theoretical determined ones using (2-1). In [8], $\sigma_{t}$ was found first by curve fitting the measured values of the received power to the exponential expression $\exp \left(-\sigma_{t} z\right)$ for the normalized coherent power, which approximately equals the received power at short penetration distances. It was found that $\sigma_{t} \simeq 0.25 \mathrm{~m}^{-1}$ for trees without leaves. Consideration of large penetration depths lead to a reduction of the values to $\sigma_{t} \approx 0.2 \mathrm{~m}^{-1}$. Using this value for $\sigma_{t}$ and plotting the $\mathscr{P}_{R}^{P}$ for various values of $W$ and $\alpha$, it was ascertained that both $W$ and $\alpha$ should have values between 0.9 and 0.95 at large penetration depths. Results of this approach are inconclusive because the curve fitting did not agree with experimental results over the entire range from small to large penetration depths.

To find more accurate parameter values, a different approach is
used. This approach uses the available measured values in Fig. 2-5 and the theoretical calculated ones presented in Figs. 2-1 to 2-3, both of which depict the received power as a function of scan angle at different depths. The procedure involves optimizing the three unknown parameters $z^{\prime}, W$ and $\alpha$ to get a more accurate curve fit between the theoretically calculated values of received power $\mathscr{F}_{\mathrm{R}}^{0}$ from (2-1) and the measured values given in Fig. 2-5. This method is explained in the next section.

## II. 4 Parametric Inversion ( Capturing Technique )

From the experimental values for power in Fig. 2-5, a method is described which permits the determination of the forest parameters $\sigma_{t}, \mathrm{~W}$ and $\alpha$; note $z^{\prime}=\sigma_{t} z$ where $z$ is known from the experimental setup. Such a process can be referred to as parametric inverse radiative transfer [9,10], since the dependent variable intensity " $I$ " of the transport equation is known while parameters in the equation of radiative transfer remain to be found. The parameters are selected according to an optimization technique which will be called the "Capturing Technique", abbreviated CT. To explain the procedure, it will be applied first to data generated by using (2-1).

Let parameters of a fictitious forest have values $z_{0}^{\prime}, W_{0}$ and $\alpha_{0}$. From (2-1), the power received at scan angle $\theta_{j}$ is found to be $\mathscr{P}_{0 ;}$, $j=1,2, \ldots, N$. These values shall be designated the "synthetic" data. The CT will now be used to estimate the parameter values using the "synthetic" data. The following constraints are imposed on unknown parameters.
(1) $0<\mathrm{z}^{\prime} / \mathrm{z}_{\text {max }}<1.0$,
where $\mathrm{z}_{\text {max }}$ is a reasonable upper bound
(2) $0<W<1.0$
(3) $0<\alpha<1.0$

For each parameter, a uniform distribution of $M$ numbers, $M$ an integer, is obtained by using a random number generator. From these $\mathbf{M}$ numbers a gaussian distribution of a new group of $M$ random numbers is generated by choosing both a median and a standard deviation of 0.5 . These randomly generated numbers are tagged sequentially and grouped together in sets
of three, i.e., to form parameter sets $\left(z_{i}, W_{i}, \alpha_{i}\right), i=1,2, \ldots M$. For each set of parameters $\left(z_{i}, W_{i}, \alpha_{i}\right), i=1,2, \ldots M$, the received power $\mathscr{P}_{i j}$ is calculated using (2-1) at scan angles $\theta_{j}, j=1,2, \ldots, N$. The difference in magnitudes between the CT generated powers $\mathscr{P}_{\mathrm{ij}}$ and "synthetic" power $\mathscr{P}_{\mathrm{oj}}^{P}$ is given by

$$
\begin{equation*}
\varepsilon_{\mathrm{ij}} \equiv\left|\mathscr{I}_{\mathrm{ij}}^{\rho}-\mathscr{O}_{\mathrm{oj}}^{\rho}\right|>0 \quad, \mathrm{i}=1,2, \ldots, \mathrm{M} \text { and } \mathrm{j}=1,2, . . \mathrm{N} \tag{2-3}
\end{equation*}
$$

and a total error criterion is defined to be

$$
\begin{equation*}
\varepsilon_{i} \equiv \sum_{j=1}^{N} \varepsilon_{i j} \quad, i=1,2, \ldots, M \tag{2-4}
\end{equation*}
$$

The parameter set $\left(z_{i}, W_{i}, \alpha_{i}\right)$ which gives the smallest value of $\varepsilon_{i}$ is chosen as the optimal solution. Each parameter in this optimal set is taken as a new median value for the corresponding gaussian distribution of the parameter. After picking new standard deviations, a new group of $M$ different randomly distributed numbers for each parameter is generated. Because of the manner in which each parameter was seen to affect the received power versus scan angle as shown in Figs. 2-1 to 2-3, it was ascertain that $z^{\prime}$ has a stronger effect than either $W$ or $\alpha$. Hence, the standard deviation for $z^{\prime}$ is taken to be relatively smaller than that chosen for $W$ and $\alpha$; the latter two are assumed to be identical. The above procedure is then repeated K times.

To illustrate the above approach, the following hypothetical data is taken : $\mathrm{z}_{0}^{\prime}=3.45, \mathrm{~W}_{0}=0.456$ and $\alpha_{0}=0.123$. These parameters are used in (2-1) at values of $\theta_{\mathrm{M}}$ in the range of $-15^{\circ}$ to $15^{\circ}$ to generate 41 values for the total received power. Assuming that these 41 values of
power are known, i.e., treating them as "synthetic" data, the Capturing Technique is used to determine the unknown parameters $z^{\prime}, W$ and $\alpha$.

As can be seen in Figs. 2-6 to 2-8, after 27 iterations the CT scheme is able to generate values for the three parameters which agree excellently with the values initially used ; initially, $z_{0}^{\prime}=3.45, W_{0}=$ 0.456 and $\alpha_{0}=0.123$ while the CT scheme generated $z^{\prime}=3.45, W=0.43$ and $\alpha=0.13$. These values were obtained for $M=50$. Increasing the generated numbers for $M$ from 50 to 100 yields better results, namely, $z^{\prime}$ $=3.45, \mathrm{~W}=0.458$ and $\alpha=0.122$, though $c p u$ time increased by about 50 \%. This result is for 27 iterations and the pattern of convergence is shown in Fig. 2-9.

Biasing the parameter $z^{\prime}$ by specifying a smaller relative standard deviation is convenient, but not necessary. If all standard deviation were chosen to be identical, the CT will work, but will take more iteration to converge. Hence, the general procedure is very powerful. Also, it should be noted that the initial values for medians and standard deviations are not significant in reaching the final solution. Again, making the method very useful. To check further on the accuracy of the CT, several sets of synthetic power data were used for this inverse scheme and were shown to yield excellent results. The CT appears to provide a very general systematic approach which yields very accurate results relative to nonsequential factorial searches which uses permissible grid points [11]. The CT is conceptually similar to "simulated annealing", which is a stochastic computational viewpoint derived from statistical mechanics for finding near globally minimum cost solutions to large optimization problems. A discussion of simulated annealing is given in Appendix F and its analogy to CT is explained.

## II. 5 Optimization Results

To run the CT with the measured data presented in Fig. 2-5 for the 57.6 GHz case, it was first necessary to convert this data to a linear scale in order to properly use the error criterion in the algorithm. Recall that the available measurement data involves three configuration, namely, 1,3 and 8 trees without leaves. The measured data was sampled at intervals of one degree in the range $5^{\circ} \leq\left|\theta_{M}\right| \leq 15^{\circ}$ (the background) and at intervals of one-half degree in the remaining portion ( extended lobe region )

Case \# 1:3 tree data

For this case, the three parameters are chosen to exist in the ranges $0 \leq z^{\prime} \leq 10.0,0 \leq W \leq 1.0$ and $0 \leq \alpha \leq 1.0$. The 41 sampled data points taken from the measured values in Fig. 2-5 are plotted in Fig. 2-10. Application of the CT yields optimized values for $z^{\prime}, W$ and $\alpha$ of $4.36,0.82$ and 0.155 , respectively. These are used in (2-1) to calculate the theoretical ( optimized ) received power $\mathscr{P}_{R}^{\infty}$, which is plotted in Fig. 2-10. Observe that good agreement between theoretical and experimental values resulted, particularly in the center lobe region. From the optimized value $z^{\prime}=4.364$, the total or extinction cross section per unit volume $\sigma_{t}$ is found to be $0.12 \mathrm{~m}^{-1}$ since the physical penetration depth is 39 m ; recall that each tree is separated by approximately 13 meters. Note that $W=0.820$ signifies a relatively strong scattering medium whereas $\alpha=0.155$ indicates weak forward scattering.

Case \# 2; 8 tree data

Because $z^{\prime}$ is located at a sizable depth inside the forest, the range of values for $z^{\prime}$ is chosen to be $0 \leq z^{\prime} \leq 15$. Range of values for W and $\alpha$ remain fixed between zero and unity. Applying the optimization scheme CT yields the parameter values of $z^{\prime}=10.4, \mathrm{~W}=0.760$ and $\alpha=$ 0.766. The value $\alpha=0.766$ indicates that strong forward scattering is significant; the value $W=0.76$ states that the medium scatters more energy than it absorbs. In Fig. 2-11 are plotted theoretically optimized and experimentally determined received power. The overall shape of the curves agree, however, it is suspected that the measured data is insufficient for adequate comparison because only one data set was taken. What is needed is an average of several data sets to secure a meaningful comparison between theory and experiment.

Case \# 3; 1 tree data.

Observe in Fig. 2-12 that the experimental data displays a distortion in the peak region. This might be due to a peculiarity in the forest geometry such as the shape of a particular limb in the one tree consideration. To compensate for this distortion. two situations are used; one with the central region included (set A) and one in which only data in the background region is used (set B), namely, 14 points in the angular range $9^{\circ} \leq\left|\theta_{\mathrm{M}}\right| \leq 12^{\circ}$. The results of applying the CT to the above two sets of data are:

Set A
Set B

| $z^{\prime}$ | $W$ | $\alpha$ |
| :---: | :---: | :---: |
| 4.46 | 0.77 | 0.427 |
| 3.28 | 0.92 | 0.026 |

Table 2-1 Optimized parameter values for two angular ranges in the one tree case

Observe in set $A$ that $z^{\prime}$ is larger than was found previously in the 3 tree case. Hence, the parameters of set $A$ are rejected and only parameters of set $B$ are included for discussion. Fig. 2-12 displays the comparison between experimental and theoretical values of received power using set $B$. In the central lobe region, the experimental and theoretical values agree to some extent. This result together with the rejection of data set $A$ indicate that information was missing in the experimentally measured data which, as previously noted, could have been caused by some non-uniformity in the scatter geometry (the tree). Another explanation might be that the receiving antenna may have been placed in a shadow region behind either a twig or a tree branch.

From the values of set $B$, the value $\sigma_{t}$ was found to be 0.24 . Because W is large, the medium is found to be highly scattering and since $\alpha$ is small, the energy scatters most likely isotropically. Since extracted parameter values for the forest are inhomogeneous in contrast to the mathematical model, it is appropriate to calculate ensemble parameter averages to be used in the theory. These average values are summarized in the following table.

| t rees | $\mathrm{z}^{\prime}$ | W | $\alpha$ | $\sigma_{\mathrm{t}}$ | $\sigma_{\mathrm{s}}$ | $\sigma_{\mathrm{A}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3.28 | 0.92 | 0.026 | 0.24 | 0.221 | 0.019 |
| 3 | 4.36 | 0.82 | 0.155 | 0.11 | 0.090 | 0.02 |
| 8 | 10.4 | 0.76 | 0.766 | 0.1 | 0.076 | 0.023 |
| Average | Appl icable | 0.833 | 0.316 | 0.15 | 0.125 | 0.021 |

Table 2-2. The optimized parameter values and their averages

Also included in Table 2-2 are associated values for the scatter and absorption cross-section $\sigma_{\mathrm{g}}$ and $\sigma_{\mathrm{A}}$, respectively. Note that $\sigma_{\mathrm{A}}$ remains approximately constant while $\sigma_{s}$ decreases as $z^{\prime}$ increases

## II. 6 Conclusions and Suggestions

In this second part, the parametric inversion scheme called the "Capturing technique" was developed which determined the parameters W , $\alpha$ and $\sigma_{t}$ of a forest. These parameters appear in the time independent transport equation which is used to describe millimeter wave propagation in vegetation. Before using the available experimental data, the CT was tested by using synthetic data generated from the solution to the time-independent transport equation for arbitrarily chosen parameters. The inversion scheme was more sensitive to values of penetration depth $z^{\prime}$ than to the parameters $W$ and $\alpha$. Next, three sets of experimentally measured data were used to find the unknown optimal values for the forest parameters; these parameters produced the minimum error when used in comparison with the experimental values. Using these parameters, curves for power were generated theoretically and plotted with experimental results in the three cases. In addition, average optimal parameter values for the forest were determined (see Table 2-2) and found to be $W=0.833, \alpha=0.316$ and $\sigma_{t}=0.15$.

According to the parametric description of the forest presented in Table 2-2, as penetration depth increases, $W$ decreases, $\alpha$ increases, $\sigma_{t}$ decrease and $\sigma_{A}$ remains relatively constant. With regard to the decrease of $W$, it should be noted that the theoretical model assumes an infinite half-space while the real forest is finite. Hence, energy is lost through the forest-air interfaces and the forest-ground interface. As a result, the $W$ obtained by the $C T$ using the experimental data for intensity must be underestimated. In actuality, the forest is expected to exhibit a larger albedo value at each depth than appears in Table

2-2. This can be understood further by noting that if the forest were larger, i.e., approximating a half-space region, more energy would be back scattered into the direction of observation which here is taken as $\theta_{M}=0$. Hence, measured intensity would be greater and then the CT would calculate a larger optimal value for $W$. Since $W=1 /\left(1+\sigma_{A} / \sigma_{s}\right)$, this means $\sigma_{A} / \sigma_{s}$ also would be smaller at larger penetration depths. From our calculated values of $\sigma_{A}$ which remains approximately constant at 0.021 , it follows that $\sigma_{\mathrm{s}}$ must also be underestimated in our optimal scheme since we use the half-space model in the theory. The fact that $\sigma_{A}$ remains constant is physically reasonable because as energy flows in direction $\theta_{M}$ through the medium which is statistically homogeneous, it simply gets attenuated. The fact that the parameter $\alpha$ gets larger as penetration depth increases indicates that the forest acts to scatter millimeter wave energy more into the forward direction, the further the energy enters into the forest. It is expected that $\alpha$ would increase to a constant value where the forest no longer appears to vary from point to point. Clearly, one trees scattering is significantly different due to scattering from eight tree. Though the data used and the parameter values for $\alpha$ obtained remain inconclusive, $\alpha$ is getting larger which indicates that strong forward scattering is dominant deep inside the forest.

The results found by $F$. Schwering et al [8] are that $\sigma_{t}$ is 0.25 for short penetration depths and 0.2 for larger depths and $W$ and $\alpha$ are values close to unity. As seen in Table 2-2, the $\sigma_{t}$ values at the shortest distance agrees well; the other values are different; however, in both approaches, $\sigma_{\mathrm{t}}$ get smaller. These different results from the two approaches can be explained by noting that their curve fitting was performed mostly at values of $z^{\prime}>30$, while the optimization for the CT
utilizes data for values of $z^{\prime}$ which are different and much smaller. Furthermore, since $W$ is underestimated in the CT approach deep inside the forest but near the interface remains more accurate in its determination of $W$, the expectation that $W$ remains large is feasible. A better comparison with the result in [8] that $W$ lies between 0.9 and 0.95 requires more data so that the CT method could be applied more effectively. A meaningful comparison is not possible using the current measured data.

Even though the CT is able to find optimized parameters when the available data is limited, it is strongly recommended that as complete a data set as possible be obtained over the entire angular spectrum of interest. This can be achieved by taking measurements at several locations along a transverse direction and averaging them. The data collected will then better approximate the mathematical model which is based on a forest being statistically homogeneous. In other words, any power measurement performed in a forest must be repeated several times to ensure that a measured quantity is an averaged one.

$\therefore$



Fig. 1-4 Overlapping triangular basis functions for interval $-1 \leq \mu \leq 1$
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Fig. 2-5 Experimental measured power in dB versus scan angle in degree ( the curves of 57.6 GHz are used for optimization ).
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## Appendix A. Time-Dependent Transport Equation

The time-dependent transport equation is an integro-differential equation for specific intensity $I(r, t ; s)$, which is defined at a position $\mathbf{r}$ and time t as the flow of power per unit area and per unit solid angle which crosses a surface normal to the direction of travel $\mathrm{s}[5,12]$, i.e.,

$$
\begin{equation*}
\mathrm{I}(\mathbf{r}, \mathrm{t} ; \mathrm{s})=\frac{\Delta \mathrm{P}(\mathbf{r}, \mathrm{t} ; \mathrm{s})}{\Delta \mathrm{a} \Delta \boldsymbol{S}} \quad, \text { watts } / \mathrm{m}^{2}\left(\mathrm{rad}^{2}\right) \tag{A-1}
\end{equation*}
$$

where $\Delta \mathrm{P}(\mathrm{r}, \mathrm{t} ; \mathbf{s})$ is an incremental power; see Fig. 1.
To derive the transport equation, consider a medium characterized by absorption and scattering cross-sections $\sigma_{A}$ and $\sigma_{s}$, respectively. A beam of radiation is assumed to flow in the direction $s$ along an arbitrary path $L$ as shown in Fig. A1. In this figure, a cylindrical volume element of cross-sectional area $\Delta \mathrm{a}$ and length $\Delta \mathrm{r}$ surrounding a segment of the path is constructed. Let the specific intensity at $r$ and $t$ be $I(r, t ; s)$ and at $r+\Delta r$ and $t+\Delta t$ be given by

$$
\begin{equation*}
\mathrm{I}(\mathbf{r}+\Delta \mathbf{r}, \mathrm{t}+\Delta \mathrm{t} ; \mathbf{s})=\mathrm{I}(\mathbf{r}, \mathrm{t} ; \mathbf{s})+\Delta \mathrm{I} \tag{A-2}
\end{equation*}
$$

where $\Delta \mathrm{I}$ represents the change in intensity which occurs between position $r$ at time $t$ and $r+\Delta r$ at time $t+\Delta t$.

The difference in radiant energy $\Delta W$ between that which entered the volume element at $\mathbf{r}$ and that which leaves at $\mathbf{r}+\Delta \mathbf{r}$ through the cross sectional area $\Delta \mathrm{a}$ in a time interval $\Delta \mathrm{t}$ is given by

$$
\begin{equation*}
\Delta \mathrm{W}=\Delta \mathrm{I} \Delta \mathrm{a} \Delta \Omega \Delta \mathrm{t}, \text {, joules } . \tag{A-3}
\end{equation*}
$$

The net gain in energy per unit volume, in the differential volume element $\Delta \mathrm{V}=\Delta \mathrm{a} \Delta \mathrm{r}$, per unit time about time t and per unit solid angle about the direction $s$ is therefore

$$
\begin{equation*}
\mathrm{W}_{0}=\frac{\Delta \mathrm{W}}{\Delta V \Delta \Omega \Delta \mathrm{t}}=\frac{\Delta \mathrm{I}}{\Delta \mathrm{r}}, \quad \text { watts } / \mathrm{m}^{3}(\mathrm{rad})^{2} \tag{A-4}
\end{equation*}
$$

Since the specific intensity in the forest propagates at the speed of light, the distance traveled in time $\Delta \mathrm{t}$ is $\Delta \mathrm{r}=\mathrm{c} \Delta \mathrm{t}$; hence,

$$
\mathrm{W}_{\mathrm{e}}=\frac{1}{\mathrm{c}} \frac{\Delta \mathrm{I}}{\Delta \mathrm{t}},
$$

or, in differential form,

$$
\begin{equation*}
\mathrm{W}_{\mathrm{e}}=\frac{1}{\mathrm{c}} \frac{\mathrm{dI}}{\mathrm{dt}} \tag{A-5}
\end{equation*}
$$

From (A-2), the total or substantial derivative of intensity is given by [13,14]

$$
\begin{equation*}
\frac{d I}{d t}=\frac{\partial I}{\partial t}+\frac{\partial I}{\partial x} \frac{d x}{d t}+\frac{\partial I}{\partial y} \frac{d y}{d t}+\frac{\partial I}{\partial z} \frac{d z}{d t}=\frac{\partial I}{\partial t}+\frac{d r}{d t} \cdot \nabla I, \tag{A-6}
\end{equation*}
$$

where

$$
\begin{align*}
& d r=x_{0} d x+y_{0} d y+z_{0} d z  \tag{A-6a}\\
& \nabla I=x_{0} \frac{\partial I}{\partial x}+y_{0} \frac{\partial I}{\partial y}+z_{0} \frac{\partial I}{\partial z} \tag{A-6b}
\end{align*}
$$

and $\mathbf{x}_{0}, \mathbf{y}_{0}, z_{0}$ are unit vectors. Since $d r=d r s=c d t s,(A-5)$ and (A-6) yield

$$
\begin{equation*}
\mathrm{W}_{0}=\frac{1 \mathrm{dI}}{\mathrm{c} d \mathrm{t}}=\frac{1}{\mathrm{c}} \frac{\partial \mathrm{I}}{\partial \mathrm{t}}+\mathrm{s} \cdot \nabla \mathrm{I} \tag{A-7}
\end{equation*}
$$

The net gain in radiative energy $W_{0}$ is given by

$$
\begin{equation*}
W_{0}=-W_{\mathrm{abs}}-\mathrm{W}_{\text {scat }}+\mathrm{W}_{\text {in-scat }} \tag{A-8}
\end{equation*}
$$

where the loss of energy due to absorption is given by

$$
\begin{equation*}
\mathrm{W}_{\mathrm{abs}}=\sigma_{\mathrm{A}} \mathrm{I}(\mathrm{r}, \mathrm{t} ; \mathrm{s}) \tag{A-8a}
\end{equation*}
$$

the loss due to scattering by

$$
\begin{equation*}
\mathrm{W}_{\text {scat }}=\sigma_{\mathrm{s}} \mathrm{I}(\mathbf{r}, \mathrm{t} ; \mathrm{s}) \tag{A-8b}
\end{equation*}
$$

and the gain due to in-scattering from all directions is

$$
\begin{equation*}
\mathrm{W}_{\mathrm{in}-\mathrm{scat}}=\frac{\sigma_{\mathrm{s}}}{4 \pi} \iint_{4 \pi} \mathrm{p}\left(\mathrm{~s}, \mathrm{~s}^{\prime}\right) \mathrm{I}\left(\mathrm{r}, \mathrm{t} ; \mathrm{s}^{\prime}\right) \mathrm{d} \Omega^{\prime}, \tag{A-8c}
\end{equation*}
$$

with normalized scatter (phase) function $\mathrm{p}\left(\mathrm{s}, \mathrm{s}^{\prime}\right)$; see (1-5c) for normalization. Implicit in writing (A-8a), (A-8b) and (A-8c) is the assumption that the medium is free of dispersion. Hence, all parameter which characterize the medium are independent of frequency. Combining (A-7) and (A-8) yields the time-dependent transport equation

$$
\begin{equation*}
\frac{1}{\mathrm{c}} \frac{\partial \mathrm{I}}{\partial \mathrm{t}}+\mathrm{s} \cdot \nabla \mathrm{I}=-\left(\sigma_{\mathrm{A}}+\sigma\right)_{\mathrm{s}} \mathrm{I}+\frac{\sigma_{\mathrm{s}}}{4 \pi} \iint_{4 \pi} \mathrm{p}\left(\mathrm{~s}, \mathrm{~s}^{\prime}\right) \mathrm{I}\left(\mathrm{r}, \mathrm{t} ; \mathrm{s}^{\prime}\right) \mathrm{d} \Omega^{\prime} \tag{A-9}
\end{equation*}
$$

Introducing a total or extinction cross-section per unit volume, $\sigma_{\mathrm{t}}=\sigma_{\mathrm{A}}+\sigma_{\mathrm{s}}$, and restricting consideration to planar geometry and plane wave incidence cases $(\partial / \partial x=0, \partial / \partial y=0)$ reduce $(A-9)$ to

$$
\begin{equation*}
\frac{1}{\mathrm{c}} \frac{\partial \mathrm{I}}{\partial \mathrm{t}}+\cos \theta \frac{\partial \mathrm{I}}{\partial \mathrm{Z}}+\sigma_{\mathrm{t}} \mathrm{I}=\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} \int_{\pi}\left(\mathrm{s}, \mathrm{~s}^{\prime}\right) \mathrm{I}\left(\mathrm{z}, \mathrm{t} ; \theta^{\prime}, \phi^{\prime}\right) \sin \theta^{\prime} \mathrm{d} \theta^{\prime} \mathrm{d} \phi^{\prime} \tag{A-10}
\end{equation*}
$$

## Appendix B. Recursion Relations.

The recursion relation (1-27a) which is used to derive the first order approximation is given by

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{4 \pi} q\left(\gamma_{2}^{\prime}\right) q_{m}\left(\gamma_{1}^{\prime}\right) \sin \theta^{\prime} d \theta^{\prime} d \phi^{\prime}=q_{m+1}\left(\gamma_{12}\right) \tag{B-1}
\end{equation*}
$$

where $\mathrm{q}(\gamma)$ and $\mathrm{q}_{\mathrm{m}}(\gamma)$ are specified in (1-29) and the three angles $\gamma_{12}$, $\gamma_{1}{ }^{\prime}$ and $\gamma_{2}{ }^{\prime}$ are defined by

$$
\begin{align*}
& \cos \gamma_{12}=\cos \left(\phi_{1}-\phi_{2}\right) \sin \theta_{1} \sin \theta_{2}+\cos \theta_{1} \cos \theta_{2}  \tag{B-1a}\\
& \cos \gamma_{1}^{\prime}=\cos \left(\phi_{1}-\phi^{\prime}\right) \sin \theta_{1} \sin \theta^{\prime}+\cos \theta_{1} \cos \theta^{\prime}  \tag{B-1b}\\
& \cos \gamma_{2}^{\prime}=\cos \left(\phi_{2}-\phi^{\prime}\right) \sin \theta_{2} \sin \theta^{\prime}+\cos \theta_{2} \cos \theta^{\prime} \tag{B-1c}
\end{align*}
$$

To evaluate the above integral, a local coordinate system (u,v) is introduced as was done in [8] and is depicted in Figs. B1 and B2. These coordinates are related to the three angles defined in (B-1) by the expressions

$$
\begin{align*}
& \gamma_{1}^{\prime 2}=\left(\frac{\gamma_{12}}{2}+u\right)^{2}+v^{2}  \tag{B-2a}\\
& \gamma_{2}^{\prime 2}=\left(\frac{\gamma_{12}}{2}-u\right)^{2}+v^{2} \tag{B-2b}
\end{align*}
$$

By letting $\sin \theta^{\prime} \mathrm{d} \theta^{\prime} \mathrm{d} \phi^{\prime}=\mathrm{dudv}$, expressing $\mathrm{q}\left(\gamma_{1}{ }^{\prime}\right)$ and $\mathrm{q}\left(\gamma_{2}{ }^{\prime}\right)$ in terms of $u$ and $v$ via ( $B-2 a, b$ ) and extending the limits of the integration to $\pm \infty$, it can be shown that the left-hand side of (B-1) becomes

$$
\begin{equation*}
\frac{4}{m \pi \Delta \gamma^{4}} e^{-\left(\gamma_{12}^{2} / \Delta \gamma^{2}\right)(m+1) / 4 m} \int_{-\infty}^{\infty} e^{f(u)} d u \int_{-\infty}^{\infty} e^{g(v)} d v, \tag{B-3}
\end{equation*}
$$

where $f(u)$ and $g(v)$ are defined below in (B-5a) and (B-5b), respectively. Using integral evaluations in (B-6a) and (B-6b), (B-1) is obtained.

The second recursion relation in (1-27b) is given by

$$
\begin{equation*}
\frac{1}{4 \pi} \int\left[\int_{4 \pi}\left(\gamma_{2}^{\prime}\right) \mathrm{q}_{i \mathrm{~m}}\left(\gamma_{1}^{\prime}\right) \gamma_{i}^{\prime 2} \sin \theta^{\prime} \mathrm{d} \theta^{\prime} \mathrm{d} \phi^{\prime}=\mathrm{q}_{\mathrm{m}+1}\left(\gamma_{12}\right)\left[\left(\frac{\mathrm{m}}{\mathrm{~m}+1}\right)^{2} \gamma_{12}^{2}+\frac{m}{m+1} \Delta \gamma^{2}\right]\right. \tag{B-4}
\end{equation*}
$$

Using ( $\mathrm{B}-1 \mathrm{a}, \mathrm{b}$ and c ) and ( $\mathrm{B}-2 \mathrm{a}, \mathrm{b}$ ), the left-hand side of ( $\mathrm{B}-4$ ) reduces to
$\frac{4}{m \pi \Delta \gamma^{4}} \mathrm{e}^{-\left[\left(\frac{\gamma^{12}}{2}\right)^{2}\left[\frac{1}{\Delta \dot{\gamma}^{2}}+\frac{1}{\mathrm{~m} \Delta \boldsymbol{\gamma}^{2}}\right]\right]} \int_{-\infty}^{\infty} d u d v e^{f(u)} e^{g(v)}\left[u^{2}+\gamma_{12} u+\left(\frac{\gamma_{12}}{2}\right)^{2}+v^{2}\right]$,
where

$$
\begin{equation*}
\mathrm{f}(\mathrm{u})=-\mathrm{u}^{2}(\mathrm{~m}+1) /\left(\mathrm{m} \Delta \gamma^{2}\right)+\mathrm{u}(\mathrm{~m}-1) \gamma_{12} /\left(\mathrm{m} \Delta \gamma^{2}\right)=-\mathrm{au}^{2}+\mathrm{bu} \tag{B-5a}
\end{equation*}
$$

and

$$
\begin{equation*}
g(v)=-v^{2}(m+1) /\left(m \Delta \gamma^{2}\right)=-a v^{2} \tag{B-5b}
\end{equation*}
$$

An evaluation of (B-5) yields

$$
\begin{equation*}
\frac{4}{m \pi \Delta \gamma^{4}} \mathrm{e}^{-\left[\left(\frac{\gamma}{2}\right)^{2}\left[-\frac{1}{\Delta \gamma^{2}}+\frac{1}{\mathrm{~m} \Delta \gamma^{2}}\right]\right]}\left[\frac{\gamma_{12}^{2}}{4}\left(I_{1} I_{2}\right]+I_{1} I_{4}+\gamma_{12} I_{1} I_{3}+I_{2} I_{5}\right] \tag{B-6}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{1}=\int_{-\infty}^{\infty} e^{\infty} g(v) d v=(\pi / a)^{1 / 2}  \tag{B-6a}\\
& I_{2}=\int_{-\infty}^{\infty} e^{f(u)} d u=(\pi / a)^{1 / 2} e^{b^{3} 44 a}  \tag{B-6b}\\
& I_{3}=\int_{-\infty}^{\infty} u e^{f(u) d u=(\pi / a)^{1 / 2}(b / 2 a) e^{b^{2} / 4 a}}  \tag{B-6c}\\
& I_{4}=\int_{-\infty}^{\infty} u^{2} e^{f(u)} d u=(\pi / a)^{1 / 2}\left[\left(1+b^{2} / 2 a\right) / 2 a\right] e^{b^{2} / 4 a}  \tag{B-6d}\\
& I_{5}=\int_{-\infty}^{\infty} v^{2} e^{g(v)} d v=(\pi / a)^{1 / 2} / 2 a \tag{B-6e}
\end{align*}
$$

Hence, (B-6) becomes

$$
\begin{equation*}
\mathrm{q}_{\mathrm{m}+1}\left(\gamma_{12}\right)\left[\left(\frac{\mathrm{m}}{\mathrm{~m}+1}\right)^{2} \gamma_{12}^{2}+\frac{\mathrm{m}}{\mathrm{~m}+1} \Delta \gamma^{2}\right] \tag{B-7}
\end{equation*}
$$

and the recursion relation (B-4) is proven.

## Appendix C. Narrow Lobe Diffuse Intensity and Power in the Zero Order Approximation

In the zero order approximation, it is assumed that the narrow lobe diffuse intensity scatters into very small angular regions in the neighborhood of the incident direction. Hence, (1-18) with $\mu \simeq \mu_{p}$ can be written as

$$
\begin{equation*}
\left.\mu_{p} \frac{d I_{1 v}}{d \tau_{1}}+I_{1 v}=\frac{W_{1} \alpha_{1}}{4 \pi} \iint_{4 \pi} q(\gamma) I_{1 v} d \mu^{\prime} d \phi^{\prime}+\frac{S_{p} W_{1} \alpha^{\prime}}{4 \pi} F_{v}^{o} e^{-\tau_{1} / \mu_{p^{\prime}}} q_{p}\right),(1 \tag{C-1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{1}=\left(1+j v \omega^{\prime}\right) z^{\prime}, \quad W_{1}=W /\left(1+j v \omega^{\prime}\right) \tag{C-1a}
\end{equation*}
$$

The boundary conditions in (1-20) are then reformulated by replacing $z^{\prime}$ with the new complex variable $\tau_{1}$.

The equation (C-1) can be solved by using the method of undetermined coefficients. Let $I_{10}$ take the form

$$
\begin{equation*}
I_{1 v}\left(\tau_{1} ; \mu, \phi\right)=\left(b_{1} \tau_{1}+b_{2} \tau_{1}^{2}+b_{3} \tau_{1}^{3}+\cdots\right) e^{-\tau_{1} / \mu_{p}} \tag{C-2}
\end{equation*}
$$

where the $b_{i}, i=1,2, \ldots$, are unknown coefficients which are functions of $\mu$ and $\phi$. Note that the representation in (C-2) already satisfies the boundary conditions (1-20) in that $I_{10}$ vanishes at $\tau_{1}=0$ and as $\tau_{1} \rightarrow \infty$.

To find a recursion relation for the coefficients $b_{i}$, $i=1,2, \ldots$, the expression (C-2) is used in (C-1) to yield

$$
\begin{aligned}
& \mathrm{b}_{1}(\mu, \phi)=\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~W}_{1} \alpha}{4 \pi \mu_{\mathrm{p}}} \mathrm{~F}_{v}^{\mathrm{o}}\left(\frac{2}{\Delta \gamma}\right)^{2} \mathrm{e}^{-\left(\frac{\gamma_{\mathrm{p}}}{\Delta \gamma}\right)^{2}} \\
& \mathrm{~b}_{2}(\mu, \phi)=\frac{\mathbf{W}_{1} \alpha}{8 \pi \mu_{\mathrm{p}}} \iint_{\pi} \mathrm{q}(\gamma) \mathrm{b}_{1}\left(\mu^{\prime}, \phi^{\prime}\right) \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime} \\
& \cdot \\
& \cdot \\
& \mathrm{b}_{\mathrm{m}}(\mu, \phi)=\frac{\mathrm{W}_{1} \alpha}{\mathrm{~m} 4 \pi \mu_{\mathrm{p}}} \iint_{2 \pi} \mathrm{q}(\gamma) \mathrm{b}_{\mathrm{m}-1}\left(\mu^{\prime}, \phi^{\prime}\right) \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime}
\end{aligned}
$$

Since each coefficient $\mathbf{b}_{\mathbf{m}}$ appears in subsequent integrals, it is assumed to take the general form

$$
\begin{equation*}
\mathrm{b}_{\mathrm{m}}(\mu, \phi)=\mathrm{B}_{\mathrm{m}}\left(\frac{2}{\Delta \gamma_{\mathrm{m}}}\right)^{2} \mathrm{e}^{-\left(\frac{\gamma_{\mathrm{p}}}{\Delta \gamma_{\mathrm{m}}}\right)^{2}}, \tag{C-4}
\end{equation*}
$$

with $\Delta \gamma_{\mathrm{m}} \ll \pi, \mathrm{m}=1,2, \ldots$.
Substituting (C-4) into the last expression in (C-3) gives
$\mathrm{B}_{\mathrm{m}}\left(\frac{2}{\Delta \gamma_{\mathrm{m}}}\right)^{2} \mathrm{e}^{-\left(\frac{\gamma_{\mathrm{p}}}{\Delta \gamma_{\mathrm{m}}}\right)^{2}}=\frac{\mathrm{B}_{\mathrm{m}-1}}{4 \pi} \frac{\mathrm{~W}_{1} \alpha}{\mu_{\mathrm{p}}} \frac{1}{\mathrm{~m}}\left(\frac{4}{\Delta \gamma \Delta \gamma_{\mathrm{m}-1}}\right)^{2} \iint_{4 \pi} \mathrm{e}^{-\left(\frac{\gamma}{\Delta \gamma}\right)^{2}-\left(\frac{\gamma_{\mathrm{p}}^{\prime}}{\Delta \gamma_{\mathrm{m}-1}}\right)^{2}} \mathrm{~d} \mu^{\prime} \mathrm{d} \phi^{\prime}$,
where

$$
\begin{align*}
& \cos \gamma_{\mathrm{p}}^{\prime}=\cos \left(\phi_{\mathrm{p}}-\phi^{\prime}\right) \sin \theta_{\mathrm{p}} \sin \theta^{\prime}+\cos \theta_{\mathrm{p}} \cos \theta^{\prime}  \tag{C-5a}\\
& \cos \gamma=\cos \left(\phi-\phi^{\prime}\right) \sin \theta \sin \theta^{\prime}+\cos \theta \cos \theta^{\prime} . \tag{C-5b}
\end{align*}
$$

Using the recursion relation ( $\mathrm{B}-1$ ), it can be shown that the double integral in (C-5) reduces to

$$
\begin{equation*}
\frac{\pi}{1 / \Delta \gamma^{2}+1 / \Delta \gamma_{\mathrm{m}-1}^{2}} \exp \left(-\gamma_{\mathrm{p}}^{2} /\left\{\Delta \gamma^{2}+\Delta \gamma_{\mathrm{m}-1}^{2}\right\}\right) . \tag{C-6}
\end{equation*}
$$

From (C-5) and (C-6),

$$
\begin{equation*}
\frac{1}{\Delta \gamma_{m}^{2}}=\frac{1}{\Delta \gamma^{2}+\Delta \gamma_{m-1}^{2}} \quad, \quad B_{m}=B_{m-1} \frac{W_{1} \alpha}{m \mu_{p}} \tag{C-7}
\end{equation*}
$$

Using the first equation in (C-3) and (C-4), it follows that

$$
\begin{equation*}
\Delta \gamma_{1}=\Delta \gamma, \quad \mathrm{B}_{1}=\frac{\mathrm{S}_{\mathrm{p}} \mathbf{F}_{v}^{0} \mathrm{~W}_{1} \alpha}{4 \pi \mu_{\mathrm{p}}} \tag{C-8}
\end{equation*}
$$

Hence, it can be inferred from (C-7) and (C-8) that in general

$$
\begin{equation*}
\Delta \gamma_{m}=(m)^{1 / 2} \Delta \gamma \quad, \quad B_{m}=\frac{S_{p} F_{v}^{o}}{4 \pi} \frac{1}{m!}\left(\frac{W_{1} \alpha}{\mu_{p}}\right)^{m} \tag{C-9}
\end{equation*}
$$

From (C-9), (C-4) then becomes

$$
\begin{align*}
\mathrm{b}_{\mathrm{m}}(\mu, \phi) & =\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{o}}{4 \pi}\left(\frac{\mathrm{~W}_{1} \alpha^{\prime}}{\mu_{p}}\right)^{m} \frac{1}{\mathrm{~m}!} \frac{4}{\mathrm{~m} \Delta \gamma^{2}} e^{-\gamma_{p}^{2} / \mathrm{m} \Delta \gamma^{2}} \\
& =\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{0}}{4 \pi}\left(\frac{\mathrm{~W}_{1} \alpha^{\alpha}}{\mu_{\mathrm{p}}}\right)^{m} \frac{1}{\mathrm{~m}!} \mathrm{q}_{\mathrm{m}}\left(\gamma_{\mathrm{p}}\right) \tag{C-10}
\end{align*}
$$

The functions $q_{m}$ are gaussian as is the forward lobe $q$ of the phase function, but the beamwidth $\Delta \gamma_{\mathrm{m}}$ is broadened to (m) ${ }^{1 / 2} \Delta \gamma$.

Combining ( $\mathrm{C}-2$ ) and ( $\mathrm{C}-10$ ) gives the solution for the zero order approximation as

$$
\begin{align*}
I_{1 v}\left(\tau_{1} ; \mu, \phi\right)= & \sum_{m=1}^{\infty} \frac{S_{p} F_{v}^{o}}{4 \pi}\left(\frac{W_{1} \alpha}{\mu_{p}}\right)^{m} \frac{1}{m!} \frac{4}{m \Delta \gamma^{2}} e^{-\gamma_{p}^{2} / m \Delta \gamma^{2}} \tau_{1}^{m} e^{-\tau_{1} / \mu_{p}} \\
& \simeq \frac{S_{p} F_{v}^{o}}{4 \pi} e^{-\tau_{1} / \mu_{p}} \sum_{m=1}^{m}\left(\frac{W \alpha z}{\mu_{p}}\right)^{m} \frac{1}{m!} \mathrm{q}_{\mathrm{m}}\left(\gamma_{p}\right), \tag{C-11}
\end{align*}
$$

where $M$ is chosen as an upper bound. Substituting (C-11) into (1-39a) yields $I_{1}^{0}$ with the superscript denoting the zero order approximation.

Using the expression for the narrow lobe zero order normalized diffuse power

$$
\begin{equation*}
\mathscr{P}_{\mathrm{d} 1}^{0}=\frac{\mathbf{P}_{\mathrm{d} 1}^{0}\left(z^{\prime}, \mathrm{t}^{\prime} ; \mu_{\mathrm{M}}, \phi_{\mathrm{M}}\right)}{\mathbf{P}_{\mathrm{norm}}} \tag{C-12}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{d 1}^{0}\left(z^{\prime}, t^{\prime} ; \mu_{M}, \phi_{M}\right)=\iint_{4 \pi} A_{0}\left(\gamma_{M}\right) I_{1}^{0}\left(z^{\prime}, t^{\prime} ; \mu, \phi\right) \mathrm{d} \mu \mathrm{~d} \phi \tag{C-12a}
\end{equation*}
$$

with $P_{\text {norm }}$ defined in (1-73) and $A_{0}\left(\gamma_{M}\right)$ in (1-70) and (1-71), it can be shown that

$$
\mathscr{P}_{\mathrm{d} 1}^{0}\left(\mathrm{z}^{\prime}, \mathrm{t}^{\prime} ; \mu_{\mathrm{M}}, \phi_{\mathrm{M}}\right)=\mathscr{R} e \int_{v=0}^{\infty} \mathrm{e}^{\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime}} \frac{\mathrm{S}_{\mathrm{p}} F_{v}^{0}}{4 \pi} \mathrm{e}^{-\eta z^{\prime} z^{\prime} / \mu_{\mathrm{p}}} \sum_{\mathrm{m}=\mathrm{t}}^{\mathrm{M}}\left(\frac{\mathrm{~W} \alpha z^{\prime}}{\mu_{\mathrm{p}}}\right)^{\mathrm{m}} \frac{1}{\mathrm{~m}!} \frac{4}{\mathrm{~m} \Delta \gamma^{2}}
$$

$$
\begin{equation*}
\left.\cdot \iint_{\pi} e^{\frac{\gamma_{p}^{2}}{\mathrm{~m} \Delta \gamma^{2}}} e^{-\left(\frac{\gamma_{M}}{\Delta \gamma_{R}}\right)^{2}} d \mu \mathrm{~d} \phi\right] \tag{C-13}
\end{equation*}
$$

where $\gamma_{M}$ is given in (1-68a) and $\eta_{v}$ in (1-67a).
The integral in (C-13) is evaluated by introducing local coordinates ( $u, v$ ) as was done in Appendix B. Hence,
where

$$
\begin{equation*}
\mathrm{q}_{\mathrm{m}}\left(\gamma_{\mathrm{PM}}\right)=\frac{4}{\Delta \gamma_{\mathrm{R}}^{2}+\mathrm{m} \mathrm{\Delta} \mathrm{\gamma}^{2}} \mathrm{e}^{-\frac{\gamma_{\mathrm{PM}}^{2}}{\Delta \gamma_{\mathrm{R}}^{2}+\mathrm{m} \mathrm{\Delta} \gamma^{2}}} \tag{C-14a}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos \gamma_{\mathrm{pM}}=\cos \left(\phi_{\mathrm{P}}-\phi_{\mathrm{M}}\right)\left[\left(1-\mu_{\mathrm{p}}^{2}\right)\left(1-\mu_{\mathrm{M}}^{2}\right)\right]^{1 / 2}+\mu_{\mathrm{P}} \mu_{\mathrm{M}} \tag{C-14b}
\end{equation*}
$$

## Appendix D. Isotropic Background Diffuse Intensity

To obtain (1-41), it is necessary to evaluate the integral in (1-19) which involves $I_{1 v}$. This is done by integrating (1-18). For convenience, ( $1-18$ ) is repeated below

$$
\begin{equation*}
\mu_{\mathrm{dz}^{\prime}}^{\mathrm{dI}}+\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{I}_{1 v}=\frac{\mathrm{W} \alpha}{4 \pi} \iint_{\pi \pi} \mathrm{q}(\gamma) \mathrm{I}_{1 v} \mathrm{~d} \mu^{\prime} \mathrm{d} \phi^{\prime}+\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~W} \alpha}{4 \pi} \mathrm{~F}_{v}\left(\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right) e^{-z^{\prime} / \mu_{\mathrm{p}}} \mathrm{q}\left(\gamma_{\mathrm{p}}\right) \tag{D-1}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathrm{U}_{10}\left(\mathrm{z}^{\prime}\right) \equiv \frac{1}{4 \pi} \iint_{\pi} \mathrm{I}_{1 v^{\prime}}\left(\mathrm{z}^{\prime} ; \mu, \phi\right) \mathrm{d} \mu \mathrm{~d} \phi \tag{D-2}
\end{equation*}
$$

which by definition is the average power density. Integrating (D-1) gives

$$
\begin{gather*}
\frac{1}{4 \pi} \iint_{4 \pi}\left[\mu \frac{\mathrm{dI}_{1} v}{\mathrm{dz}}+\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{I}_{1 v}=\frac{\mathrm{W} \alpha}{4 \pi} \iint_{4 \pi} \mathrm{q}(\gamma) \mathrm{I}_{10} \mathrm{~d} \mu^{\prime} \mathrm{d} \phi^{\prime}\right. \\
 \tag{D-3}\\
\left.\quad+\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~W} \alpha}{4 \pi} \mathrm{~F}_{v}\left(\mathrm{z}^{\prime} / \mu_{\mathrm{p}}\right) e^{-\mathrm{z}^{\prime} / \mu_{\mathrm{p}}} \mathrm{q}\left(\gamma_{\mathrm{p}}\right)\right] \mathrm{d} \mu \mathrm{~d} \phi
\end{gather*}
$$

The integrals on the right-hand side are evaluated by approximating $\mathrm{q}(\gamma)$ and $\mathrm{q}\left(\gamma_{\mathrm{p}}\right)$ as delta functions. Evaluating the remaining integrals in (D-3) yields the new differential equation

$$
\mu_{\mathrm{p}} \frac{\mathrm{~d} \mathrm{U}_{1 v}}{\mathrm{dz}}+\left(1+\mathrm{j} v \omega^{\prime}-\mathrm{W} \alpha\right) \mathrm{U}_{1 v}=\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{0} \mathrm{~W} \alpha \mathrm{e}^{-\left(\frac{1+\mathrm{j} v \omega^{\prime}}{\mu_{\mathrm{p}}}\right) \mathrm{z}^{\prime}}
$$

Solving for $U_{10}$ gives

$$
\begin{equation*}
\mathrm{U}_{1 v^{\prime}}\left(\mathrm{z}^{\prime}\right)=\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{\circ}\left[\mathrm{e}^{\left.-\left(1+\mathrm{j} v \omega^{\prime}-\mathrm{W} \alpha\right) \mathrm{z}^{\prime} / \mu_{\mathrm{p}}-\mathrm{e}^{-\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{z}^{\prime} / \mu_{\mathrm{p}}}\right] . . . . . . .}\right. \tag{D-5}
\end{equation*}
$$

Substituting (D-5) into (1-19) yields

$$
\begin{align*}
& \mu \frac{\mathrm{dI}_{2} v}{\mathrm{dz}^{\prime}}+\left(1+\mathrm{j} v \omega^{\prime}\right) \mathrm{I}_{2 v}=\frac{\mathrm{W} \alpha}{4 \pi} \iint_{q \pi} \mathrm{q}(\gamma) \mathrm{I}_{2 v^{\prime}} \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime}+\frac{\mathrm{W}(1-\alpha)}{4 \pi} \iint_{\pi \pi} \mathrm{I}_{2 v^{\prime}} \mathrm{d} \mu^{\prime} \mathrm{d} \phi^{\prime} \\
& \quad+\frac{\mathrm{W}(1-\alpha)}{4 \pi} S_{\mathrm{p}} F_{v}^{o}\left[\mathrm{e}^{\left.-\left(1+\mathrm{j} v \omega^{\prime}-\mathrm{W} \alpha\right) z^{\prime} / \mu_{\mathrm{p}}-\mathrm{e}^{-\left(1+\mathrm{j} v \omega^{\prime}\right) z^{\prime} / \mu_{\mathrm{p}}}\right]}\right. \\
& \quad+\frac{\mathrm{W}(1-\alpha)}{4 \pi} \mathrm{~S}_{\mathrm{p}} F_{v}^{\mathrm{o}} \mathrm{e}^{-\left(1+\mathrm{j} v \omega^{\prime}\right) z^{\prime} / \mu_{\mathrm{p}}} \tag{D-6}
\end{align*}
$$

where

$$
\begin{align*}
& \cos \gamma=\cos \left(\phi-\phi^{\prime}\right)\left[\left(1-\mu^{2}\right)\left(1-\mu^{\prime 2}\right)\right]^{1 / 2}+\mu \mu^{\prime}  \tag{D-6a}\\
& \cos \gamma_{p}=\cos \left(\phi-\phi_{\mathrm{p}}\right)\left[\left(1-\mu^{2}\right)\left(1-\mu_{\mathrm{p}}^{2}\right)\right]^{1 / 2}+\mu \mu_{\mathrm{p}} \tag{D-6b}
\end{align*}
$$

The boundary conditions obeyed are

$$
\begin{array}{ll}
I_{2 v}=0 & \text { for } z^{\prime}=0,0 \leq \mu \leq 1 \\
I_{2 v} \rightarrow 0 & \text { as } \quad z^{\prime} \rightarrow \infty \tag{D-6d}
\end{array}
$$

The first term on the right-hand side of (D-6) can be further approximated by replacing $q(\gamma)$ by a delta function. It then follows that (D-6) becomes

$$
\begin{equation*}
\mu \frac{\mathrm{dI}_{2 v}}{\mathrm{~d} \tau_{v}}+\mathrm{I}_{2 v}=\frac{\mathrm{W}_{v}}{2} \int_{-1}^{1} \mathrm{I}_{2 v} \mathrm{~d} \mu^{\prime}+\frac{\mathrm{S}_{\mathrm{p}} \mathrm{~F}_{v}^{0} \mathrm{~W}_{v}}{4 \pi} \mathrm{e}^{-\tau_{v} / \mu_{\mathrm{p}}} \tag{D-7}
\end{equation*}
$$

where

$$
\tau_{v}=\left(1+j v \omega^{\prime}-W \alpha\right) z^{\prime}, \quad W_{v}=W(1-\alpha) /\left(1+j v \omega^{\prime}-W \alpha\right) \quad .(D-7 a)
$$

Recognize that (D-7) is identical to the time-independent equation of radiative transfer for the case of isotropic scattering except that $\tau_{v}$ and $W_{v}$ are complex.

## Appendix E. Total Received Power in The First Order Approximation

From (1-67), (1-69), (1-70), (1-71) and (1-72) the coherent power, narrow lobe diffuse power and omnidirectional diffuse power received by a highly directive antenna are obtained for the normal incidence case ( $\mu_{\mathrm{p}}=\mu_{\mathrm{j}}=1$ ) as follows

$$
\begin{align*}
& \mathscr{P}_{c}=\iint_{\pi} \mathscr{R}\left(\left[\sum_{v=0}^{\infty} \mathrm{e}^{\left.\left.\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime} \frac{\mathrm{F}_{v}^{0}}{2 \pi} \mathrm{e}^{-\eta_{\nu^{\prime}} \mathrm{z}^{\prime}} \delta\left(\mu-\mu_{\mathrm{j}}\right)\right] \mathrm{e}^{-\left(\frac{\gamma_{M}}{\partial \gamma_{R}}\right)^{2}}\right) \mathrm{d} \mu \mathrm{~d} \phi}\right.\right. \tag{E-1a}
\end{align*}
$$

$$
\begin{align*}
& \left.\cdot \mathrm{e}^{-\left(\frac{\gamma_{M}}{\Delta \gamma_{R}}\right)^{2}}\right) \mathrm{d} \mu \mathrm{~d} \phi \quad, \tag{E-1b}
\end{align*}
$$

$$
\begin{align*}
& \left.\cdot e^{-\left(\frac{\gamma_{M}}{\Delta \gamma_{R}}\right)^{2}}\right) d \mu d \phi, \tag{E-1c}
\end{align*}
$$

where

$$
\begin{equation*}
\eta_{v}=\left(1+j v \omega^{\prime}\right), \eta_{2 v}=\left(1+j v \omega^{\prime}-W \alpha\right), j=p \tag{E-1d}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{\mathrm{M}}=\theta, \quad \theta_{\mathrm{M}}=0 \tag{E-1e}
\end{equation*}
$$

Because of the delta functions, (E-1a) readily simplifies to
where

$$
\begin{equation*}
\gamma_{\mathrm{pM}}=\theta_{\mathrm{j}}=\theta_{\mathrm{p}} \tag{E-2a}
\end{equation*}
$$

Following the procedure in [3], the omnidirectional diffuse power becomes

$$
\begin{align*}
& \mathscr{P}_{d 2}\left(z^{\prime}, t^{\prime} ; \mu_{M^{\prime}} \phi_{M}\right)=\mathscr{R}_{0} \int_{0}^{\infty} \sum_{0}^{\infty} e^{j v \omega^{\prime} t^{\prime}}\left[\frac { \Delta \gamma _ { R } ^ { 2 } F ^ { 0 } } { 2 } { } ^ { 0 } \left\{-e^{-\eta_{2 v^{\prime}} z^{\prime}} \frac{f_{j}}{P_{j}}\left(\mu_{M}\right)\right.\right. \\
& \left.\left.\left.+\sum_{k=(N+1)}^{N}\left[Q_{y_{z}^{\prime}}^{\prime} e^{-\eta_{2 v^{\prime}} z^{\prime} / s_{v k}} \sum_{n=0}^{N} \frac{f_{n}\left(\mu_{M}\right)}{1-\mu_{n} / s_{v k}}\right]\right\}\right]\right] \tag{E-3}
\end{align*}
$$

after approximating the term $\exp \left(-\left(\gamma_{M} / \Delta \gamma_{R}\right)^{2}\right)$ in (E-1c), properly normalized, by a delta function.

To determine the narrow lobe diffuse power, ( $\mathrm{E}-1 \mathrm{~b}$ ) is separated into two terms,

$$
\begin{equation*}
\mathscr{P}_{\mathrm{d} 1}\left(\mathrm{z}^{\prime}, \mathrm{t}^{\prime} ; \mu_{\mathrm{M}}, \phi_{\mathrm{M}}\right)=\mathscr{I}_{\mathrm{d} 1}^{0}+\mathscr{P}_{\mathrm{d} 1}^{2}, \tag{E-4}
\end{equation*}
$$

where
and
where $\xi_{\mathrm{m}}(\theta)$ is defined in (1-38a). Recall that for the normal incidence case, the variable $\gamma_{M}$ equals $\theta$; hence ( $\mathrm{E}-4 \mathrm{a}$ ) reduces to

$$
\begin{align*}
& \left.\mathscr{P}_{\mathrm{d} 1}^{0}=\mathscr{R}_{0} \int_{\theta=0}^{\infty} \sum_{0}^{\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime}} \frac{2 \mathrm{~F}_{v}^{0}}{\Delta \gamma^{2}} \mathrm{e}^{-\eta v^{z^{\prime}}} \sum_{\mathrm{m}=1}^{M} \frac{\left(\mathrm{~W} \alpha z^{\prime}\right)}{\mathrm{m}!\mathrm{m}} \int_{0}^{m} \mathrm{e}^{\pi-\theta^{( }\left(1 / \Delta \gamma_{R}^{2}+1 / \Delta \gamma^{2}\right)} \sin \theta \mathrm{d} \theta\right] \\
& =R_{e}\left[\sum_{v=0}^{\infty} \mathrm{e}^{\mathrm{j} v \omega^{\prime} \mathrm{t}^{\prime}} \frac{\mathrm{F}_{v}^{0}}{\Delta \gamma^{2}} \mathrm{e}^{-\eta v^{z^{\prime}}} \sum_{\mathrm{m}=1}^{\mathrm{M}} \frac{\left(\mathrm{~W} \alpha z^{\prime}\right)^{m}}{\mathrm{~m}!\mathrm{m}} \frac{1}{\mathrm{~h}}\left(1-\mathrm{e}^{-4 \mathrm{~h}}\right)\right] . \tag{E-5}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{h}=\frac{1}{\Delta \gamma_{\mathrm{R}}^{2}}+\frac{1}{\mathrm{~m} \Delta \gamma^{2}} \tag{E-5a}
\end{equation*}
$$

and use is made of (1-29). Similarly, (E-4b) can be shown to reduce to

$$
\begin{align*}
& =\mathscr{R}\left[\sum _ { v = 0 } ^ { \infty } e ^ { j v \omega ^ { \prime } t ^ { \prime } } \frac { 2 F _ { v } ^ { 0 } } { \Delta \gamma ^ { 2 } } e ^ { - \eta _ { v ^ { \prime } } z ^ { \prime } } \sum _ { m = 1 } ^ { M } \frac { ( W \alpha z ^ { \prime } ) ^ { m } } { m ! } \frac { 1 } { m } ( 1 - \frac { \eta _ { v } z ^ { \prime } } { m + 1 } ) \left[\frac{a}{2 h}\left(1-e^{-4 b}\right)\right.\right. \\
& \left.\left.-\mathrm{b}\left[\frac{1}{4 \mathrm{~h}^{2}}\left(\mathrm{e}^{-4 \mathrm{~h}}(4 \mathrm{~h}+1)-1\right)\right]\right]\right] \text {, } \tag{E-6}
\end{align*}
$$

where

$$
\begin{equation*}
a=\frac{1}{12}\left(m^{2}-1\right) \Delta \gamma^{2} \tag{E-6a}
\end{equation*}
$$

and

$$
\begin{equation*}
b=\frac{(m+1)(2 m+1)}{6 m} \tag{E-6b}
\end{equation*}
$$

Hence, from (E-4), (E-5) and (E-6), the narrow lobe diffuse power is
found to be

$$
\mathscr{P}_{\mathrm{d} 1}=\mathscr{R}_{0}\left[\sum _ { v = 0 } ^ { \infty } \mathrm { e } ^ { \mathrm { j } v \omega ^ { \prime } \mathrm { t } ^ { \prime } \mathrm { F } _ { v } ^ { 0 } } \frac { - \eta _ { 0 } z ^ { \prime } } { 4 } \mathrm { e } ^ { \mathrm { m } } \sum _ { \mathrm { m } = 1 } ^ { ( \mathrm { W } \alpha z ^ { \prime } ) ^ { m } } \frac { 4 } { \mathrm { m } ! } \left[\frac{4}{\mathrm{hm} \Delta \gamma^{2}}\left(1-\mathrm{e}^{-4 \mathrm{~h}}\right)-\left(1-\frac{\eta_{v} z^{\prime}}{\mathrm{m}+1}\right]\right.\right.
$$

$$
\left.\left.\cdot\left[\frac{1}{3} \frac{\left(m^{2}-1\right)}{m} \frac{1}{h}\left(e^{-4 h}-1\right)+\frac{m+1}{m^{2} \Delta \gamma^{2}} \frac{2 m+1}{3} \frac{1}{h^{2}}\left[e^{-4 h}(4 h+1)-1\right)\right]\right]\right] .(E-7)
$$

## Appendix F. A Discussion of Simulated Annealing

The CT is conceptually similar to "simulated annealing", which is a stochastic computational viewpoint derived from statistical mechanics for finding near globally-minimum-cost solutions to large optimization problems. Kirkpatrick et al [15] were the first to propose and demonstrate the application of simulation techniques from statistical physics to problems of combinatorial optimization, specifically to problems of wire routing and component placement in VLSI designs.

Simulated annealing has been applied successfully to problems in computer design [16], image restoration and segmentation [17], combinatorial optimization such as the travelling salesman problem [15], phased-array antenna synthesis [18], neural networks [19,20] as well as IC layouts [21].

In general, finding the global minimum value of a cost function involves many possible choices, subject to conflicting constraints [22], because the cost function will tend to have many local minima. A procedure for solving this type of optimization problem should involve a high probability of finding a near-optimal solution and should also lend itself to efficient implementation. Over the past few years simulated annealing has emerged as a viable technique which meets these requirements. The following paragraphs summarize the concept of simulated annealing.

Simulated annealing originated from statistical mechanics which is the study of the behavior of very large systems of interacting particles. An example of one such system is atoms in a fluid in thermal
equilibrium at a finite temperature. Suppose that the configuration of the system is identified by a set of spatial positions of the particles. If the system is in thermal equilibrium at a given temperature $T$ then the probability $\Pi_{s}$ that the system is in a given state $s$ depends upon the energy $E_{\mathrm{s}}$ of the state, which for some systems is given by the Boltzmann distribution,

$$
\begin{equation*}
\Pi_{\mathrm{s}}=\frac{\mathrm{e}^{\frac{-\mathrm{E}_{\mathrm{s}}}{\mathrm{KT}}}}{\Sigma_{\mathrm{s}^{\prime}} \mathrm{e}^{-\mathrm{E}_{\mathrm{s}}, / \mathrm{KT}}} \tag{F-1}
\end{equation*}
$$

where $k$ is the Boltzmann constant and the summation extends over all possible energy states.

One can simulate the behavior of a system of particles in thermal equilibrium at temperature T by using a stochastic relaxation technique developed by Metropolis et al [23]. Suppose that at time t, the system is in state r. A candidate $s$ for the state at time $t+\Delta t$ is generated randomly. The criterion for selecting or rejecting state configuration $s$ depends on the difference between the energies of state $r$ and $s$. Specifically, one computes the ratio $R$ of the probability of being in state $s$ and the probability of being in state $r$,

$$
\begin{equation*}
\mathrm{R}=\frac{\Pi_{\mathrm{s}}}{\Pi_{\mathrm{s}}}=\mathrm{e}^{-\left(\mathrm{E}_{\mathrm{r}}-\mathrm{E}_{\mathrm{s}}\right)} \mathrm{sT}^{-} \tag{F-2}
\end{equation*}
$$

Depending upon the selection of a value for $\mathbf{R}$ as a criterion, one either accepts or rejects the new configuration state $s$.

In studying such systems of particles, one often seeks to determine the nature of the low-energy states, for example, whether slow freezing
produces crystalline or glassy solids. Very low energy configurations are not common when considering the set of all configurations. However, at low temperatures they predominate because of the nature of the Boltzmann distribution. To achieve low-energy configurations, it is not sufficient to simply lower the temperature. One must use an annealing process where the temperature of the system is determined, and then gradually lowered, spending enough time at each temperature to reach thermal equilibrium. If insufficient time is spent at each temperature, especially near the freezing point, then the probability of attaining a very low energy configuration is greatly reduced. For example, defects in a crystalline structure might occur if the process of lowering the temperature is not done properly. As a result, the lower energy state would not be obtained.

The simulation of annealing as applied to optimization problems involves the following preparatory steps. First, one must identify analogies to the statistical physics concepts in the optimization procedure, i.e., the energy function is chosen as the cost function, the configuration of particles becomes the configuration of the parameter values, finding a low-energy configuration becomes seeking a near-optimal solution, and temperature becomes the control parameter of the process. Second, one must select an annealing schedule consisting of a decreasing set of temperatures together with the amount of time to spend at each temperature. Third, one must have a way of generating and selecting new configuration states.

In CT, the cost function is taken to be the total error between experimental and numerical data which is minimized, and the schedule of lowering temperature is the allocation of standard deviations for the

## parameters. For the allowable configuration state, a set of gaussian distributed random numbers is generated for minimizing the error.
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