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## Abstract

Title of Thesis : An Artificial Neural Network for Redundant Robot Inverse Kinematics Computation

Name of Candidate : Wibawa Utama, Master of Science, 1990.

Thesis Directed By : Dr. Edwin S. H. Hou, Assistant Professor<br>Department of Electrical \& Computer Engineering

A redundant manipulator can be defined as a manipulator that has more degrees of freedom than necessary to determine the position and orientation of the end effector. Such a manipulator has dexterity, flexibility, and the ability to maneuver in presence of obstacles. One important and necessary step in utilizing a redundant robot is to relate the joint coordinates of the manipulator with the position and orientation of the end-effector. This specification is termed as the direct kinematics problem and can be written as

$$
\mathrm{x}=f(\mathrm{q})
$$

where x is a vector representing the position and orientation of the end-effector, q is the joint vector, and $f$ is a continuous non-linear function defined by the design of the manipulator. The inverse kinematics problem can be stated as: Given a position and orientation of the end-effector, determine the joint vector that specifies this position and orientation. That is, $\quad \mathbf{q}=f^{-1}(\mathbf{x})$.

For non-trivial designs, $f^{-1}$ cannot be expressed analytically. This paper presents a solution to the inverse kinematics problem for a redundant robot based on multilayer feed-forward artificial neural network.
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## Chapter 1

## Inverse Kinematics : Problems and

## Solutions

### 1.1 Introduction

A redundant manipulator can be defined as a manipulator that has more degrees of freedom than necessary to determine the position and orientation of the end effector. This redundancy provides the manipulator with dexterity, flexibility, and the ability to maneuver in presence of obstacles. One important and necessary step in utilizing redundant robot is to relate the joint coordinates of the manipulator with the position and orientation of the end-effector. This specification is termed as the direct kinematics problem and can be written as

$$
\begin{equation*}
\mathrm{x}=f(\mathrm{q}) \tag{1.1}
\end{equation*}
$$

where x is a $(m \times 1)$ vector ( $m$ is the degrees of freedom of the robot work space) representing the position and orientation of the end-effector, q is a ( $n \times 1$ ) joint vector, ( $n$ is the number of links) and $f$ is a continuous non-linear function defined by the design of the manipulator. The inverse kinematics problem can be stated as: Given a position and orientation of the end-effector, we want to determine the joint vector that specifies this position and orientation. That is,

$$
\begin{equation*}
\mathrm{q}=f^{-1}(\mathrm{x}) \tag{1.2}
\end{equation*}
$$

It should be noted that for non-trivial designs, $f^{-1}$ cannot be expressed analytically.

### 1.2 Solutions to The Inverse Kinematics Problem

Various methods have been proposed to solve the inverse kinematics problem. They can be categorized into 4 different groups : Closed Form Solution [4], Numerical Solution [27], Generalized Inverse Solution [1], and Neural Network Solution [6]. The last two methods are currently being studied by researchers particularly for redundant manipulator which does not have closed form solution and cannot be solved by iterative numerical methods.

### 1.2.1 Closed Form Solution

Closed form solution can be obtained by solving Eq. (1.1) algebraically. It should be noted that most commercial robot manipulators have 6 degrees of freedom and it is
possible to write their inverse kinematics solution in closed form if they satisfy one of the following sufficient conditions :

1. Three adjacent joint axes intersecting.
2. Three adjacent joint axes parallel to one another.

Examples for these solutions are inverse transform technique for Euler angle solution and geometric approach solution [4].

## Inverse Transform Technique

In this technique, pure algebraic approach is used. The ill conditions (such as $\psi=$ $\left.\cos ^{-1}\left(\frac{0.5}{\sin \theta}\right)\right)$, under which the solution is inconsistent, inaccurate or undefined, appeared in this approach can be eliminated by introducing a consistent trigonometric function, $\operatorname{atan}(x, y)$, or arc tangent with two arguments, as proposed by Paul [21]. Joint coordinates are then solved by equating and premultiplying or postmultiplying matrix equations. Although this technique provides us a general approach in determining the joint solution of a manipulator, it does not give a clear indication on how to select an appropriate solution from the several possible solutions for a particular arm configuration. This merely depends on the user's geometric intuition.

## Geometric Approach

By geometric approach, a consistent joint angle solution can be derived. In addition, for a particular arm configuration, it also provides a means for the user to select a
unique solution. For example, in the six axis PUMA-like robot arm, a consistent result can be obtained by the assistance of three configuration indicators (ARM, ELBOW, and WRIST). These indicators identify the various arm configurations and must be prespecified by the user for finding the inverse solution. There are two steps to find the inverse solution with this technique. The first three joints (joint 1, 2, and 3) is derived in the first step. Then, in the second step, the last three joint is solved using the result of the first step and certain transformation and orientation matrices. The results are four possible solutions to the first three joints, and for each of these four solutions there are two possible solutions to the last three joints. One can choose a solution from the eight possible solutions by determining the ARM, ELBOW, and WRIST indicator.

### 1.2.2 Numerical Solution

Numerical solutions are commonly used if the closed form solution does not exist. This can be applied either for non-redundant manipulators ( $m=n$ ) which do not have closed form solutions or for redundant manipulators which have redundant degrees of freedom ( $m<n$ ). Numerical solutions are usually based on iterative methods. For example, Whitney [27] used Newton Raphson method to solve Eq. (1.2). By differentiating Eq. (1.1), we have

$$
\begin{equation*}
\frac{d \mathrm{x}}{d \mathrm{q}}=J(\mathbf{q}) \tag{1.3}
\end{equation*}
$$

where $J(\mathbf{q})$ is the Jacobian of $f$ with respect to $\mathbf{q}$.
If we rewrite Eq. (1.3) as

$$
\begin{equation*}
\Delta \mathrm{x} \simeq J(\mathrm{q}) \Delta \mathrm{q} \tag{1.4}
\end{equation*}
$$

then wherever $J^{-1}$ exist, we may write

$$
\begin{equation*}
\Delta \mathrm{q}=J^{-1} \Delta \mathrm{x} \tag{1.5}
\end{equation*}
$$

Given initial values, $\mathrm{q}_{0}$ and $\mathrm{x}_{0}$, we can calculate the final value $\mathrm{q}_{f}$, by means of NewtonRaphson method [26].

Khosla et al. [10] have also solved the inverse kinematics problem of the CYRO robot (six degrees of freedom) which is specially designed for seam tracking applications. Their work is based on the $T_{6}$ and $d T_{6}{ }^{1}$ matrices and the assumption that three-dimensional seam data are available. Even though they used a different approach, the resulting algorithm still constituted iterative Newton-Raphson method. Because of their iterative nature, the numerical solutions are generally much slower than the corresponding closed form solutions, and convergence is not guaranteed.

### 1.2.3 Generalized Inverse Technique

To overcome the drawbacks encountered in solving Eq. (1.1) in terms of q , a method called Generalized Inverse Technique is introduced [27].

[^0]In generalized inverse technique, we deal with the differential motion relationship between $\mathbf{x}(t)$ and $\mathbf{q}(t)$, that is

$$
\begin{equation*}
\dot{\mathrm{x}}=J(\mathbf{q}) \dot{\mathrm{q}} \tag{1.6}
\end{equation*}
$$

where $\dot{\mathrm{q}}$ and $\dot{\mathrm{x}}$ are joint velocities and end-effector velocity respectively, and $J(\mathrm{q})$ is the $m \times n$ Jacobian matrix.

If $J$ is square matrix and nonsingular, then $J^{-1}$ exists. $\dot{\mathrm{q}}$ can be computed as

$$
\begin{equation*}
\dot{\mathrm{q}}=J^{-1} \dot{\mathrm{x}} . \tag{1.7}
\end{equation*}
$$

For reclundant linkages, $J$ is not a square matrix, but a rectangular ( $m<n$ ) matrix and for each velocity vector $\dot{x}$ there exist various joint velocities $\dot{\mathrm{q}}$ which satisfy Eq. (1.6). If $J$ is full rank (rank $=m$ ), then there exists a pseudoinverse, $J^{+}$, such that $\dot{\mathrm{q}}$ can be calculated as

$$
\begin{equation*}
\dot{\mathrm{q}}=J^{+}(\mathrm{q}) \dot{\mathrm{x}} . \tag{1.8}
\end{equation*}
$$

$J^{+}$is the Moore-Penrose pseudoinverse [11] given by

$$
\begin{equation*}
J^{+}=J^{T}\left(J J^{T}\right)^{-1} \tag{1.9}
\end{equation*}
$$

This method has a drawback that the solution does not generate joint trajectories which avoid singular configurations ${ }^{2}$ in any practical sense [1]. This is because for almost any point $\mathrm{x}_{0}$ in the workspace and any point $\mathrm{q}^{*}$ in a neighborhood of a singular

[^1]configuration, there is an initial configuration $\mathrm{q}(0)=\mathrm{q}_{0}$ and a workspace path $\mathrm{x}(t)$, with $x(0)=x_{0}$, such that the trajectory $q(t)$ as defined by Eq. (1.8) passes through $\mathrm{q}^{*}$.

Without further refinement this method cannot be used as manipulator control. As an alternative [1], $\mathrm{Eq}(1.8)$ is modified to

$$
\begin{equation*}
\dot{\mathrm{q}}=J^{+} \dot{\mathrm{x}}+\left(I-J^{+} J\right) \mathrm{v} \tag{1.10}
\end{equation*}
$$

where $v$ is a (time varying) vector of the same dimension as $q$ which remains to be specified. With this modification one can show that by appropriate choice of $v$, the trajectory which avoid singular configuration may be generated.

### 1.2.4 Artificial Neural Network Solution

There are two classes of neural network applications that can solve the inverse kinematics problem : optimization and pattern association (see chapter 2).

## Hopfield "Optimization" Neural Network Solution

Guo and Cherkassky [6] solved the inverse kinematics problem for redundant manipulator using Hopfield "optimization" neural network. They first introduced an energy function $E$ as

$$
\begin{equation*}
E=\frac{1}{2} \sum_{i=1}^{m}\left(\dot{x}_{i}^{d}-\dot{x}_{i}\right)^{2} \tag{1.11}
\end{equation*}
$$

where $\dot{x}_{i}^{d}$ is the desired end-effector velocity, and then rewrote Eq. (1.6) as

$$
\begin{equation*}
\dot{x}_{i}=\sum_{j=1}^{n} J_{i j} \dot{q}_{j} \tag{1.12}
\end{equation*}
$$

where $J=\left[J_{i j}\right], m<n$ and $i=1, \ldots, m$.
After substituting Eq. (1.12) into Eq. (1.11) and rearranging the summation order, they obtained a Liapunov energy function, from which the fixed weights and external inputs in terms of $J_{i j}$ and $\dot{x}_{i}^{d}$ could be obtained. Finally they derived the dynamics equation of neuron state of the Hopfield net in which joint velocities $\dot{\mathrm{q}}$ came out as its neuron state (output).

For a chosen task trajectory, their solution algorithm ${ }^{3}$ can be cast into the following steps.

1. With the given initial condition of joint angles $q$, compute the weights.
2. Differentiate the task trajectory to obtain the desired end-effector velocity.
3. Input the network with the sampled value of the desired end-effector velocity (over a sampling time $T$ ) and compute the external inputs.
4. Iterate, using Eq. (2.1) and Eq. (2.2), until convergence. Convergence means that the neuron state (joint velocities) does not change for further iteration or the process finds a local minimum of energy function E.

[^2]5. Sample the neuron state obtained from step 4 over a sampling time T
6. Use this values as the joint velocity command for the redundant manipulator.
7. Integrate the neuron state and update the weights.
8. Go to step 3.

This method seems quite complicated and has the following drawbacks:

1. Iteration in step 4 must be done for each desired input.
2. Output must be integrated to give joint position $q$.
3. Weights and external inputs must be updated.

## Pattern Association using Multilayer Perceptron

In this thesis, the ANN used is of the supervised type-multilayer feed-forward neural networks with back error propagation (BEP) training algorithm. The network is trained to associate input vector or pattern to output vector. In this special case, the inputoutput relationship of the pattern is a nonlinear mapping described by Eq. (1.2).

The main idea of the BEP training algorithm is to minimize a "computation" energy $E$ which is denoted by

$$
\begin{equation*}
E=\frac{1}{2} \sum_{p} \sum_{j=1}^{m}\left(X_{j}^{d}-X_{j, n}\right)^{2} \tag{1.13}
\end{equation*}
$$

where :
$p$ is the number of training patterns, $m$ is the number of nodes in the output layer,
$n$ is the total number of layers in the network,
$X_{j}^{d}$ is the desired output pattern or the desired joint coordinates,
$X_{j, n}$ is the actual pattern or output of the network.
The local minimum of $E$ can be achieved if

$$
\begin{equation*}
\frac{\partial E}{\partial W}=0 \tag{1.14}
\end{equation*}
$$

where $W$ is the weights of the network.

Using optimization technique, local (optimal) minimum point can be reached by iteration method called "gradient descent" or delta rule [23] which can be written as

$$
\begin{equation*}
W(t+1)=W(t)+\Delta W \tag{1.15}
\end{equation*}
$$

where $t$ indicate iteration time, and

$$
\begin{equation*}
\Delta W=-\eta \frac{\partial E}{\partial W} \tag{1.16}
\end{equation*}
$$

where $\eta$ is positive step size or gain term $(0<\eta<1)$, and $\Delta W$ is gradient or the change that must be made to the weights after each iteration. Hence, during training, the weights are updated until local minimum of $E$ is found. The term Back Error

Propagation arises because a mechanism where the error ${ }^{4}$ must be propagated backward through the network is introduced [23] in the derivation of this learning procedure.

After training, the network should provide a proper response when a command input vector that it does not know is given. If the training set is properly chosen, the network will be able to generalize its knowledge to situations different from those encountered during training. Inputs to a properly trained network will produce network output that are very close to the corresponding actual joint positions of the redundant manipulator.

By introducing a simple concept called "computation" energy, we can adopt the multilayer feed-forward neural network to solve a difficult problem such as the redundant robot inverse kinematics problem. This thesis present a multilayer feed-forward neural network approach to solve the redundant robot inverse kinematics problem.

In the following chapters, we will discuss neural networks with the emphasis on multilayer feed-forward neural network and its learning algorithm. Chapter 3 will explain our simulation model. Chapter 4 describes the simulation results. Finally, the conclusion of this thesis will be presented in chapter 5. Note that the detailed derivation of the back error propagation learning scheme and program listing are available in appendices A and C .

[^3]
## Chapter 2

## Background on Neural Networks

### 2.1 Introduction

Artificial Neural Networks (ANN) are an encleavor to model the function and architecture of neural networks found in the human brain. These models are composed of many nonlinear computational elements or nodes operating in parallel and arranged in pattern reminiscent of biological neural networks.

The basic operation of a single artificial neuron is shown in Fig. 2.1.a. After summing $N$ weighted inputs, the result is passed through a nonlinearity $f$ (Fig. 2.1.(b)-(d) show different types of $f$ ). If we relate this figure to a single biological neuron then inputs can be considered as stimulation levels and weights as synaptic strengths. This fundamental building block for all ANN is characterized by the type of nonlinearity $f$ and internal threshold or bias or external input $\theta$ which determines the node output
whenever the sum of the weighted input is zero.
In general, a neural network consists of N nodes (processors), each of which is connected to all the other nodes. One can compose these nodes into infinitely many network configurations, for example, Fractal Neural Networks [2], Cyclic Neural Networks [5], and others ([18], [3], [19]). However, the underlying principle of these ANN are based on 6 major artificial neural networks [17]. They are Hopfield Net, Hamming Net, Carpenter-Grossberg Net, Perceptron, Multilayer Perceptron, and Kohonen Net.

This thesis will discuss only the multilayer perceptron.
The structure or model of a network explains the computation (algorithmic) process happen inside the network. This process, in general, can be divided into two phase, retrieving phase and learning phase [16].

### 2.1.1 Retrieving Phase

In response to input vectors or patterns (e.g., $X_{1}(0), X_{2}(0), \cdots X_{N_{0}}(0)$ in Fig. 2.2), the retrieving phase performs the propagative updating of output values of each neuron based on the predefined rule in each network model to produce the responding outputs.

The rule for the retrieving phase of an ANN model can be written as

$$
\begin{align*}
& N e t_{i}(l+1)=\sum_{j=1}^{N_{l}} W_{i, j}(l+1) X_{j}(l)  \tag{2.1}\\
& X_{i}(l+1)=f_{i}\left(N e t_{i}(l+1), \theta_{i}(l+1)\right) \tag{2.2}
\end{align*}
$$

where $1 \leq i \leq N_{l}+1$ and $0 \leq l \leq L-1$. The index $l$ can represent either time or spatial iterations. If $l$ represents spatial iteration then $l$ indicates layer number, $L$ is the total number of layers in the network, $i$ indicates a node number in each layer and $N_{l}$ is the total number of nodes in layer $l$. If $l$ represents time iteration then $l$ is the iteration counter, $L$ is the total number of iterations, $i$ indicates node number in a layer, and $N_{l}$ is the total number of nodes in the layer $l$.

Two types of inputs can be used to represent the test patterns: the stimulus inputs $X_{i}(0)$ and the external inputs $\theta_{i}(l)$.

### 2.1.2 Learning Phase

The learning phase performs the iterative updating of the synaptic weights for all the connections based on the input and/or target training patterns. The weight updating problem is to find a set of connection weights so as to optimize certain predefined mathematical quantity $E$ based on a set of training patterns.

Typically, there are two steps involved in the learning phase. In the first step, the input training patterns are processed by the network based on the retrieving phase equations to generate some actual responses. In the second step, the weights are changed according to the generated actual responses and the learning rules used.

In the learning rule aspects, many algorithms have been proposed to improve the training process (that is, to reduce training time), such as Adaptive Least Squares Algorithm [14], and Ring Systolic Arrays [16].

### 2.2 Class of Neural Nets Applications

In general ANN's application can be grouped into 2 classes: optimization and pattern association.

### 2.2.1 Optimization

For this application, the artificial neural networks are utilized as a state-space search mechanism [9]. A set of fixed weights is derived before starting the search process. The derivation of these fixed weights ( $W_{i, j}$ ) usually depend on finding a Liapunov energy function for the specific application. For example, if Hopfield neural network is used for solving an optimization problem, the Liapunov energy function has the following form. [8]:

$$
\begin{equation*}
E=-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} W_{i, j} X_{i} X_{j}-\sum_{i=1}^{N} X_{i} \theta_{i} \tag{2.3}
\end{equation*}
$$

In certain applications, the Liapunov energy function has to be derived from a given cost function and the constraints in the optimization problem [25], [6]. Once the fixed weights have been assigned from the energy function, the system then iterates until a stable state configuration is reached.

It can be proved that if the weights used are symmetric, $W_{i, j}=W_{j, i}$, then the iterations following the system dynamics in Eq. (2.1) and Eq. (2.2) will converge to a (local) optimal state.

### 2.2.2 Pattern Association

Another very promising application of neural processing is for pattern association. In pattern association, the network should give the complete pattern even though it is input by partial information of the desired pattern. In mathematical language, the network should be able to retrieve a corresponding pattern in subset $B$, given a pattern in subset A (vector mapping). The retrieving phase uses the same system dynamics Eq. (2.1) and Eq. (2.2) as in the optimization applications. For this class of application, some learning schemes are often adopted to train the synaptic weights.

### 2.3 Robotic Applications

Most of the robotic problems currently being studied can be categorized into either one of the following three processing levels:

1. Task Planning (e.g., scheduling of assembly tasks).
2. Path Planning (e.g., robot navigation).
3. Path Control (e.g., motor control).

Most of these robotic processing can be formulated in terms of optimization or pattern association problems. Therefore neural networks can naturally be adopted to solve the robotic processing tasks.

### 2.4 Multilayer Feed-forward Neural Networks

In the present work, only multilayer feed-forward network or multilayer perceptron are used. These networks are popular because a sophisticated learning rule exists for training the network. A typical network using multilayered structure is shown in Fig. 2.3. It consist of an input layer, output layer, and hidden layers in between. The nodes in the hidden layer are necessary to implement nonlinear mappings between the input and output patterns.

### 2.4.1 Terminology

By refering to Fig. 2.3, we will use the following terminology for the rest of this thesis.
Let
$\theta_{i, l}$ be the threshold of the $i^{\text {th }}$ node in the $l^{t h}$ layer,
$W_{i, j, l}$ be the weight between $j^{\text {th }}$ node in the $(l-1)^{\text {th }}$ layer to $i^{\text {th }}$ node in $l^{\text {th }}$ layer,
Net $i_{i, l}$ be the input to node $i^{\text {th }}$ in $l^{\text {th }}$ layer, and
$X_{i, l}$ be the output of $i^{\text {th }}$ nocle in $l^{\text {th }}$ layer.
The input to a node is given by

$$
\begin{equation*}
N e t_{i, l}=\sum_{j}\left(W_{i, j, l} X_{j, l-1}\right)+\theta_{i, l} \tag{2.4}
\end{equation*}
$$

where the summation index $j$ extends over all nodes in the $(l-1)^{\text {th }}$ layer.
The output of a node is given by

$$
\begin{equation*}
X_{i, l}=f\left(N_{i, t}\right) \tag{2.5}
\end{equation*}
$$

In general, $f$ is a nondecreasing function of the input to the output node.

### 2.4.2 Nonlinearity

There are several forms of function $f$ we can use. If we use a linear activation function, that is $f=N e t_{i, l}$, then the network is called a linear network. Although linear networks are useful for cases where the set of input patterns are linearly independent [12], it can be shown that a multilayered network with linear nodes can be collapsed into an equivalent two layer network so that the advantages of hidden units is lost.

To enable the network to implement complex nonlinear mappings between input and output patterns, it is necessary that the function $f$ be a nonlinear function of the node input. The most frequently used functions are the unit step (see Fig. 2.1.b) given by

$$
f\left(\text { Net }_{i, l}\right)= \begin{cases}1 & \text { if } \text { Net }_{i, l}>0  \tag{2.6}\\ 0 & \text { otherwise }\end{cases}
$$

and sigmoid function (see Fig. 2.1.c) given by

$$
\begin{equation*}
f\left(N e t_{i, l}\right)=\frac{1}{1+e^{-N e t_{i, l}}} \tag{2.7}
\end{equation*}
$$

The sigmoid function is characterized by an area in the vicinity of $N e t_{i, l}=0$ in which the node output increases almost linearly with the input. Outside this area, the node output saturates to a minimum or maximum value ( 0 or 1 ). The simplest network using unit step units is the perceptron [17] which has no hidden layer units

Early researchers have recognized that layered networks with nonlinear activation
function are able to implement complex tasks [20]. However such networks were not popular because of the lack of systematic learning algorithms. The main difficulty encountered in developing learning algorithms for such system is that the unit step function is nondifferentiable. Instead of using the unit step function, Rumelhart [23] devised a multilayered network with a sigmoid function. Such networks can be trained by a learning algorithm called the generalized delta rule [23].

## Modification

In many practical cases, outputs other than 1 may be required. We can modified Eq. (2.7) as follows:

$$
\begin{equation*}
f\left(N e t_{i, l}\right)=\frac{\epsilon_{i, l}}{1+e^{-\alpha_{i, l} N e t_{i, l}}} \tag{2.8}
\end{equation*}
$$

where $\epsilon_{i, l}$ and $\alpha_{i, l}$ are both greater than zero [22].
There are two new parameters, $\epsilon$ and $\alpha$, introduced after the modification. The parameter $\epsilon$ determines the maximum output of a node and the value of $\alpha$ governs the size of the input zone beyond which the node output saturates and also the steepness of the sigmoid curve. When $\epsilon$ approaches zero, the size of this zone is very large. Consequently, the input-output relationship within this zone is almost linear. In this case, the node output saturates only for very large positive or negative inputs. Thus for the lower value of $\epsilon$, the node behave like a linear unit over most of its input range. As $\epsilon$ approaches infinity, the neuron behavior becomes extremely nonlinear and in the limit approaches the unit step function. Since nonlinearities are associated with useful feature extraction abilities, neurons that exhibit a high value of $\epsilon$ after the training
process can probably be viewed as important feature extractors of the network.
In our application, we need both negative and positive value of the node output, then it is necessary to symmetrically translate the sigmoid function (Eq. (2.8)) downward along the vertical axis so that it becomes

$$
\begin{equation*}
f\left(N e t_{i, l}\right)=\frac{\epsilon_{i, l}}{1+e^{-\alpha_{i, l} N e t_{i, l}}}-\frac{\epsilon_{i, l}}{2} \tag{2.9}
\end{equation*}
$$

as shown in Fig. 2.1.c.

### 2.4.3 Generalized Delta Rule

The generalized delta rule consists of two steps, the retrieving phase (forward pass) and the parameters adjusting phase (backward pass). In the forward pass, we present an input pattern to the network and calculate the output pattern at the output nodes with the current set of learning parameters. The learning parameters of the network are the weights and the node parameters such as $\theta_{i, l}, \epsilon_{i, l}$, and $\alpha_{i, l}$. The network output pattern is then compared to the desired output pattern, and the value of a predefined measure function $E$ is calculated by computing the Euclidean distance between the actual and desired output patterns. This function can be expressed as

$$
\begin{equation*}
E=\frac{1}{2} \sum_{j=1}^{m}\left(X_{j}^{d}-X_{j, n}\right)^{2} \tag{2.10}
\end{equation*}
$$

where the index $j$ represent summation over all output nodes in the network. The quantity $X_{j}^{d}$ is the desired output at the $j^{\text {th }}$ output node. The total number of layer in the networks is $n$.

In the the backward pass, the learning rule tries to drive the value $E$ to zero or close to zero by suitable adjustments of the learning parameters. This essentially constitutes a minimization problem that the delta rule attempts to solve using gradient techniques. The calculation of the gradient of $E$ with respect to the learning parameters is performed by propagating the error ${ }^{1}$ backwards through the network and involves simple local computations at nodes in the same layer, permitting parallel operation of all nodes in that layer. The details of the error propagation and gradient calculation are presented in Appendix A. Once the gradient is calculated, the learning parameters are adjusted using gradient descent methods. Rumelhart [23] uses a "steepest descent" procedure that has the advantage of being simple and requires only local calculations during parameters adjustments. The change in the learning parameters is made as follows:

$$
\begin{equation*}
\Delta \Omega_{j}=-\eta \frac{\partial E}{\partial \Omega_{j}} \tag{2.11}
\end{equation*}
$$

where $\Omega=\left\{\Omega_{1}, \Omega_{2}, \Omega_{3}, \Omega_{4}\right\}=\{W, \epsilon, \alpha, \theta\}$ are the learning parameters, and $\eta$ is a positive step size or gain term $(0<\eta<1)$. As discussed before, the gradient is computed only by local calculation so that the parameters updated by Eq. (2.11) can be done in parallel. After all input-output pairs in the training set have been presented, the total $E$ is calculated. The total $E$ can be expressed as

$$
\begin{equation*}
E_{\text {total }}=\sum_{p} E \tag{2.12}
\end{equation*}
$$

where the index $p$ represent the summation over all patterns used for training. The

[^4]procedure is repeated until the $E_{\text {total }}$ reaches a small number which is determined before we start training the network.

In case of a linear system, the $E$ surface is bowl shaped and has only one minimum (at 0 ) so that convergence is guaranteed. With nonlinear system, however, a large number of local minima may exist. There is no guarantee that the delta rule will converge to the global minimum. However, as pointed out in [23], this apparent drawback is only of theoretical interest because in most cases with the appropriate choice of hidden units in the network structure (which leads to a high degree of redundancy) or by starting with a small number of hidden units and increasing the number until it become to drive the system to a global minimum.

In the present application, for a certain manipulator task trajectory, the network is trained so that it can map every vector in the input domain (consist of patterns or vectors representing end-effector positions) into the output domain (consist of vectors representing joint positions of the manipulator arm) as mathematically expressed by Eq. (1.2).


Figure 2.1: An Artificial Neuron.


Figure 2.2: An Artificial Neural Network


Figure 2.3: Terminology of feed-forward neural nets

## Chapter 3

## Manipulator Model and Neural Network Model

### 3.1 Manipulator Model

For the purpose of simulation, a 3 joint-links manipulator is used as the manipulator model. The length of each link is one third of a unit length. The manipulator trajectory used as follows :
A. a straight line in $z=0$ plane as shown in Fig. 3.1,
B. a straight line as shown in Fig. 3.2, and
C. a straight line as shown in Fig. 3.3.


Figure 3.1: Simulation A

### 3.2 Neural Network Descriptions

Two network configurations will be utilized in this presentation, a network with 48 nodes for simulation A and a network with 52 nodes for simulations B and C . The nodes are specified as follow (see also Fig. 3.4):

- For simulation A, there are six nodes in the output layer; they represent the joint coordinates of the manipulator, $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, and $\left(x_{3}, y_{3}\right)$. For simulation $B$ and $C$, there are nine nodes in the output layer; they represent the joint coordinates of the manipulator, $\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right)$, and $\left(x_{3}, y_{3}, z_{3}\right)$.
- Twenty nodes in the second hidden layer for both configurations.
- Twenty nodes in the first hidden layer for both configurations.


Figure 3.2. Simulation B


Figure 3.3. Simulation $C$

- For simulation A , two nodes are located in the input layer which represent either the desired end-effector coordinate during training, $\left(x_{3}^{d}, y_{3}^{d}\right)$, or the input command after training, $\left(x_{3}, y_{3}\right)$. For simulations B and C, three nodes are located in the input layer representing either the desired end-effector coordinate during training, $\left(x_{3}^{d}, y_{3}^{d}, z_{3}^{d}\right)$, or the input command after training, $\left(x_{3}, y_{3}, z_{3}\right)$.

The initial values of the learning parameters for this network are set to small random numbers between zero and one. The same initial learning parameters are used for simulations B and C . Table listing the learning parameters before and after training can be found in Appendix B. It should be noted that some weights in the network can be fixed. In this case, error is still propagated as usual but the fixed weights are simply not modified.

The values used for the gain term $(\eta)$ and the momentum term ( $\kappa$ ) are 0.3 and 0.7 respectively.

### 3.3 Obtaining Training Pattern

The set of training patterns for simulations $A, B$ and $C$ are obtained by the following steps:

1. The robot arm trajectory in two dimensional space is designed as shown in Fig. 3.1.
2. The coordinate of each joint is measured. The result is a set of training patterns for simulation A as shown in Table 3.1.
3. Transforming the result of step 2 into three dimensional space by multiplying it with a rotational matrix [4]

$$
R_{\vec{r}, \psi}=\left[\begin{array}{ccc}
r_{x}^{2} V_{\psi}+C_{\psi} & r_{x} r_{y} V_{\psi}-r_{z} S_{\psi} & r_{x} r_{z} V_{\psi}+r_{y} S_{\psi}  \tag{3.1}\\
r_{x} r_{y} V_{\psi}+r_{z} S_{\psi} & r_{y}^{2} V_{\psi}+C_{\psi} & r_{y} r_{z} V_{\psi}-r_{x} S_{\psi} \\
r_{x} r_{z} V_{\psi}-r_{y} S_{\psi} & r_{y} r_{z} V_{\psi}+r_{x} S_{\psi} & r_{z}^{2} V_{\psi}+C_{\psi}
\end{array}\right]
$$

where $V_{\psi}=\operatorname{Vers} \psi=1-\cos \psi, \vec{r}$ is orientation vector and $\psi$ is the angle of rotation about $\vec{r}$. For $\vec{r}=(111)^{T}$ then

$$
\begin{aligned}
& r_{x}=\frac{1}{\sqrt{r_{x}^{2}+r_{y}^{2}+r_{z}^{2}}}=\frac{1}{\sqrt{3}} \\
& r_{y}=r_{z}=\frac{1}{\sqrt{3}}
\end{aligned}
$$

In other words, we lift the $z=0$ plane so that it has the same orientation with $\vec{r}$, and then rotate with angle $\psi$ about $\vec{r}$. For simulation B the matrix used is $R_{(111)^{T}, 45^{\circ}}$. For simulation $C$ the matrix used is $R_{(111)^{T}, 90^{\circ}}$. The results for simulation B , and simulation C are tabulated in Table 3.2 and Table 3.3.

The synthesized inputs (the inputs which are not included in the training pattern set, positions labeled by number 9 through 19 in Fig. 3.1.) are calculated using the same procedure. The result is tabulated in Table 3.4.


Figure 3.4: Three layers feed-forward neural net

Table 3.1. Original training set.

| Pos. | $\left(x_{1}, y_{1}, z_{1}\right)$ | $\left(x_{2}, y_{2}, z_{2}\right)$ | $\left(x_{3}, y_{3}, z_{3}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | $(0.236,0.236,0.000)$ | $(0.559,0.317,0.000)$ | $(0.663,0.000,0.000)$ |
| 2 | $(0.236,0.236,0.000)$ | $(0.535,0.383,0.000)$ | $(0.680,0.083,0.000)$ |
| 3 | $(0.236,0.236,0.000)$ | $(0.498,0.442,0.000)$ | $(0.687,0.167,0.000)$ |
| 4 | $(0.236,0.236,0.000)$ | $(0.439,0.500,0.000)$ | $(0.659,0.250,0.000)$ |
| 5 | $(0.236,0.236,0.000)$ | $(0.400,0.526,0.000)$ | $(0.672,0.333,0.000)$ |
| 6 | $(0.236,0.236,0.000)$ | $(0.347,0.550,0.000)$ | $(0.652,0.417,0.000)$ |
| 7 | $(0.236,0.236,0.000)$ | $(0.347,0.550,0.000)$ | $(0.652,0.683,0.000)$ |
| 8 | $(0.236,0.236,0.000)$ | $(0.401,0.525,0.000)$ | $(0.661,0.733,0.000)$ |

Table 3.2. Training set A obtained after transforming the original set through matrix $R_{\vec{r}, \psi}$, where $\vec{r}=(111)^{T}$ and $\psi=45^{\circ}$.

| Pos. | $\left(x_{1}, y_{1}, z_{1}\right)$ | $\left(x_{2}, y_{2}, z_{2}\right)$ | $\left(x_{3}, y_{3}, z_{3}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | $(0.116,0.309,0.046)$ | $(0.352,0.538,-.013)$ | $(0.534,0.335,-.206)$ |
| 2 | $(0.116,0.309,0.046)$ | $(0.311,0.579,0.028)$ | $(0.521,0.411,-.169)$ |
| 3 | $(0.116,0.309,0.046)$ | $(0.263,0.607,0.069)$ | $(0.500,0.481,-.129)$ |
| 4 | $(0.116,0.309,0.046)$ | $(0.198,0.624,0.117)$ | $(0.453,0.535,-.078)$ |
| 5 | $(0.116,0.309,0.046)$ | $(0.159,0.625,0.142)$ | $(0.437,0.608,-.04 .0)$ |
| 6 | $(0.116,0.309,0.046)$ | $(0.108,0.618,0.171)$ | $(0.395,0.665,0.008)$ |
| 7 | $(0.116,0.309,0.046)$ | $(0.108,0.618,0.171)$ | $(0.313,0.880,0.143)$ |
| 8 | $(0.116,0.309,0.046)$ | $(0.160,0.625,0.141)$ | $(0.305,0.925,0.166)$ |

Table 3.3. Training set B obtained after transforming the original set through matrix $R_{\vec{r}, \psi}$, where $\vec{r}=(111)^{T}$ and $\psi=90^{\circ}$.

| Pos. | $\left(x_{1}, y_{1}, z_{1}\right)$ | $\left(x_{2}, y_{2}, z_{2}\right)$ | $\left(x_{3}, y_{3}, z_{3}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | $(0.021,0.293,0.157)$ | $(0.109,0.615,0.152)$ | $(0.221,0.604,-.162)$ |
| 2 | $(0.021,0.293,0.157)$ | $(0.085,0.615,0.219)$ | $(0.206,0.647,-.090)$ |
| 3 | $(0.021,0.293,0.157)$ | $(0.058,0.601,0.281)$ | $(0.188,0.680,-.016)$ |
| 4 | $(0.021,0.293,0.157)$ | $(0.024,0.566,0.348)$ | $(0.159,0.684,0.067)$ |
| 5 | $(0.021,0.293,0.157)$ | $(0.005,0.540,0.381)$ | $(0.143,0.723,0.140)$ |
| 6 | $(0.021,0.293,0.157)$ | $(-.019,0.499,0.416)$ | $(0.116,0.733,0.220)$ |
| 7 | $(0.021,0.293,0.157)$ | $(-.019,0.499,0.416)$ | $(0.051,0.822,0.463)$ |
| 8 | $(0.021,0.293,0.157)$ | $(0.006,0.540,0.380)$ | $(0.042,0.847,0.506)$ |

Table 3.4. Synthesized inputs.

| Pos. | Original <br> No. | $\left(x_{3}, y_{3}, z_{3}\right)$ | $R_{(111)^{T}, 45^{\circ}}$ <br> $\left(x_{3}, y_{3}, z_{3}\right)$ |
| ---: | :---: | :---: | :---: |
| 9 | $(0.667,0.042,0.000)$ | $(0.523,0.371,-.186)$ | $R_{(111)^{T}, 90^{\circ}}$ <br> $\left(x_{3}, y_{3}, z_{3}\right)$ |
| 10 | $(0.667,0.125,0.000)$ | $(0.498,0.438,-.144)$ | $(0.192,0.621,-.125)$ |
| 11 | $(0.667,0.208,0.000)$ | $(0.472,0.505,-.102)$ | $(0.171,0.676,0.027)$ |
| 12 | $(0.667,0.292,0.000)$ | $(0.446,0.572,-.060)$ | $(0.151,0.704,0.103)$ |
| 13 | $(0.667,0.375,0.000)$ | $(0.420,0.639,-.017)$ | $(0.131,0.732,0.179)$ |
| 14 | $(0.667,0.458,0.000)$ | $(0.394,0.706,0.025)$ | $(0.110,0.760,0.255)$ |
| 15 | $(0.667,0.500,0.000)$ | $(0.381,0.740,0.046)$ | $(0.100,0.774,0.293)$ |
| 16 | $(0.667,0.542,0.000)$ | $(0.368,0.773,0.067)$ | $(0.090,0.788,0.331)$ |
| 17 | $(0.667,0.583,0.000)$ | $(0.355,0.807,0.088)$ | $(0.080,0.802,0.369)$ |
| 18 | $(0.667,0.625,0.000)$ | $(0.342,0.840,0.109)$ | $(0.070,0.815,0.406)$ |
| 19 | $(0.667,0.708,0.000)$ | $(0.316,0.907,0.151)$ | $(0.049,0.843,0.482)$ |

## Chapter 4

## Simulation Results

In this chapter we will present the simulation results. There are some terms that must be annotated before the graphical and tabular results are presented.

### 4.1 Physically Realizable Output

When we give the trained ANN a desired end-effector coordinate, $\left(x_{3}^{d}, y_{3}^{d}\right)$ in simulation A or $\left(x_{3}^{d}, y_{3}^{d}, z_{3}^{d}\right)$ in simulations B and C , and after the network performs a forward calculation, the outputs will be $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, and $\left(x_{3}, y_{3}\right)$ in simulation A or $\left(x_{1}, y_{1}, z_{1}\right)$, $\left(x_{2}, y_{2}, z_{2}\right)$, and $\left(x_{3}, y_{3}, z_{3}\right)$ in simulations B and C . Due to inaccuracy in the numerical computation, these outputs may not physically realizable. This means the length of the manipulator's links calculated from the simulation outputs are different from the length of the real manipulator's links. The physically realizable result can be achieved
by replacing one of the selected coordinate element with a new calculated value. For example, $y_{1}$ in simulation A or $z_{1}$ in simulations B and C can be replaced with a value which is calculated by the formula, $\sqrt{l_{1}^{2}-x_{1}^{2}}$ for simulation A and $\sqrt{l_{1}^{2}-x_{1}^{2}-y_{1}^{2}}$ for simulations B and C . Where $l_{1}$ is the length of link number one (the link attached to the base coordinate $(0,0,0))$. By simple calculation we can also determined the length of the others links. Hence, our final results are ( $x_{1}, y_{1}$ phy $)$, $\left(x_{2}, y_{2}\right.$ phy $)$, and ( $x_{3}, y_{3}$ phy $)$ for simulation A and ( $x_{1}, y_{1}, z_{1}$ phy), $\left(x_{2}, y_{2}, z_{2}\right.$ phy), and ( $x_{3}, y_{3}, z_{3}$ phy) for simulations $B$ and C. In the table this value is listed in the column denoted by $y$ phy in simulation A or zplıy for simulations B and C .

### 4.2 Error Measurements

The accuracy of the simulation is measured by calculating the error between the desired output and the physically realizable ANN output in the least squared sense, that is

$$
\begin{equation*}
\text { Ls.Err. }=\sqrt{\left(x_{d}-x_{n}\right)^{2}+\left(y_{d}-y \mathrm{phy}\right)^{2}} \tag{4.1}
\end{equation*}
$$

for simulation A , or

$$
\begin{equation*}
\text { Ls.Err. }=\sqrt{\left(x_{d}-x_{n}\right)^{2}+\left(y_{d}-y_{n}\right)^{2}+\left(z_{d}-z \text { phy }\right)^{2}} \tag{4.2}
\end{equation*}
$$

for simulations B and C .
The differences, $x_{d}-x_{n}, y_{d}-y$ phy for simulation A and $x_{d}-x_{n}, y_{d}-y_{n}$, and $z_{d}-z$ phy for simulations B and C , are tabulated in table 4.1-4.6.

### 4.3 Results and Discussion

Fig. 4.1 and Fig. 4.2 respectively plots the error on joint number 2 and joint number 3 for simulation A. Fig. 4.3, Fig 4.4, and Fig 4.5 respectively plots the error on joint number 1 , joint number 2, and joint number 3 for simulation B. Fig. 4.6, Fig 4.7, and Fig 4.8 respectively plots the error on joint number 1 , joint number 2, and joint number 3 for simulation $C$. Note that there is no graph for error on joint number 1 in the simulation $A$, because for this joint, the errors are zero.

Simulation results presented show that the outputs of ANN are close to the desired outputs. The resulting error is in the scale of 0.01 , small enough compared to the scale of 1 of the clesired values.

It should have been expected from Fig. 3.1 that positions number from 1.4 to 18 will give a bigger error than from another positions. This is because these position numbers, unlike other positions, is not densely covered by the training positions (patterns). To obtain a reasonably accurate output, the network should be trained by a number of patterns that are sufficient to represent the manipulator task. The more the number of patterns are used for training, the better the result. However, the number of nodes utilized in the network directly corresponds to the number of training patterns used. The number of nodes for the network should be big enough so that the network can adopt the kinematics of the manipulator with a greater degree of accuracy. A question
arises from this fact is how many nodes must be used to get the best result. There is no theoretical explanation pertaining to this problem and the best results is usually determined by experiments.

Table 4.1: Result of Simulation A

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d)$ | Neural Nets Output$(x n, y n)$ | yphy | Error (x0.01) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $x d-x n$ | yd-yphy | Ls. Err. |
| 1 | 1 | (0.236, 0.236) | (0.236, 0.236) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.559, 0.317$)$ | (0.555, 0.317) | 0.331 | 0.400 | 1.457 | 1.511 |
|  | 3 | (0.663, 0.000) | (0.675, 0.028) | 0.020 | 1.196 | 2.026 | 2.353 |
| 2 | 1 | (0.236, 0.236) | (0.236, 0.236) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.535, 0.383) | (0.535, 0.389$)$ | 0.383 | 0.025 | 0.051 | 0.056 |
|  | 3 | (0.680, 0.083) | (0.671, 0.080) | 0.079 | 0.846 | 0.457 | 0.961 |
| 3 | 1 | (0.236, 0.236) | (0.236, 0.236 ) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.498, 0.442 ) | (0.495, 0.449$)$ | 0.446 | 0.325 | 0.408 | 0.522 |
|  | 3 | (0.686, 0.167) | (0.669, 0.161 ) | 0.162 | 1.743 | 0.512 | 1.817 |
| 4 | 1 | (0.236, 0.236) | (0.236, 0.236) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.439, 0.500$)$ | (0.444, 0.493) | 0.496 | 0.533 | 0.418 | 0.678 |
|  | 3 | (0.659, 0.250) | (0.667, 0.247) | 0.248 | 0.759 | 0.217 | 0.790 |
| s | 1 | (0.236, 0.236) | (0.236, 0.236) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.400, 0.526) | (0.389, 0.529) | 0.532 | 1.101 | 0.597 | 1.253 |
|  | 3 | (0.672, 0.333 ) | (0.665, 0.336) | 0.345 | 0.698 | 1.180 | 1.371 |
| 6 | 1 | (0.236, 0.236) | (0.236, 0.236) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.347, 0.550) | (0.349, 0.552) | 0.549 | 0.205 | 0.073 | 0.218 |
|  | 3 | (0.652, 0.417) | (0.664, 0.407) | 0.44 .1 | 1.186 | 2.450 | 2.722 |

Table 4.1: continued

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d)$ | Neural Nets Output$(x n, y n)$ | yphy | Error (x 0.01 ) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | xd -xn | yd-yphy | Ls. Err. |
| 7 | 1 | (0.236, 0.236) | (0.236, 0.236) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.347, 0.550) | (0.355, 0.548 ) | 0.547 | 0.798 | 0.294 | 0.851 |
|  | 3 | (0.652, 0.683) | (0.658, 0.677 ) | 0.686 | 0.567 | 0.225 | 0.610 |
| 8 | 1 | $(0.236,0.236)$ | (0.236, 0.236) | 0.236 | 0.000 | 0.000 | 0.000 |
|  | 2 | (0.401, 0.525) | (0.393, 0.526) | 0.530 | 0.862 | 0.476 | 0.984 |
|  | 3 | (0.661, 0.733) | (0.655, 0.736) | 0.735 | 0.629 | 0.183 | 0.655 |

Table 4.2: Result of Simulation A, Synthesized Input

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d)$ | Neural Nets Output$(x n, y n)$ | yphy | Error (x0.01) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $x \mathrm{cl}-\mathrm{xn}$ | yd-yphy | Ls. Err. |
| 9 | 1 | (xxxix, xixxx) | (0.236, 0.236) | 0.236 | xxxxx | xxxxx | xxxxx |
|  | 2 |  | (0.548, 0.353 ) | 0.353 | $x \mathrm{xaxx}$ | xxxxx | xxxxx |
|  | 3 | (0.667, 0.042) | (0.673, 0.049) | 0.045 | 0.646 | 0.299 | 0.712 |
| 10 | 1 | (xxxix, xxixx) | (0.236, 0.236 ) | 0.236 | xxaxx | xxxxx | xxxax |
|  | 2 | ( $x \times x x x, x x y x x)$ | (0.519, 0.418) | 0.412 | xxxx | xxxxx | $x \times x i x$ |
|  | 3 | (0.667, 0.125) | $(0.670,0.114)$ | 0.115 | 0.343 | 1.023 | 1.079 |

Table 4.2: continued

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d)$ | Neural Nets Output$(x n, y n)$ | yphy | Error (x0.01) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | xd-xn | yd-yphy | Ls. Err. |
| 11 | 1 | ( $\mathrm{xxxxx}, \mathrm{xx} x \mathrm{xx}$ ) | (0.236, 0.236) | 0.236 | xxxxx | xxixx | mexxx |
|  | 2 | (xxxxx, xxxxx) | (0.471, 0.471 ) | 0.472 | xxxxx | xxxxx | xxxxx |
|  | 3 | (0.667, 0.208 ) | (0.668, 0.202) | 0.203 | 0.112 | 0.551 | 0.563 |
| 12 | 1 | (xxxxx, xxxxx) | (0.236, 0.236) | 0.236 | xxxix | mxxxx | xxxxx |
|  | 2 |  | (0.416, 0.512) | 0.516 | xxxxx | xaxix | $x \mathrm{xxxx}$ |
|  | 3 | (0.667, 0.292 ) | (0.666, 0.293) | 0.296 | 0.062 | 0.483 | 0.487 |
| 13 | 1 | (xsxix, maxix) | (0.236, 0.236) | 0.236 | $\mathrm{xax} \times \mathrm{x}$ | xxxxx | $x \times x \times x$ |
|  | 2 |  | (0.367, 0.542) | 0.542 | xxxx | xxixx | $x \times x \times x$ |
|  | 3 | (0.667, 0.375) | (0.665, 0.373 ) | 0.392 | 0.200 | 1.749 | 1.761 |
| 14 | 1 | ( $\mathrm{xxxxx}, \mathrm{xxxxx}$ ) | (0.236, 0.236) | 0.236 | xxxxx | xxxxx | $x \times x \times x$ |
|  | 2 | (xxxxx, xxxxx) | (0.333, 0.560) | 0.554 | xxxxx | xxxxx | xmxxx |
|  | 3 | $(0.667,0.458)$ | (0.663, 0.445) | 0.508 | 0.324 | 4.948 | 4.959 |
| 15 | 1 | ( $x \times x \times x, x \times x x$ ) | (0.236, 0.236) | 0.236 | xxaxx | $x \times x x$ | xxxx |
|  | 2 | (xxixx, xixax) | (0.324, 0.565) | 0.557 | xxxxx | xxxex | xxxxx |
|  | 3 | $(0.667,0.500)$ | (0.663, 0.481) | 0.557 | 0.391 | 5.720 | 5.734 |
| 16 | 1 | ( $\mathrm{XXXXX}, \mathrm{xx} \times \mathrm{Xx}$ ) | (0.236, 0.236 ) | 0.236 | xxxxx | xxxxx | xxxxx |
|  | 2 | (xxxxx, xixxx) | (0.320, 0.568) | 0.558 | xxxx ${ }^{\text {a }}$ | $x \times x \times x$ | xxxxx |
|  | 3 | (0.667, 0.542) | (0.662, 0.520) | 0.558 | 0.467 | 1.66 .5 | 1.730 |

Table 4.2: continued

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d)$ | Neural Nets Output$\left(\mathrm{xn}_{\mathrm{n}}, \mathrm{yn}\right)$ | yphy | Error (x0.01) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $x d-x n$ | yd-yphy | Ls. Err. |
| 17 | 1 | (xxxxx, xxxxx) | (0.236, 0.236) | 0.236 | mxxxx | xxxxx | xxxxx |
|  | 2 | ( $\mathrm{x} x \times x \mathrm{x}, \mathrm{xxxxx}$ ) | (0.322, 0.566) | 0.558 | xxxxx | xxxxix | xxxxx |
|  | 3 | (0.667, 0.583) | (0.661, 0.563 ) | 0.558 | 0.559 | 2.555 | 2.615 |
| 18 | 1 | ( $\mathrm{xxxxx}, \mathrm{xxxxx}$ ) | (0.236, 0.236 ) | 0.236 | xxxxx | xxxxx | xxxxx |
|  | 2 | (xxmex, xxaxi) | (0.331, 0.561 ) | 0.555 | xxxx | xxxx | xxxxx |
|  | 3 | (0.667, 0.625) | (0.660, 0.611) | 0.608 | $0.67 \varepsilon$ | 1.651 | 1.784 |
| 19 | 1 |  | (0.236, 0.236) | 0.236 | xxxxx | xxxx | $\mathrm{x} \times \times \times \mathrm{x}$ |
|  | 2 | (xixax, xxxxx) | (0.375, 0.537) | 0.539 | xxxxx | xxxx | xxxix |
|  | 3 | (0.667, 0.708 ) | (0.656, 0.712) | 0.717 | 1.018 | 0.836 | 1.317 |



Figure 4.1: Error on joint number 2 (simulation A)


Figure 4.2: Error on joint number 3 (simulation A)

Table 4.3: Result of Simulation B

| Pos. No. | Joint No. | Desired Values $(x d, y d, z d)$ | Neural Nets Output $(x n, y n, z n)$ | zphy | xd-xn | Erir yd-yn | (x0.01 zd-zphy | Ls. Err. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | (0.021, 0.293, 0.157) | (0.021, 0.293, 0.156) | 0.158 | 0.009 | 0.024 | 0.046 | 0.053 |
|  | 2 | (0.109, 0.615, 0.152) | (0.108, $0.618,0.153)$ | 0.158 | 0.084 | 0.370 | 0.560 | 0.676 |
|  | 3 | (0.221, 0.604, -0.162) | (0.222, 0.603, -0.163) | -0.155 | 0.106 | 0.073 | 0.647 | 0.659 |
| 2 | 1 | (0.021, 0.293, 0.157) | (0.021, 0.293, 0.157) | 0.157 | 0.011 | 0.000 | 0.001 | 0.011 |
|  | 2 | (0.085, 0.615, 0.219) | (0.084, 0.611, 0.218) | 0.234 | 0.077 | 0.313 | 1.526 | 1.559 |
|  | 3 | (0.206, 0.647, -0.090) | (0.205, 0.645, -0.089) | -0.075 | 0.138 | 0.155 | 1.518 | 1.533 |
| 3 | 1 | (0.021, 0.293, 0.157) | (0.021, 0.293, 0.158) | 0.157 | 0.015 | 0.011 | 0.022 | 0.029 |
|  | 2 | (0.058, $0.601,0.281)$ | (0.057, 0.597, 0.284) | 0.283 | 0.124 | 0.341 | 0.856 | 0.930 |
|  | 3 | (0.188, 0.680, -0.016) | $(0.185,0.677,-0.012)$ | -0.008 | 0.306 | 0.360 | 0.772 | 0.905 |
| 4 | 1 | (0.021, 0.293, 0.157) | (0.021, 0.293, 0.157) | 0.157 | 0.007 | 0.002 | 0.003 | 0.008 |
|  | 2 | $(0.024,0.566,0.348)$ | (0.029, 0.568, 0.344) | 0.346 | 0.473 | 0.152 | 0.233 | 0.554 |
|  | 3 | (0.159, 0.684, 0.067) | (0.163, 0.689, 0.060) | 0.066 | 0.464 | 0.556 | 0.068 | 0.728 |
| 5 | 1 | $(0.021,0.293,0.157)$ | (0.021, 0.293, 0.157) | 0.157 | 0.010 | 0.007 | 0.011 | 0.016 |
|  | 2 | (0.005, 0.540, 0.381 ) | (0.002, 0.540, 0.387) | 0.381 | 0.259 | 0.019 | 0.044 | 0.264 |
|  | 3 | $(0.143,0.723,0.140)$ | (0.140, 0.718, 0.145) | 0.135 | 0.286 | 0.488 | 0.437 | 0.714 |
| 6 | 1 | (0.021, 0.293, 0.157) | (0.021, 0.293, 0.157) | 0.157 | 0.029 | 0.003 | 0.010 | 0.031 |
|  | 2 | $(.0 .019,0.499,0.416)$ | $(-0.020,0.498,0.417)$ | 0.417 | 0.151 | 0.149 | 0.106 | 0.237 |
|  | 3 | (0.116, 0.733, 0.220) | (0.117, 0.733, 0.220) | 0.225 | 0.112 | 0.005 | 0.475 | 0.488 |

Table 4.3: continued

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d, z d)$ | Neural Nets Output$(x n, y n, z n)$ | zphy | Error (x0.01) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | xd-xn | yd-yn | zd-2phy | Ls. Err. |
| 7 | 1 | (0.021, $0.293,0.157)$ | (0.021, 0.293, 0.157$)$ | 0.157 | 0.000 | 0.003 | 0.006 | 0.007 |
|  | 2 | $(-0.019,0.499,0.416)$ | $(-0.017,0.502,0.413)$ | 0.414 | 0.121 | 0.262 | 0.189 | 0.345 |
|  | 3 | (0.051, $0.822,0.463$ ) | $(0.051,0.823,0.462)$ | 0.474 | 0.049 | 0.074 | 1.044 | 1.048 |
| 8 | 1 | $(0.021,0.293,0.157)$ | $(0.021,0.293,0.157)$ | 0.157 | 0.025 | 0.000 | 0.003 | 0.025 |
|  | 2 | (0.006, 0.540, 0.380 ) | $(0.005,0.538,0.382)$ | 0.383 | 0.078 | 0.260 | 0.275 | 0.387 |
|  | 3 | $(0.042,0.847,0.506)$ | (0.041, $0.847,0.508)$ | 0.503 | 0.072 | 0.025 | 0.316 | 0.325 |

Table 4.4: Result of simulation B, Synthesized Input

| Pus. <br> No. | Joint <br> No. | Desired Values$(x d, y d, z d)$ | Neural Nets Output$(x d, y d, z d)$ | zphy |  | E r | $r(x 0.01)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $x \mathrm{~d}-\mathrm{xn}$ | yd-y l | zd-zphy | Ls. Err. |
| 9 | 1 |  | (0.021, $0.293,0.157)$ | 0.157 | xxxx | xxxxx | xxxxx | xexx |
|  | 2 | ( $\mathrm{xx} \mathrm{\times xx}, \mathrm{xxxxx}, \mathrm{xxxxx}$ ) | $(0.097,0.615,0.185)$ | 0.201 | xxxxx | xxxex | xNexi | $x \times x \times x$ |
|  | 3 | $(0.212,0.621,-0.125)$ | $(0.214,0.623,-0.128)$ | -0.111 | 0.186 | 0.152 | 1.335 | 1.356 |
| 10 | 1 | (xxixix, xxxyx, xxxxx) | $(0.021,0.293,0.157)$ | 0.157 | xxxxx | xxxxx | $\boldsymbol{x x x x}$ | xxxxx |
|  | 2 |  | (0.071, 0.602, 0.253$)$ | 0.271 | $\mathbf{x x x x x}$ | xxxxx | xxxxx | xxxxx |
|  | 3 | (0.192, 0.649,-0.049) | (0.195, 0.654, -0.056) | -0.034 | 0.377 | 0.484 | 1.508 | 1.628 |

Tabel 4.4: Continued

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d, z d)$ | Neural Nets Output$(x n, y n, z n)$ | zphy | Error (x 0.01 ) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $x d-x n$ | yd-yn | zd-zphy | Ls. Err. |
| 11 | 1 | ( $\mathrm{xxxxx}, \mathrm{xxxxx}, \mathrm{xxxxx}$ ) | (0.021, $0.293,0.157)$ | 0.157 | $\mathbf{x x x x x}$ | $\mathbf{x x x x x}$ | xxxxx | xxxxx |
|  | 2 |  | $(0.043,0.583,0.316)$ | 0.321 | xxxxx | xxxxx | xxxxx | x XXXX |
|  | 3 | (0.171, 0.677, 0.027) | $(0.175,0.680,0.022)$ | 0.031 | 0.312 | 0.389 | 0.363 | 0.617 |
| 12 | 1 |  | $(0.021,0.293,0.157)$ | 0.157 | xxxx | xxxxx | x xxxx | $\mathrm{xx} \times \mathrm{x}$ |
|  | 2 | $(\mathrm{xxxxx}, \mathrm{xxxxx}, \mathrm{xxxxx})$ | (0.015, $0.555,0.367)$ | 0.364 | XXXXX | xxxix | xxexx | xxexx |
|  | 3 | (0.151, $0.704,0.103)$ | (0.152, 0.704, 0.102) | 0.099 | 0.068 | 0.014 | 0.364 | 0.371 |
| 13 | 1 | ( $\mathrm{x} \times \mathrm{x} \times \mathrm{x}, \mathrm{x} \times \mathrm{x} \times \mathrm{x}, \mathrm{xxxxx}$ ) | $(0.021,0.293,0.157)$ | 0.157 | $\mathbf{x x x x x}$ | $\mathbf{x x x x x}$ | xxxxis | xxxix |
|  | 2 |  | $(-0.009,0.521,0.403)$ | 0.399 | xxxxx | $x \times x \times x$ | $\boldsymbol{x x x x}$ | xxxxx |
|  | 3 | (0.131, 0.732, 0.179$)$ | $(0.128,0.727,0.184)$ | 0.177 | 0.248 | 0.466 | 0.210 | 0.568 |
| 14 | 1 | $(x \times x \times x, x \times x x x, x \times x \times x)$ | $(0.021,0.293,0.157)$ | 0.157 | xxxx | xxxx | xxxx | xXXx\% |
|  | 2 |  | $(-0.028,0.489,0.425)$ | 0.422 | xxxix | xXxX | Xixsx | xxxxx |
|  | 3 | $(0.110,0.760,0.255)$ | (0.105, $0.751,0.264)$ | 0.265 | 0.522 | 0.880 | 1.010 | 1.438 |
| 15 | 1 |  | (0.021, $0.293,0.157)$ | 0.157 | xxixx | xtxix | x×x* | xxxxx |
|  | 2 | ( $\mathrm{xxxxx}, \mathrm{xxxxx}, \mathrm{xxxx} \times$ ) | $(-0.033,0.478,0.431)$ | 0.429 | $\mathrm{xx} \times \mathrm{x}$ | $\operatorname{xxxx}$ | x $\mathrm{x} \times \mathrm{x}$ | xaxx |
|  | 3 | (0.100, 0.774, 0.293) | $(0.094,0.764,0.303)$ | 0.313 | 0.614 | 1.014 | 1.086 | 2.313 |
| 16 | 1 | $(x \times x x x, x \times x x x, x \times x x x)$ | (0.021, $0.293,0.157)$ | 0.157 | xXxX | xxxx | xxxxx | $x \times x \times x$ |
|  | 2 |  | $(-0.036,0.473,0.433)$ | 0.432 | xxxxx | xxxxx | $\mathrm{x} \times \times \mathrm{x}$ | $\mathrm{x} \times \mathrm{xxx}$ |
|  | 3 | (0.090, 0.788, 0.331 ) | (0.083, 0.777, 0.341) | 0.362 | 0.663 | 1.080 | 3.151 | 3.397 |

Table 4.4: Continued

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d, z d)$ | Neural Nets Output$(x n, y n, z n)$ | zphy | Error (x0.01) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | xd-xn | yd-yr | zd-zphy | Ls. Err. |
| 17 | 1 | ( $\mathrm{xxxx} \times, \mathrm{xxxxx}, \mathrm{xx} \times \mathrm{xx}$ ) | $(0.021,0.293,0.157)$ | 0.157 | xxxxx | xxxx | $\boldsymbol{x} \mathbf{x \times x}$ | xxxxx |
|  | 2 | ( $\mathrm{xxxxx}, \mathrm{x} \times \mathrm{xx} \mathrm{x}, \mathrm{x} \times \mathrm{xx} \times$ ) | $(-0.034,0.476,0.432)$ | 0.431 | $\mathbf{x x x x x}$ | xxxxx | xxxx | xxxxx |
|  | 3 | (0.080, $0.802,0.369)$ | (0.073, $0.791,0.378)$ | 0.424 | 0.665 | 1.067 | 5.582 | 5.722 |
| 18 | 1 |  | (0.021, 0.293, 0.157$)$ | 0.157 | xxixx | xxxix | xxxxx | xxxxx |
|  | 2 |  | $(-0.029,0.485,0.426)$ | 0.425 | xxxx | xxxxx | xxxx | xxxx\% |
|  | 3 | $(0.070,0.815,0.406)$ | $(0.064,0.806,0.415)$ | 0.425 | 0.616 | 0.967 | 1.839 | 2.167 |
| 19 | 1 |  | (0.021, 0.293, 0.157) | 0.157 | xxxx | xxxx | xxxxx | xixxi |
|  | 2 |  | $(-0.005,0.525,0.396)$ | 0.395 | xxixi | xxsex | xxxx | xixex |
|  | 3 | (0.049, 0.843, 0.482$)$ | $(0.046,0.838,0.488)$ | 0.498 | 0.368 | 0.502 | 1.578 | 1.697 |



Figure 4.3: Error on joint number 1 (simulation B)


Figure 4.4: Error on joint number 2 (simulation B)


Figure 4.5: Error on joint number 3 (simulation B)

Table 4.5: Result of Simulation C

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d, z d)$ | Neural Nets Output$(x n, y n, z n)$ | ${ }^{2} \mathrm{phy}$ | xd-xn | Error (x0.01) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | yd-yn | zd-zphy | Ls. Err. |
| 1 | 1 | (0.116, 0.309, 0.046) | (0.116, 0.308, 0.046) | 0.052 | 0.064 | 0.063 | 0.553 | 0.560 |
|  | 2 | (0.352, 0.538, -0.013) | (0.350, 0.536, -0.019) | -0.013 | 0.114 | 0.147 | 0.055 | 0.194 |
|  | 3 | (0.534, 0.335, -0.206) | (0.533, 0.335, -0.204) | -0.207 | 0.077 | 0.002 | 0.061 | 0.098 |
| 2 | 1 | (0.116, 0.309, 0.046) | (0.117, 0.309, 0.046) | 0.045 | 0.019 | 0.015 | 0.152 | 0.154 |
|  | 2 | (0.311, 0.579, 0.028) | (0.311, 0.583, 0.029) | 0.045 | 0.029 | 0.414 | 1.663 | 1.714 |
|  | 3 | (0.521, 0.411, -0.169) | (0.520, 0.411, -0.169) | . 0.149 | 0.108 | 0.038 | 1.973 | 1.970 |
| 3 | 1 | (0.116, 0.309, 0.046) | (0.117, 0.309, 0.046) | 0.041 | 0.059 | 0.053 | 0.535 | 0.540 |
|  | 2 | (0.263, 0.607, 0.069) | (0.265, 0.607, 0.077) | 0.072 | 0.112 | 0.047 | 0.283 | 0.308 |
|  | 3 | (0.500, 0.481, -0.129) | (0.499, 0.481, -0.130) | -0.129 | 0.119 | 0.045 | 0.007 | 0.127 |
| 4 | 1 | (0.116, 0.309, 0.046) | (0.116, 0.309, 0.046) | 0.048 | 0.020 | 0.018 | 0.167 | 0.169 |
|  | 2 | (0.198, 0.624, 0.117) | (0.195, 0.618, 0.121) | 0.144 | 0.323 | 0.641 | 2.786 | 2.878 |
|  | 3 | $(0.453,0.535,-0.078)$ | (0.455, 0.536, -0.079) | -0.046 | 0.251 | 0.080 | 3.241 | 3.252 |
| 5 | 1 | $(0.116,0.309,0.046)$ | (0.117, 0.309, 0.046) | 0.043 | 0.031 | 0.030 | 0.289 | 0.292 |
|  | 2 | $(0.159,0.625,0.142)$ | (0.160, 0.621, 0.140) | 0.152 | 0.123 | 0.422 | 1.059 | 1.147 |
|  | 3 | (0.437, 0.608, -0.040) | (0.436, $0.609,-0.040)$ | -0.034 | 0.171 | 0.017 | 0.582 | 0.607 |
| 6 | 1 | $(0.116,0.309,0.046)$ | $(0.116,0.309,0.046)$ | 0.048 | 0.029 | 0.024 | 0.232 | 0.235 |
|  | 2 | (0.108, $0.618,0.171$ ) | $(0.105,0.623,0.153)$ | 0.160 | 0.286 | 0.465 | 1.083 | 1.213 |
|  | 3 | (0.395, 0.665, 0.008) | (0.394, 0.666, 0.010) | . 0.001 | 0.109 | 0.048 | 0.884 | 0.892 |

Table 4.5: Continued

| Pos. <br> No. | Joint <br> No. | Desired Values $(x d, y d, z d)$ | Neural Nets Output $(x n, y n, z n)$ | zphy | $x d-x n$ | Err $y d-y n$ | $\text { (x } 0.01$ <br> zd-zphy | Ls. Err. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 1 | $(0.116,0.309,0.046)$ | $(0.116,0.309,0.046)$ | 0.047 | 0.016 | 0.015 | 0.139 | 0.141 |
|  | 2 | (0.108, 0.618, 0.171 ) | $(0.110,0.623,0.163)$ | 0.157 | 0.210 | 0.535 | 1.309 | 1.429 |
|  | 3 | $(0.313,0.880,0.143)$ | $(0.313,0.879,0.143)$ | 0.089 | 0.007 | 0.055 | 5.113 | 5.414 |
| 8 | 1 | $(0.116,0.309,0.046)$ | $(0.117,0.309,0.046)$ | 0.045 | 0.009 | 0.005 | 0.055 | 0.056 |
|  | 2 | (0.160, 0.625, 0.141) | (0.159, 0.623, 0.163$)$ | 0.148 | 0.111 | 0.212 | 0.690 | 0.730 |
|  | 3 | (0.305, 0.925, 0.166) | (0.305, 0.925, 0.165 ) | 0.148 | 0.078 | 0.071 | 1.767 | 1.770 |

Table 4.6: Result of Simulation C, Synthesized Input

| Pos. <br> No. | Joint <br> No. | Desired Values$(x d, y d, z d)$ | Neural Nets Output$(x n, y n, z n)$ | zphy | Error (x0.01) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $x \mathrm{~d}-\mathrm{xn}$ | yd-yn | zd-zply | Ls. Err. |
| 9 | 1 |  | $(0.116,0.309,0.046)$ | 0.049 | $\mathrm{xx} \times \mathrm{x}$ | xxxx | $x \times \times \times x$ | x×xx |
|  | 2 | (xxxix, xxxxt, xxxxs) | (0.328, $0.565,0.007)$ | 0.026 | $x \times x$ | xXxxx | Nxx*x | $x \times x \times x$ |
|  | 3 | $(0.524,0.371,-0.186)$ | (0.524, 0.371,-0.185) | -0.161 | 0.035 | 0.007 | 2.503 | 2.503 |
| 10 | 1 |  | $(0.116,0.309,0.046)$ | 0.047 | $\mathrm{x} \times \times \times \mathrm{x}$ | XXXXX | xxxix | xxxxx |
|  | 2 |  | $(0.276,0.600,0.060)$ | 0.078 | $\operatorname{xxsxx}$ | xxxx | xxax | xxxix |
|  | 3 | $(0.498,0.438,-0.144)$ | (0.500, 0.438, -0.145) | -0.109 | 0.229 | 0.018 | 3.493 | 3.500 |

Table 4.6: Continued

| Pos. No. | Joint No. | Desired Values $(x d, y d, z d)$ | Neural Nets Output $(x n, y n, z n)$ | zphy | $\mathrm{xd}-\mathrm{xn}$ | Err | (x0.01 | Ls. Err. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 1 | ( $\mathrm{x} \times \mathrm{xxx}, \mathrm{xxxxx}, \mathrm{x} \times \mathrm{xxx}$ ) | $(0.116,0.309,0.046)$ | 0.046 | $\mathbf{x x x x x}$ | $\mathbf{x x x} \times \mathbf{x}$ | x $x \times x$ x | xxxxx |
|  | 2 | (xxxxx, $\mathrm{x} \times \mathrm{x} \times \mathrm{x}, \mathrm{x} \times \mathrm{x} \times \mathrm{x}$ ) | $(0.225,0.614,0.103)$ | 0.124 | xxxxx | xxxxx | xXxxx | xxxxx |
|  | 3 | (0.472, 0.505, -0.102) | $(0.474,0.505,-0.103)$ | -0.069 | 0.205 | 0.043 | 3.289 | 3.296 |
| 12 | 1 | (xxxxe, xxxxx, xxxxx) | (0.117, $0.309,0.046$ ) | 0.045 | xxxxx | xxxxx | $\mathrm{x} \times \mathrm{xx}$ | xxxxx |
|  | 2 | $(x \times x \times x, x \times x \times x, x \times x \times x)$ | $(0.177,0.620,0.132)$ | 0.149 | xxxxx | $\mathbf{x x x x}$ | xxxx | xxxxx |
|  | 3 | $(0.446,0.572,-0.060)$ | $(0.446,0.572,-0.060)$ | -0.041 | 0.033 | 0.048 | 1.822 | 1.823 |
| 13 | 1 | $(x \times x \times x, x \times x \times x, x \times x x x)$ | $(0.117,0.309,0.046)$ | 0.045 | xxxxx | xxxxx | x $\times \times \times \mathrm{x}$ | xxxxx |
|  | 2 |  | $(0.136,0.622,0.148)$ | 0.158 | xxxx | xxxxx | xxxx | xxxxx |
|  | 3 | (0.420, 0.639,-0.017) | $(0.418,0.639, \cdot 0.016)$ | -0.019 | 0.207 | 0.024 | 0.142 | 0.252 |
| 14 | 1 |  | $(0.117,0.309,0.046)$ | 0.044 | $\mathrm{xxxx} \times$ | xxxxx | xxxxx | x $\times$ x $\times$ \% |
|  | 2 | $(\mathrm{x} \times \mathrm{x} \times \mathrm{x}, \mathrm{x} \times \mathrm{x} \times \mathrm{x}, \mathrm{x} \times \mathrm{x} \times \mathrm{x})$ | (0.106, 0.623, 0.156) | 0.156 | xxxxx | xxxxx | $\mathbf{x x x x}$ | xxxxx |
|  | 3 | (0.394, $0.706,0.025$ ) | $(0.390,0.706,0.028)$ | 0.002 | 0.428 | 0.021 | 2.275 | 2.315 |
| 15 | 1 | $(x \times x \times x, x \times x x y, x \times x \times x)$ | $(0.117,0.309,0.046)$ | 0.044 | $\mathrm{x} \times \mathrm{xxx}$ | xxxxx | $x \mathrm{xxxx}$ | xxxxx |
|  | 2 |  | $(0.098,0.623,0.158)$ | 0.154 | xxxxx | xxixi | xixix | xxixx |
|  | 3 | $(0.381,0.740,0.046)$ | $(0.376,0.739,0.049)$ | 0.013 | 0.505 | 0.042 | 3.312 | 3.350 |
| 16 | 1 | $(\mathrm{x} \times \times \mathrm{x}, \mathrm{xx} \times \mathrm{xx}, \mathrm{xxxxx})$ | $(0.117,0.309,0.046)$ | 0.044 | xxxxx | xXxx | xxxxx | xxxxx |
|  | 2 |  | (0.094, 0.623, 0.160) | 0.153 | xixxx | xxxxx | xxxxx | xixex |
|  | 3 | (0.368, $0.773,0.067$ ) | $(0.363,0.773,0.071)$ | 0.024 | 0.546 | 0.057 | 4.278 | 4.313 |

Table 4.6: Continued

| Pos <br> No. | Joint <br> No. | Desired Values$(x d, y d, z d)$ | Neural Nets Output$(x n, y n, z n)$ | zphy | Error ( $\mathrm{x}^{0.01}$ ) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $x \mathrm{~d}-\mathrm{xn}$ | yd-yn | zd-zphy | Ls. Err. |
| 17 | 1 |  | $(0.117,0.309,0.046)$ | 0.044 | $\mathbf{x X x x}$ | xxxxx | mxxxx | xxxxx |
|  | 2 |  | $(0.097,0.623,0.161)$ | 0.154 | $\mathbf{x x x x x}$ | xxxxx | x $\times$ x $x$ | xxxxx |
|  | 3 | (0.355, 0.807, 0.088 ) | $(0.350,0.806,0.092)$ | 0.037 | 0.541 | 0.060 | 5.133 | 5.162 |
| 18 | 1 |  | (0.117, 0.309, 0.046) | 0.044 | $\mathrm{xx} \times \mathrm{x}$ | xxxxx | $x \times x \times x$ | $x \times x \times x$ |
|  | 2 |  | (0.106, 0.623, 0.162 ) | 0.155 | xxxxx | $x \mathrm{xixx}$ | xxex | $\mathrm{x} \times \times \times \mathrm{x}$ |
|  | 3 | (0.342, $0.840,0.109)$ | $(0.338,0.840,0.112)$ | 0.051 | 0.183 | 0.044 | 5.816 | 5.836 |
| 19 | 1 | ( $\mathrm{x} \times \mathrm{xxx}, \mathrm{x} \times \mathrm{x} \times \mathrm{x}, \mathrm{x} \times \mathrm{xx} \times$ ) | $(0.117,0.309,0.046)$ | 0.044 | $\mathrm{x} \times \mathrm{xx}$ | xxxix | xxxxx | $x \times x \times x$ |
|  | 2 |  | (0.148, 0.623, 0.163) | 0.151 | xxxx | x×xxx | xxxxx | xxxx |
|  | 3 | $(0.316,0.907,0.151)$ | $(0.315,0.908,0.152)$ | 0.101 | 0.180 | 0.058 | 5.064 | 5.068 |



Figure 4.6: Error on joint number 1 (simulation $C$ )


Figure 4.7: Error on joint number 2 (simulation C)


Figure 4.8: Error on joint number 3 (simulation $C$ )

## Chapter 5

## Conclusion

As mentioned earlier in chapter 1 , the inverse kinematics problem of most redundant robots does not have a closed form solution. The difficulties lie in the redudancy of the manipulator, and various approaches have been taken to solve this problem. Artificial neural network approach is presented in this thesis. This method according to our opinion, is the easiest and simpliest approach to the inverse kinematics problem.

This thesis demonstrates how neural networks can be used to solve the inverse kinematics problem of the redundant robot. Two kinds of neural nets can be utilized, Hopfield neural net and multilayer feed-forward net, the latter is our approach to the problem. Both approaches introduced a simple concept of a "computation" energy function and then minimized it. Different minimization algorithms are used because of their different network architectures. Unfortunately, we could not compare our results to Guo and Cherkassky's [6] results because our manipulator model and our input
command control are different from theirs.
Finally, the success of neural networks methods can only be proven and tested in the real time applications when the neural network hardware technology has been established.
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## Appendix A

This appendix derives the Back Error Training Algorithm. Refer to section 2.4 and Fig. 2.3 for further explanation on the terminologies used.

Since we use sigmoid function as the squashing function, the input-output relationship of each node can be expressed by

$$
\begin{equation*}
X_{i, l}=\frac{\epsilon_{i, l}}{1+e^{-\alpha_{i, l}\left\{\sum_{j}\left(W_{i, j l} l X_{j, l-1}\right)+\theta_{i, l}\right\}}}-\frac{\epsilon_{i, l}}{2} \tag{A.1}
\end{equation*}
$$

where:
$\epsilon_{i, l}$ determine the saturation value of squashing output,
$\alpha_{i, l}$ determine the steepness of the sigmoid function,
$\theta_{i, l}$ is the threshold of the $i^{\text {th }}$ node in the $l^{\text {th }}$ layer,
$W_{i, j, l}$ is the weight between $j^{\text {th }}$ node in $(l-1)^{\text {th }}$ layer to $i^{\text {th }}$ node in $l^{\text {th }}$ layer, and $X_{j, l-1}$ is the output of the $j^{\text {th }}$ node in $(l-1)^{t h}$ layer.
$\epsilon_{i, l}, \alpha_{i, l}, \theta_{i, l}$, and $W_{i, j, l}$ are called learning parameters.
For a network with $m$ outputs and after presentation of one pair of input and desired
output pattern, the "computation" energy function $E$ is clefined by

$$
\begin{equation*}
E=\frac{1}{2} \sum_{j=1}^{m}\left(X_{j}^{d}-X_{j, n}\right)^{2} \tag{A.2}
\end{equation*}
$$

where
$n$ is the total number of layers in the network,
$m$ is the number of nodes in the ouput layer,
$X_{j}^{d}$ is the desired output pattern, and
$X_{j, n}$ is the actual output pattern.

After presentation of $p$ pairs of iuput and desired output patterns, $E_{\text {total }}$ is defined by

$$
\begin{equation*}
E_{\text {total }}=\sum_{p} E \tag{A.3}
\end{equation*}
$$

The learning algorithm is the procedure that minimize $E_{\text {total }}$ in Eq . (A.3) by means of adjusting the learning parameters, $\epsilon_{i, l}, \alpha_{i, l}, \theta_{i, l}$, and $W_{i, j, l}$. This procedure can be derived using delta mule or gradient descent method as proposed by Rummelhart [8]. The rule for changing the learning parameters following presentation of a pair of input and output pattern is given by

$$
\left.\begin{array}{rl}
W_{i, j, l}(t+1) & =W_{i, j, l}(t)+\Delta W_{i, j, l} \\
\theta_{i, l}(t+1) & =\theta_{i, l}(t)+\Delta \theta_{i, l}  \tag{A.4}\\
\alpha_{i, l}(t+1) & =\alpha_{i, l}(t)+\Delta \alpha_{i, l} \\
\epsilon_{i, l}(l+1) & =\epsilon_{i, l}(t)+\Delta \epsilon_{i, l}
\end{array}\right\}
$$

where index $t$ indicate iteration time, and

$$
\left.\begin{array}{rl}
\Delta W_{i, j, l} & =-\eta \frac{\partial E}{\partial W_{i, j, l}} \\
\Delta \theta_{i, l} & =-\eta \frac{\partial E}{\partial \theta_{i, l}}  \tag{A.5}\\
\Delta \alpha_{i, l} & =-\eta \frac{\partial E}{\partial \alpha_{i, l}} \\
\Delta \epsilon_{i, l} & =-\eta \frac{\partial E}{\partial c_{i, l}}
\end{array}\right\}
$$

with
$\eta$ is the Jearning rate or gain term $(0<\eta<1)$, and

$$
\begin{aligned}
& \Delta W_{i, j, l} \text { is the gradient or the change that must be made to the weight } \\
& \text { from } j^{\text {th }} \text { node in }(l-1)^{\text {th }} \text { layer to } i^{t h} \text { node in } l^{t / h} \text { layer. }
\end{aligned}
$$

'To find $\Delta W_{i, j, l}, \Delta \theta_{i, l}, \Delta \alpha_{i, l}$, and $\Delta \epsilon_{i, l}$ in terms of network parameters, $X_{i, l}, W_{i, j, l}, O_{i, l}$, $\alpha_{i, l}$, and $\epsilon_{i, l}$, is our goal in the next development of the learning algorithm.

Let

$$
\begin{equation*}
N e t_{i, l}=\sum_{j}\left(W_{i, j, l} X_{j, l-1}\right)+\theta_{i, l} \tag{A.6}
\end{equation*}
$$

so that Eq. (A.1) becomes

$$
\begin{equation*}
\dot{x}_{i, l}=\frac{\epsilon_{i, l}}{1+e^{-\alpha_{i, l} N e t_{i, l}}}-\frac{\epsilon_{i, l}}{2} \tag{A.7}
\end{equation*}
$$

The following derivatives are computed from Eq. (A.6) and Eq. (A.7)

$$
\left.\begin{array}{rl}
\frac{\partial N_{\epsilon} t_{i, l}}{\partial W_{i, j, l}} & =X_{j, l-1} \\
\frac{\partial N_{e} t_{i, l}}{\partial A_{i, l}} & =1 \\
\frac{\partial X_{i, l}}{\partial \epsilon_{i, l}} & =\frac{X_{i, l}}{\epsilon_{i, l}}  \tag{A.8}\\
\frac{\partial X_{i, l}}{\partial \alpha_{i, l}} & =\left(X_{i, l}+\frac{\epsilon_{i, l}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, l}}{\epsilon_{i, l}}\right) N e t_{i, l} \\
\frac{\partial X_{i, l}}{\partial N e t_{i, j, l}} & =\left(X_{i, l}+\frac{\epsilon_{i, l}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, l}}{\epsilon_{i, l}}\right) \alpha_{i, l}
\end{array}\right\}
$$

Now, the derivatives of $E$ with respect to the learning parameters can be calculated by chain rule as

$$
\left.\begin{array}{rl}
\frac{\partial E}{\partial W_{i, j, l}} & =\frac{\partial E}{\partial N e t_{i, l}} \frac{\partial N_{e t_{i, l}}}{\partial W_{i, j, l}} \\
& =\frac{\partial E}{\partial N e t_{i, l}} X_{j, l-1} \\
\frac{\partial E}{\partial \theta_{i, l}} & =\frac{\partial E}{\partial N e t_{i, l}} \frac{\partial N_{i, l}}{\partial \theta_{i, l}} \\
& =\frac{\partial E}{\partial N e t_{i, l}} \\
\frac{\partial E}{\partial \epsilon_{i, l}} & =\frac{\partial E}{\partial X_{i, l}} \frac{\partial X_{i, l}}{\partial \epsilon_{1, l}}  \tag{A.9}\\
& =\frac{\partial E}{\partial X_{i, l}} \frac{X_{, l l}}{\epsilon_{i, l}} \\
\frac{\partial E}{\partial \alpha_{i, l}} & =\frac{\partial E}{\partial X_{i, l}} \frac{\partial X_{i, l}}{\partial \alpha_{i, l}} \\
& =\frac{\partial E}{\partial X_{i, l}}\left(X_{i, l}+\frac{\epsilon_{i, l}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, l}}{\epsilon_{i, l}}\right) N e t_{i, l}
\end{array}\right\}
$$

All quantities in Eq. (A.9) are obtained from the forward pass calculation, except $\frac{\partial E}{\partial N_{r e t}, l}$ and $\frac{\partial E}{\partial X_{i, l}}$ which can be calculated by propagating the error backward through the network. This can be achieved by the following derivation.
For the output layer where index $l=n$, the derivative $\frac{\partial E}{\partial N e t_{i, l}}$ can be calculated by :

$$
\begin{equation*}
\frac{\partial E}{\partial N e t_{i, n}}=\frac{\partial E}{\partial X_{i, n}} \frac{\partial X_{i, n}}{\partial N e t_{i, n}} \tag{A.10}
\end{equation*}
$$

From Eq. (A.2), we have

$$
\begin{equation*}
\frac{\partial E}{\partial X_{i, n}}=-\left(X_{i}^{d}-X_{i, n}\right) \tag{A.11}
\end{equation*}
$$

Substituting the last equation of Eq. (A.8) and Eq. (A.11) into Eq. (A.10) yields

$$
\begin{equation*}
\frac{\partial E}{N c t_{i, n}}=-\left(X_{i}^{d}-X_{i, n}\right)\left(X_{i, n}+\frac{\epsilon_{i, n}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, n}}{\epsilon_{i, n}}\right) \alpha_{i, n} \tag{A.12}
\end{equation*}
$$

Since we do not have the equation like Eq. (A.2) for the lower layers, we propagate the error backward by computing $\frac{\partial E}{\partial X_{i, l}}$ using the values that have already calculated in the upper layer as

$$
\begin{equation*}
\frac{\partial E}{\partial X_{i, l}}=\sum_{j}\left(\frac{\partial E}{\partial N e t_{j, l+1}} \frac{\partial N e t_{j, l+1}}{\partial X_{i, l}}\right) \tag{A.13}
\end{equation*}
$$

where the summation extends over all nodes in the $(l-1)^{\text {th }}$ layer.
From Eq. (A.6) we have

$$
\begin{equation*}
\frac{\partial N e t_{j, l+1}}{\partial X_{i, l}}=W_{j, i, l+1} \tag{A.14}
\end{equation*}
$$

Hence Eq. (A.13) become

$$
\begin{equation*}
\frac{\partial E}{\partial X_{i, l}}=\sum_{j}\left(\frac{\partial E}{\partial N e t_{j, l+1}} W_{j, i, l+1}\right) \tag{A.15}
\end{equation*}
$$

and then $\frac{\partial E}{\partial N e t i, l}$ for the lower layers can be determined by

$$
\begin{equation*}
\frac{\partial E}{\partial N e t_{i, l}}=\frac{\partial E}{\partial X_{i, l}} \frac{\partial X_{i, l}}{\partial N e t_{i, l}} \tag{A.16}
\end{equation*}
$$

Substituting the last equation of Eq. (A.8) and Eq. (A.15) into Eq. (A.16) yields

$$
\begin{equation*}
\frac{\partial E}{\partial N e t_{i, l}}=\left\{\sum_{j}\left(\frac{\partial E}{\partial N e t_{j, l+1}} W_{j, i, l+1}\right)\right\}\left\{\left(X_{i, l}+\frac{\epsilon_{i, l}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, l}}{\epsilon_{i, l}}\right) \alpha_{i, l}\right\} \tag{A.17}
\end{equation*}
$$

Notice that quantities $\frac{\partial E}{\partial N \in f_{j, l+1}}$ and $W_{j, i, l+1}$ are already known from upper layer (previous computation).

Using Eq. (A.9), (A.11), (A.12), (A.15), and (A.17), we can write Eq. (A.5) as

## For output layer:

$$
\begin{align*}
\Delta W_{i, j, n} & =-\eta \frac{\partial E}{\partial W_{i,, n}} \\
& =-\eta\left\{-\left(X_{i}^{d}-X_{i, n}\right)\left(X_{i, n}+\frac{\epsilon_{i, n}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, n}}{\epsilon_{i, n}}\right) \alpha_{i, n}\right\} X_{j, n-1} \\
\Delta \theta_{i, n} & =-\eta \frac{\partial E}{\partial \theta_{i, n}} \\
& =-\eta\left\{-\left(X_{i}^{d}-X_{i, n}\right)\left(X_{i, n}+\frac{\epsilon_{i, n}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, n}}{\epsilon_{i, n}}\right) \alpha_{i, n}\right\}  \tag{A.18}\\
\Delta \alpha_{i, n} & =-\eta \frac{\partial E}{\partial \alpha_{i, n}} \\
& =-\eta\left\{-\left(X_{i}^{d}-X_{i, n}\right)\left(X_{i, n}+\frac{\epsilon_{i, n}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, n}}{\epsilon_{i, n}}\right) N e t_{i, n}\right\} \\
\Delta \epsilon_{i, n} & =-\eta \frac{\partial E}{\partial \epsilon_{i, n}} \\
& =-\eta\left\{-\left(X_{i}^{d}-X_{i, n}\right) \frac{X_{i, n}}{\epsilon_{i, n}}\right\}
\end{align*}
$$

For hidden layers:

$$
\begin{align*}
\Delta W_{i, j, l} & =-\eta \frac{\partial E}{\partial W_{i, j, l}} \\
& =-\eta\left\{\sum_{j}\left(\frac{\partial E}{\partial N e t_{j, l+l}} W_{i, j, l+1}\right)\right\}\left(X_{i, l}+\frac{\epsilon_{i, l}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, l}}{\epsilon_{i, l}}\right) \alpha_{i, l} X_{j, l-1} \\
\Delta \theta_{i, l} & =-\eta \frac{\partial E}{\partial \theta_{i, l}} \\
& =-\eta\left\{\sum_{j}\left(\frac{\partial E}{\partial N \epsilon_{, l, l+}} W_{i, j, l+1}\right)\right\}\left(X_{i, l}+\frac{\epsilon_{i, l}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, l}}{\epsilon_{i, l}}\right) \alpha_{i, l}  \tag{A.19}\\
\Delta \alpha_{i, l} & =-\eta \frac{\partial E}{\partial \alpha_{i, l}} \\
& =-\eta\left\{\sum_{j}\left(\frac{\partial E}{\partial N e t_{j, l+1}} W_{i, j, l+1}\right)\right\}\left(X_{i, l}+\frac{\epsilon_{i, l}}{2}\right)\left(\frac{1}{2}-\frac{X_{i, l}}{\epsilon_{i, l}}\right) N \epsilon t_{i, l} \\
\Delta \epsilon_{i, l} & =-\eta \frac{\partial E}{\partial \epsilon_{i, l}} \\
& \left.=-\eta\left\{\sum_{j}\left(\frac{\partial E}{\partial N \epsilon t_{j, l+1}} W_{i, j, l+1}\right)\right\} \frac{X_{i, l}}{\epsilon_{i, l}}\right\}
\end{align*}
$$

The above derivation is for one pair of input and desired output pattern. For multiple patterns, we presented them cyclically using the same iteration formula as in Ecq. (A.4) until all learning parameters stabilize. Eq. (A.4), Eq. (A.18) and Eq. (A.19) constitute the learning algorithm which is the well known Back Error Propagation (BEP) training algorithm.

For fast convergence and smooth changes in all the learning parameters, we can add a. momentum term $\kappa$ into Eq. (A.4) [23]. Therefore

$$
\begin{align*}
W_{i, j, l}(t+1) & =W_{i, j, l}(t)+\Delta W_{i, j, l}+\kappa\left\{W_{i, j, l}(t)-W_{i, j, l}(t-1)\right\} \\
\theta_{i, l}(t+1) & =\theta_{i, l}(t)+\Delta \theta_{i, l}+\kappa\left\{\theta_{i, l}(t)-\theta_{i, l}(t-1)\right\}  \tag{A.20}\\
\alpha_{i, l}(t+1) & =\alpha_{i, l}(t)+\Delta \alpha_{i, l}+\kappa\left\{\alpha_{i, l}(t)-\alpha_{i, l}(t-1)\right\} \\
\epsilon_{i, l}(t+1) & =\epsilon_{i, l}(t)+\Delta \epsilon_{i, l}+\kappa\left\{\epsilon_{i, l}(t)-\epsilon_{i, l}(t-1)\right\}
\end{align*}
$$

where $\kappa=$ momentum term $(0<\kappa<1)$.

## Appendix 13

Table B.1: Laming larameters Defore Traning (for simmation A)

$11,1.1=2$

| $\mathrm{i} \backslash \mathrm{j}$ | 1 | 2 | 3 | 4 | 5 | 6 |  | - | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.2ro | 0.549 | 0.324 | 0.865 | 0.297 | 680 | 0.833 | 0.876 | 0.650 | 0.073 |
| 2 | 0.858 | 0.343 | $0.69 ?$ | 0.34t | 0.894 | 0.959 | 0.122 | 0.p82 | 0.055 | 0.615 |
| 3 | 0.285 | 0.293 | 0.196 | 0.018 | 0.830 | 0.573 | 0.105 | 0.733 | 0.119 | 0.234 |
| 4 | 0.401 | 0.871 | 0.046 | 0.295 | . 394 | 0.560 | 0.311 | . 823 | 0.475 | . 091 |
| 5 | 0.423 | . 565 | 0.970 | 0.35, | . 432 | 0.179 | 0.215 | 0.33 | 0.454 | 0.045 |
| © | 0.152 | 0.705 | 0.730 | 0.843 | 0.518 | 0.955 | 0.479 | 0.527 | 0.029 | 0.60 |
| 7 | 0.402 | 0.985 | 0.630 | 0.832 | 0.437 | 0.791 | 0.059 | 0.135 | 0.544 | 0.830 |
| 8 | 0.748 | 0.410 | 0.475 | 0.344 | . 417 | 0.024 | 0.526 | 0.718 | 0.235 | 0.695 |
| 9 | 598 | 016 | 757 | . 131 | . 375 | 0.21 | . 578 | 0:20s | 0.787 | . 748 |
| 10 | 0.418 | 497 | 0.885 | . 563 | . 686 | 0.95 | 0.182 | 0.66 | 0.03 | 0.20 |
| 11 | 0.990 | 0.797 | 0.387 | 0.182 | 0.225 | 0.737 | 0.534 | 0.665 | 0.202 | 0.469 |
| 12 | 0.897 | 0.134 | 0.948 | 0.429 | 0.078 | 0.784 | 0.444 | 0.431 | 0.702 | 0.190 |
| 13 | 0.261 | 0.414 | 0.688 | 0.754 | 0.171 | 0.128 | 0.159 | 0.293 | 0.85a | 0.279 |
| 14 | 0.761 | 0.642 | 0.735 | 0.547 | 0.100 | 0.732 | 0.529 | 0.519 | 0. 287 | 0.947 |
| 15 | 0.361 | 0.817 | 0.85 | 0.289 | 0.999 | 0.009 | 0.054 | 0.968 | 0.683 | 0.302 |
| 16 | 0.200 | 0.801 | 0.129 | 0.929 | 0.765 | 0.480 | 0.656 | 0.012 | 0. 384 | 0.378 |
| 17 | 0.051 | 0.232 | 0.620 | 0.617 | 0.188 | 0.878 | 0.503 | 0.160 | 0.540 | 0.19 |
| 18 | 0.441 | 0.119 | 0.820 | 0.674 | 0.165 | 0.780 | 0.710 | 0.185 | 0.777 | 0.255 |
| 19 | 0.690 | 0.155 | 0.32 B | 0.451 | 0.412 | 0.507 | 0.845 | 0.831, | 0.568 | 0.682 |
| 20 | 0.033 | 0.879 | 0.181 | 0.965 | 0.738 | 0.445 | 0.799 | 0.40 | 0.33 | 0.1 |

11.,1. $t=2$, combinues

 $\begin{array}{llllllllll}0.038 & 0.376 & 0.6 .576 & 0.382 & 0.561 & 0.607 & 0.816 & 0.447 & 0.027 & 0.472 \\ 0.847 & 0.739 & 0.821 & 0.826 & 0.751 & 0.256 & 0.338 & 0.388 & 0.57 & 0.266\end{array}$ $\begin{array}{llllllllll}0.8762 & 0.739 & 0.821 & 0.826 & 0.251 & 0.256 & 0.338 & 0.368 & 0.527 & 0.266 \\ 0.262 & 0.817 & 0.978 & 0.332 & 0.802 & 0.241 & 0.373 & 0.762 & 0.458 & 0.801\end{array}$ $\begin{array}{llllllllllll}0.684 & 0.082 & 0 . b 61 & 0.316 & 0.263 & 0.501 & 0.063 & 0.8651 & 0.730 & 0.806\end{array}$ $\begin{array}{llllllllll}0.018 & 0.1933 & 0.403 & 0.804 & 0.330 & 0.311 & 0.855 & 0.734 & 0.099 & 0.340\end{array}$ $\begin{array}{llllllllll}0.885 & 0.380 & 0.115 & 0.857 & 0.287 & 0.108 & 0.577 & 0.778 & 0.142 & 0.809\end{array}$ $\begin{array}{llllllllll}0.780 & 0.763 & 0.122 & 0.371 & 0.928 & 0.766 & 0.290 & 0.984 & 0.4288 & 0.038 \\ 0.455 & 0.785 & 0.810 & 0.460 & 0.835 & 0.430 & 0.391 & 0.95 & 0.420\end{array}$ $\begin{array}{llllllllll}0.455 & 0.285 & 0.810 & 0.4150 & 0.835 & 0.430 & 0.331 & 0.851 & 0.249 & 0.3517 \\ 0.158 & 0.548 & 0.204 & 0.311 & 0.067 & 0.193 & 0.922 & 0.752 & 0.350 & 0.423\end{array}$ $\begin{array}{llllllllll}0.158 & 0.548 & 0.204 & 0.211 & 0.067 & 0.193 & 0.822 & 0.782 & 0.303 & 0.422 \\ 0.566 & 0.087 & 0.277 & 0.017 & 0.564 & 0.887 & 0.070 & 0.062 & 0.253 & 0.307\end{array}$ $\begin{array}{llllllllll}0.566 & 0.097 & 0.277 & 0.017 & 0.564 & 0.887 & 0.070 & 0.062 & 0.253 & 0.307 \\ 0.128 & 0.248 & 0.65 .8 & 0.138 & 0.323 & 0.823 & 0.014 & 0.924 & 0.376 & 0.582\end{array}$ $\begin{array}{llllllllll}0.128 & 0.248 & 0.678 & 0.138 & 0.323 & 0.823 & 0.014 & 0.024 & 0.375 & 0.582 \\ 0.688 & 0.839 & 0.815 & 0.049 & 0.073 & 0.431 & 0.750 & 0.152 & 0.412 & 0.103\end{array}$ $\begin{array}{llllllllll}0.428 & 0.494 & 0.702 & 0.258 & 0.811 & 0.880 & 0.001 & 0.107 & 0.273 & 0.984\end{array}$ $\begin{array}{llllllllll}0.7255 & 0.024 & 0.649 & 0.916 & 0.536 & 0.977 & 0.233 & 0.419 & 0.582 & 0.780\end{array}$ $\begin{array}{llllllllll}0.729 & 0.544 & 0.678 & 0.580 & 0.283 & 0.108 & 0.299 & 0.529 & 0.605 & 0.437\end{array}$ $\begin{array}{lllllllllll}17 & 0.248 & 0.330 & 0.151 & 0.623 & 0.212 & 0.844 & 0.622 & 0.214 & 0.474 & 0.843\end{array}$ $\begin{array}{lllllllllll}18 & 0.255 & 0.663 & 0.961 & 0.942 & 0.808 & 0.797 & 0.986 & 0.700 & 0.655 & 0.118\end{array}$ $\begin{array}{llllllllllll}20 & 0.737 & 0.449 & 0.350 & 0.618 & 0.942 & 0.138 & 0.759 & 0.045 & 0.587 & 0.658\end{array}$

## $H_{i}, l=3$

$\begin{array}{lllllllllll} & 1 & 2 & 3 & 4 & 5 & 6 & 7 & \text { B } & 9 & 10\end{array}$
 $\begin{array}{lllllllllll}0.948 & 0 & 030 & 0.405 & 0.767 & 0.662 & 0.869 & 0.794 & 0.569 & 0.587 & 0.570\end{array}$ $\begin{array}{llllllllll}0.948 & 0.020 & 0.405 & 0.767 & 0.662 & 0.869 & 0.794 & 0.569 & 0.587 & 0.670 \\ 0.098 & 0.794 & 0.326 & 0.843 & 0.043 & 0.380 & 0.167 & 0.401 & 0.153 & 0.327\end{array}$ $\begin{array}{llllllllll}0.013 & 0.774 & 0.507 & 0.119 & 0.079 & 0.554 & 0.077 & 0.777 & 0.155 & 0.411\end{array}$ $\begin{array}{llllllllll}0.081 & 0.477 & 0.131 & 0.668 & 0.689 & 0.002 & 0.280 & 0.287 & 0.781 & 0.974\end{array}$ $\begin{array}{lllllllllll}0.498 & 0.224 & 0.433 & 0.718 & 0.563 & 0.930 & 0.914 & 0.396 & 0.503 & 0.628\end{array}$

Hi, $1.1=3$. rontinusal

| 1\J | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 18 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | . 80 | 0.050 | . 7 | 0.619 | 0. | 0. | 0. | 0.32 | 0.5 | 0.874 |
| 2 | 0.673 | 0.28 : | 0.74 | 419 | 0 - eO | 0.00 | 0.168 | 0.637 | 0.90 | . 822 |
| 3 | 0.480 | 0.645 | 0.124 | 0.638 | 0.743 | 0.890 | 0.895 | 0.096 | 0.87 | 0.396 |
| 4 | 0.028 | 0.818 | 0.631 | 0.166 | 0.011 | 0.556 | -.n88 | 0.483 | 0.33 | 0.116 |
| 6 | 0.148 | 0.349 | $0.46 t$ | 0.349 | 0.895 | 0.392 | 0.173 | 0. fiv | 0.927 | 0.313 |
| 6 | 0.422 | 0.515 | 0.711 | 0.244 | 0.bit | 0.210 | 0.370 | 0.668 | 0.218 | 0.272 |

. $a_{1}$

| i\1 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.351 | 0.25 .5 | 0.205 |
| 2 | 0.886 | 0.485 | 0.430 |
| 3 | 0.159 | 0.863 | -1.03 |
| 4 | 0.058 | 0.973 | 0.862 |
| 5 | 0.157 | 0.249 | -0.187 |
| 6 | 0.579 | 0.647 | $-2.353$ |
| 7 | 0.293 | 0.837 |  |
| B | 0.073 | 0.823 |  |
| 9 | 0.841 | -5.886 |  |
| 10 | 0.002 | 0.881 |  |
| 11 | 0.787 | 0.418 |  |
| 12 | . 306 | 0.3 | -...- |
| 13 | 0.311 | -7.051 | ----- |
| 14 | 0.151 | 0.003 |  |
| 15 | 0.643 | 0.704 |  |
| 16 | 0.629 | 0.858 |  |
| 17 | 0.326 | 0.409 | ---- |
| 18 | 0.843 | -0.404 |  |
| 19 | 0.273 | 0.172 |  |
| 20 | 0.205 | 0.241 |  |

ni,l

| $1 \backslash$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.423 | 0.805 | 0.000 |
| 2 | 0.448 | -0.436 | 0.000 |
| 3 | 0.078 | 0.712 | -1.656 |
| 4 | 0.388 | 0.751 | -0.6.30 |
| 5 | 0.903 | 0.822 | 0.00 |
| B | 0.645 | -0.011 | -1.078 |
| 7 | 0.371 | 0.748 |  |
| 8 | 0.748 | -0.048 |  |
| 9 | 0.400 | -3.045 |  |
| 10 | 0.664 | 0.331 | - |
| 11 | 0.463 | 0.927 | --..- |
| 12 | 0.271 | 0.623 |  |
| 13 | 0.601 | -7.466 |  |
| 14 | 0.886 | 0.884 |  |
| 15 | 0.339 | 0.705 | ---- |
| 16 | 0.755 | -0.083 |  |
| 17 | 0.463 | 0.844 |  |
| 18 | 0.948 | $-1.105$ | --- |
| 19 | 0.008 | 0.378 | ------ |
| 20 | 0.026 | -0.031 |  |

- $\cdot 1$

| 111 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.848 | 0.247 | 0.471 |
| 2 | 0.317 | 0.139 | 0.471 |
| 3 | 0.579 | 0.742 | 0.563 |
| 4 | 0.689 | -1.277 | 1.773 |
| 5 | 0.185 | -0.765 | 1.345 |
| 6 | 0.612 | 0.105 | 0.808 |
| 7 | 0. 388 | -0.287 |  |
| 8 | 0.308 | 0.171 | ----- |
| 9 | 0. 856 | 4.475 | ----- |
| 10 | 0.843 | -0.165 | ---- |
| 11 | 0.530 | -1.029 | ---- |
| 12 | 0.981 | 0.427 | ---... |
| 13 | 0.603 | 3.150 |  |
| 14 | 0.301 | -0.973 | ----- |
| 15 | 0.383 | 0.353 | ----- |
| 16 | 0.604 | -0.229 | ----- |
| 17 | 0.648 | 0.611 | ----- |
| 18 | 0.368 | 1.363 | ---- |
| 18 | 0.514 | -0.750 | ----- |
| 20 | 0.587 | -0.227 |  |

11. $1.1=1$
ilj 1
$100.170 \quad 0.933$
$2 \quad 0.910 \quad 0.473$
$30.872 \quad 0.696$
$\begin{array}{lll}0.830 & 0.455\end{array}$
$0.399 \quad 0.893$
$\begin{array}{lll}{ }^{6} & 0.694 & 0.838 \\ 7 & 0.740 & 0.651\end{array}$
$8 \quad 0.7400 .651$
$\begin{array}{lll}8 & 0.678 & 0.577 \\ 9 & 0.273 & 0.935\end{array}$ 0.2730 .935
0
0.6620 .047 $\begin{array}{llll}11 & 0.662 & 0.647 \\ 1 & 0.373 & 0.518\end{array}$ $\begin{array}{llll}12 & 0.149 & 0.377\end{array}$ $13 \quad 0.615 \quad 0.025$ $14 \quad 0.841 \quad 0.077$
$\begin{array}{lll}15 & 0.743 & 0.256 \\ 16 & 0.020 & 0.377\end{array}$ $\begin{array}{lll}16 & 0.902 & 0.377 \\ 17 & 0.320 & 0.211\end{array}$ $\begin{array}{lll}17 & 0.320 & 0.211 \\ 18 & 0.649 & 0.75\end{array}$ $\begin{array}{lll}18 & 0.649 & 0.251 \\ 19 & 0.229 & 0.251\end{array}$ $\begin{array}{lll}19 & 0.228 & 0.251 \\ 20 & 0.943 & 0.137\end{array}$
$110,1,1=2$



$2 \begin{array}{llllllllllll}2 & 0.865 & 0.343 & 0.688 & 0.346 & 0.898 & 0.965 & 0.122 & 0.885 & 0.062 & 0.610\end{array}$ | 2 | 0.866 | 0.343 | 0.688 | 0.346 | 0.898 | 0.965 | 0.12 | 0.865 | 0.062 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3 | 0.281 | 0.293 | 0.195 | 0.019 | 0.829 | 0.573 | 0.105 | 0.733 | 0.116 |

 $\begin{array}{lllllllllll}5 & 0.419 & 0.559 & 0.976 & 0.359 & 0.429 & 0.178 & 0.217 & 0.337 & 0.452 & 0.057\end{array}$ $\begin{array}{lllllllllll}6 & 0.149 & 0.702 & 0.723 & 0.837 & 0.619 & 0.853 & 0.476 & 0.526 & 0.035 & 0.597 \\ 7 & 0.397 & 0.986 & 0.633 & 0.833 & 0.434 & 0.788 & 0.060 & 0.133 & 0.540 & 0.935\end{array}$ $\begin{array}{llllllllll}0.397 & 0.986 & 0.633 & 0.833 & 0.434 & 0.788 & 0.060 & 0.133 & 0.540 & 0.935 \\ 0.738 & 0.405 & 0.469 & 0.336 & 0.415 & 0.015 & 0.521 & 0.714 & 0.225 & 0.684\end{array}$ $\begin{array}{lllllllllll}8 & 0.738 & 0.405 & 0.469 & 0.336 & 0.415 & 0.015 & 0.521 & 0.714 & 0.225 & 0.684 \\ 8 & 8.571 & 0.020 & -0.861 & 0.281 & 3.163 & 4.110 & 0.907 & 2.061 & 5.826 & -2.721\end{array}$ $\begin{array}{llllllllllll}9 & 8.571 & 0.020 & -0.861 & 0.281 & 3.163 & 4.110 & 0.907 & 2.061 & 5.826 & -2.72\end{array}$ $\begin{array}{lllllllllll}10 & 0.417 & 0.493 & 0.876 & 0.555 & 0.687 & 0.965 & 0.178 & 0.567 & 0.026 & 0.188 \\ 11 & 0.985 & 0.801 & 0.383 & 0.189 & 0.222 & 0.738 & 0.536 & 0.666 & 0.200 & 0.485\end{array}$ $\begin{array}{lllllllllll}11 & 0.985 & 0.801 & 0.383 & 0.189 & 0.222 & 0.738 & 0.636 & 0.666 & 0.200 & 0.485 \\ 12 & 0.880 & 0.128 & 0.040 & 0.4 .19 & 0.074 & 0.772 & 0.438 & 0.416 & 0.684 & 0.180\end{array}$ $\begin{array}{lllllllllll}12 & 0.860 & 0.128 & 0.840 & 0.4 .49 & 0.074 & 0.772 & 0.438 & 0.416 & 0.684 & 0.180 \\ 13 & 5.215 & 0.569 & -1.157 & 1.363 & 2.661 & 3.773 & 0.663 & 2.274 & 4.657 & -2.023\end{array}$ $\begin{array}{llllllllllll}14 & 0.758 & 0.643 & 0.735 & 0.549 & 0.098 & 0.732 & 0.629 & 0.520 & 0.284 & 0.952\end{array}$ $\begin{array}{lllllllllll}15 & 0.351 & 0.811 & 0.846 & 0.280 & 0.898 & 0.000 & 0.058 & 0.954 & 0.671 & 0.289\end{array}$ $\begin{array}{lllllllllll}16 & 0.187 & 0.899 & 0.127 & 0.826 & 0.764 & 0.477 & 0.555 & 0.011 & 0.380 & 0.374 \\ 17 & 0.041 & 0.328 & 0.513 & 0.509 & 0.198 & 0.972 & 0.409 & 0.157 & 0.420 & 0.183\end{array}$ $\begin{array}{lllllllllll}17 & 0.941 & 0.228 & 0.613 & 0.609 & 0.188 & 0.872 & 0.499 & 0.157 & 0.428 & 0.183 \\ 18 & 0.727 & 0.093 & 0.734 & 0.623 & 0.325 & 0.968 & 0.688 & 0.284 & 0.891 & -0.087\end{array}$ $\begin{array}{llllllllll}0.727 & 0.093 & 0.734 & 0.623 & 0.325 & 0.968 & 0.688 & 0.284 & 0.891 & -0.087 \\ 0.694 & 0.155 & 0.327 & 0.451 & 0.410 & 0.505 & 0.846 & 0.824 & 0.664 & 0.695\end{array}$ $\begin{array}{llllllllll}0.033 & 0.879 & 0.181 & 0.965 & 0.728 & 0.445 & 0.799 & 0.495 & 0.331 & 0.153\end{array}$
$H_{1}, \ldots, t=2$, comtinnal
10 11 12 13 14 14 16 17
$\begin{array}{lllllllllllll}0.897 & 0.251 & 0.009 & 0.841 & 0.831 & 0.371 & 0.761 & 0.108 & 0.1844 & 0.617\end{array}$ $\begin{array}{llllllllll}0.040 & 0.374 & 0.622 & 0.281 & 0.559 & 0.009 & 0.816 & 0.145 & 0.034 & 0.468\end{array}$ $\begin{array}{lllllllllll}3 & 0.816 & 0.737 & 0.824 & 0.828 & 0.253 & 0.259 & 0.338 & 0.389 & 0.637 & 0.268 \\ 1 & 0.263 & 0.821 & 0.887 & 0.338 & 0.806 & 0.247 & 0.378 & 0.757 & 0.481 & 0.805\end{array}$

 $\begin{array}{lllllllllll}0.044 & 0.684 & 0.375 & 0.800 & 0.328 & 0.305 & 0.818 & 0.728 & 0.093 & 0.334\end{array}$ $\begin{array}{llllllllll}0.884 & 0.393 & 0.418 & 0.858 & 0.288 & 0.108 & 0.578 & 0.779 & 0.145 & 0.812\end{array}$ $\begin{array}{ccccccccccc}0.773 & 0.762 & 0.114 & 0.366 & 0.823 & 0.767 & 0.282 & 0.877 & 0.433 & 0.032\end{array}$ $\begin{array}{lllllllll} & 0.145 & 0.269 & -1.877 & -0.901 & 0.017 & 0.692 & -0.488 & 0.286 \\ 0.153 & 0.535 & 0.102 & 0.205 & 0.001 & -1.489\end{array}$ $\begin{array}{llllllllll}0.168 & 0.104 & 0.288 & 0.024 & 0.581 & 0.194 & 0.892 & 0.775 & 0.294 & 0.413\end{array}$ | 112.158 |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.116 | 0.233 | 0.288 | 0.024 | 0.568 | 0.896 | 0.076 | 0.068 | 0.258 | 0.313 | $\begin{array}{lllllllllll}13 & 0.116 & 0.233 & 0.650 & 0.134 & 0.317 & 0.812 & 0.004 & 0.017 & 0.368 & 0.674\end{array}$ $\begin{array}{cccccccccc}2.039 & -0.268 & -1.227 & -0.597 & -0.617 & 1.369 & -0.140 & -0.302 & -1.432 & -1.880 \\ 0.426 & 0.494 & 0.705 & 0.260 & 0.817 & 0.893 & 0.002 & 0.108 & 0.274 & 0.085\end{array}$ $\begin{array}{llllllllll}0.1276 & 0.494 & 0.705 & 0.260 & 0.817 & 0.883 & 0.002 & 0.108 & 0.274 & 0.886 \\ 0.717 & 0.809 & 0.638 & 0.911 & 0.630 & 0.866 & 0.223 & 0.411 & 0.774 & 0.771\end{array}$ $\begin{array}{llllllllll}0.728 & 0.899 & 0.639 & 0.911 & 0.630 & 0.966 & 0.22 & 0.411 & 0.21,74 & 0.741 \\ 0.728 & 0.540 & 0.675 & 0.588 & 0.281 & 0.104 & 0.298 & 0.528 & 0.803 & 0.435\end{array}$ $\begin{array}{llllllllll}0.242 & 0.318 & 0.144 & 0.619 & 0.207 & 0.836 & 0.614 & 0.208 & 0.467 & 0.836\end{array}$ $\begin{array}{lllllllllll}18 & 0.2 .86 & 0.496 & 0.719 & 0.833 & 0.708 & 0.757 & 0.851 & 0.603 & 0.488 & -0.084\end{array}$ $\begin{array}{llllllllllll}19 & 0.139 & 0.845 & 0.703 & 0.209 & 0.067 & 0.440 & 0.845 & 0.301 & 0.339 & 0.637\end{array}$ $\begin{array}{lllllllllll}0.737 & 0.449 & 0.350 & 0.618 & 0.941 & 0.138 & 0.759 & 0.045 & 0.587 & 0.667\end{array}$

II, $1, t=3$
$\begin{array}{lllllllllll}11 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10\end{array}$
 $2 \begin{array}{llllllllllll}2 & 0.947 & 0.033 & 0.404 & 0.765 & 0.692 & 0.866 & 0.794 & 0.572 & 0.435 & 0.572\end{array}$ $\begin{array}{lllllllllll}3 & 0.047 & 0.587 & 0.035 & 0.701 & 0.318 & 0.420 & 0.234 & 0.263 & -3.238 & 0.404 \\ 4 & 0.223 & 0.497 & 0.571 & 0.044 & -0.135 & 0.685 & 0.098 & 0.563 & 1.521 & 0.40\end{array}$ $\begin{array}{lllllllllll}5 & 0.233 & 0.49 .9 & 0.671 & 0.004 & -0.135 & 0.685 & 0.098 & 0.553 & 1.521 & 0.409\end{array}$ $\begin{array}{llllllllllll}6 & -0.135 & 0.208 & -0.420 & 0.843 & 0.503 & 0.022 & 0.203 & -0.033 & 2.472 & 0.172\end{array}$
$11, l_{1} l=3$, continucal
i $\backslash \mathrm{j} 11 \begin{array}{llllllllll}12 & 13 & 14 & 15 & 16 & 17 & 18 & 18 & 20\end{array}$


 $\begin{array}{lllllllllll}2 & 0.578 & 0.281 & 0.667 & 0.421 & 0.795 & 0.001 & 0.169 & 0.537 & 0.965 & 0.922 \\ 3 & 0.379 & 0.260 & 1.082 & 0.443 & 0.421 & 0.727 & 0.208 & 0.008 & 0.703 & 0.106\end{array}$ | 3 | -0.324 | 0.260 | 1.082 | 0.443 | 0.424 | 0.727 | 0.208 | 0.008 | 0.703 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -0.224 | 0.640 | -0.1512 | -0.101 | 0.775 | 0.452 | 0.670 | 0.292 | 0.149 |
| 0.130 |  |  |  |  |  |  |  |  |  | $\begin{array}{lllllllllll}\mathrm{t} & 0.134 & 0.326 & 0.513 & 0.336 & 0.831 & 0.382 & 0.168 & 0.563 & 0.920 & 0.305\end{array}$



| $n_{i}$ |  |  |  | 'i' |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| i\} | 1 | 2 | 3 | i\1 | 1 | 2 | 3 |
| 1 | 0.353 | 0.261 | 0.222 | 1 | 0.840 | 0.059 | 0.702 |
| 2 | 0.886 | 0.498 | 0.393 | 2 | 0.319 | 0.891 | 0.067 |
| 3 | 0.159 | 0.855 | 0.220 | 3 | 0.584 | 0.286 | 0.218 |
| 4 | 0.059 | 0.960 | 0.193 | 4 | 0.691 | 0.458 | 0.350 |
| 5 | 0.159 | 0.229 | 0.05.4 |  | 0.164 | 0.377 | 0.634 |
| 6 | 0.583 | 0.670 | 0.444 | 6 | 0.604 | 0.300 | 0.031 |
| 7 | 0.293 | 0.824 | 0.910 | 7 | 0.390 | 0.566 | 0.932 |
| 8 | 0.076 | 0.844 | 0. 698 | 8 | 0.299 | 0.819 | 0.872 |
| 8 | 0.942 | 0.425 | 0.398 | - | 0.857 | 0.943 | 0.455 |
| 10 | 0.003 | 0.914 | ---- | 10 | 0.846 | 0.066 | ----- |
| 11 | 0.788 | 0.399 | -- | 11 | 0.533 | 0.761 | -- |
| 12 | 0.307 | 0.405 | ----- | 12 | 0.983 | 0.762 | ---- |
| 13 | 0.212 | 0.222 | -- | 13 | 0.608 | 0.485 | --- |
| 14 | 0.152 | 0.001 | ----- | 14 | 0.305 | 0.529 | --- |
| 15 | 0.644 | 0.815 | ----- | 15 | 0.38\% | 0.019 | ----- |
| 16 | 0.632 | 0.968 | ....-- | 10 | 0.004 | 0.316 | ----- |
| 17 | 0.327 | 0.492 | ----- | 17 | 0.652 | 0.809 | ----- |
| 18 | 0.944 | 0.289 | ----- | 18 | 0.368 | 0.576 | - |
| 19 | 0.273 | 0.174 | ----- | 19 | 0.617 | 0.261 | --..- |
| 20 | 0.305 | 0.241 | ----- |  | 0.5320 | 0.045 | - |
|  | - | - | ----- |  |  |  | - |
| 9.1 |  |  |  | $11_{6,1} 1=1$ |  |  |  |
| S1 | 1 | 2 | 3 | ij | 1 | 2 | 3 |
| 1 | 0.399 | 0.878 | 0.415 | 1 | 0.893 | 0.694 | 0.838 |
| 2 | 0.477 | 0.303 | 0.504 | 2 | 0.740 | 0.651 | 0.678 |
| 3 | 0.018 | 0.710 | 0.479 | 3 | 0.577 | 0.273 | 0.8.35 |
| 4 | 0.384 | 0.678 | 0.818 | 4 | 0.602 | 0.047 | 0.373 |
| 5 | 0.800 | 0.775 | 0.211 | 5 | 0.618 | 0.149 | 0.377 |
| B | 0.533 | 0.355 | 0.783 | 6 | 0.645 | 0.026 | 0.841 |
| 7 | 0.270 | 0.719 | 0.178 | 7 | 0.077 | 0.743 | 0.256 |
| 8 | 0.742 | 0.391 | 0.473 | 8 | 0.802 | 0.378 | 0.320 |
| 9 | 0.405 | 0.130 | 0.830 | 9 | 0.211 | 0.649 | 0.251 |
| 10 | 0.663 | 0.521 | ----- | 10 | 0.229 | 0.251 | 0.943 |
| 11 | 0.452 | 0.883 | ----- | 11 | 0. 137 | 0.270 | 0.549 |
| 12 | 0.265 | 0.698 | ----- | 12 | 0.324 | 0.865 | 0.297 |
| 13 | 0.601 | 0.125 | ---- | 13 | 0.680 | 0.833 | 0.876 |
| 14 | 0.886 | 0.873 | -- | 14 | 0.650 | 0.073 | 0.893 |
| 15 | 0.338 | 0.861 | ----- | 15 | 0.264 | 0.611 | 0.842 |
| 16 | 0.754 | 0.243 | ----- | 16 | 0.832 | 0.373 | 0.757 |
| 17 | 0.458 | 0.935 | -- | 17 | 0.109 | 0.851 | 0.559 |
| 18 | 0.946 | 0.220 | ----- | 18 | 0.858 | 0.343 | 0.692 |
| 19 | 0.007 | 0.321 | ----- | 19 | 0.345 | 0.894 | 0.959 |
| 20 | 0.024 | 0.002 | -- | 20 | 0.122 | 0.982 | 0.055 |

$11, j, 1=2$
$\begin{array}{lllllllllll}\mathrm{i} \backslash \mathrm{j} & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 8 & 10\end{array}$
 $2 \begin{array}{llllllllll}2 & 0.234 & 0.047 & 0.739 & 0.821 & 0.625 & 0.251 & 0.256 & 0.338 & 0.383 \\ 0.527\end{array}$

 4 |  | 0.041, | 0.634 | 0.062 | 0.551 | 0.316 | 0.268 | 0.501 | 0.063 | 0.955 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | $\begin{array}{lllllllllll} & 0.930 & 0.885 & 0.390 & 0.415 & 0.857 & 0.287 & 0.103 & 0.577 & 0.778 & 0.142\end{array}$ $\begin{array}{lllllllllll}7 & 0.695 & 0.780 & 0.763 & 0.122 & 0.371 & 0.928 & 0.765 & 0.290 & 0.884 & 0.428\end{array}$ $\begin{array}{lllllllllll}8 & 0.748 & 0.455 & 0.285 & 0.850 & 0.450 & 0.835 & 0.430 & 0.331 & 0.951 & 0.249 \\ 8 & 0.204 & 0.158 & 0.518 & 0.204 & 0.211 & 0.067 & 0.93 & 0.092 & 0.782 & 0.303\end{array}$ $\begin{array}{lllllllllll}9 & 0.204 & 0.153 & 0.518 & 0.204 & 0.211 & 0.067 & 0.193 & 0.902 & 0.782 & 0.303 \\ 10 & 0.469 & 0.566 & 0.097 & 0.277 & 0.017 & 0.564 & 0.857 & 0.070 & 0.062 & 0.263\end{array}$ $\begin{array}{lllllllllll}11 & 0.190 & 0.125 & 0.248 & 0.658 & 0.138 & 0.323 & 0.823 & 0.014 & 0.924 & 0.376\end{array}$ $\begin{array}{llllllllllll}12 & 0.278 & 0.683 & 0.839 & 0.815 & 0.049 & 0.073 & 0.431 & 0.750 & 0.152 & 0.412\end{array}$ $\begin{array}{lllllllllll}13 & 0.947 & 0.426 & 0.494 & 0.702 & 0.258 & 0.811 & 0.889 & 0.001 & 0.107 & 0.273\end{array}$ $\begin{array}{lllllllllll}14 & 0.302 & 0.725 & 0.924 & 0.649 & 0.016 & 0.536 & 0.977 & 0.233 & 0.418 & 0.582\end{array}$ $\begin{array}{lllllllllll}16 & 0.378 & 0.729 & 0.544 & 0.678 & 0.190 & 0.283 & 0.299 & 0.299 & 0.529 & 0.805\end{array}$ $\begin{array}{lllllllllll}16 & 0.193 & 0.249 & 0.330 & 0.1151 & 0.623 & 0.212 & 0.944 & 0.623 & 0.214 & 0.474\end{array}$ $\begin{array}{lllllllllll}17 & 0.215 & 0.255 & 0.663 & 0.961 & 0.942 & 0.808 & 0.787 & 0.986 & 0.709 & 0.865 \\ 18 & 0.6192 & 0.140 & 0.947 & 0.701 & 0.208 & 0.067 & 0.179 & 0.845 & 0.301 & 0.399\end{array}$ $19 \quad 0.114 \begin{array}{lllllllllll}18.737 & 0.449 & 0.310 & 0.018 & 0.942 & 0.138 & 0.759 & 0.045 & 0.5187\end{array}$ $\begin{array}{llllllllllllllllllll}20 & 0.670 & 0.802 & 0.060 & 0.780 & 0.619 & 0.824 & 0.362 & 0.204 & 0.326 & 0.651\end{array}$

II, , , $t=2$, Mntinuol

| 11 | 11 | 13 | 13 | 14 | 15 | 18 | 18 | 18 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

 $\begin{array}{lllllllllll}3 & 0.266 & 0.401 & 0.871 & 0.018 & 0.385 & 0.394 & 0.550 & 0.311 & 0.823 & 0.475\end{array}$ $\begin{array}{lllllllllll} & 0.80 & 0.4 .63 & 0.666 & 0.979 & 0.354 & 0.432 & 0.179 & 0.215 & 0.3 .37 & 0.41,4\end{array}$ $\begin{array}{llllllllllll}5 & 0.340 & 0.402 & 0.985 & 0.830 & 0.832 & 0.437 & 0.791 & 0.059 & 0.135 & 0.5144\end{array}$ $\begin{array}{llllllllllll}8 & 0.809 & 0.748 & 0.410 & 0.475 & 0.344 & 0.417 & 0.024 & 0.526 & 0.718 & 0.238\end{array}$ $\begin{array}{llllllllll}0.038 & 0.598 & 0.010 & 0.767 & 0.131 & 0.375 & 0.217 & 0.578 & 0.206 & 0.787\end{array}$ $\begin{array}{lllllllllll}8 & 0.357 & 0.418 & 0.197 & 0.885 & 0.563 & 0.686 & 0.959 & 0.182 & 0.568 & 0.030\end{array}$ $\begin{array}{llllllllll}0 & 0.422 & 0.980 & 0.797 & 0.387 & 0.182 & 0.225 & 0.737 & 0.534 & 0.665 \\ 0.202\end{array}$ $\begin{array}{lllllllllll}10 & 0.307 & 0.807 & 0.134 & 0.918 & 0.429 & 0.078 & 0.784 & 0.444 & 0.121 & 0.702\end{array}$ $\begin{array}{lllllllllll}11 & 0.682 & 0.281 & 0.414 & 0.088 & 0.754 & 0.171 & 0.129 & 0.169 & 0.293 & 0.858\end{array}$ $\begin{array}{lllllllllll}12 & 0.103 & 0.761 & 0.642 & 0.735 & 0.647 & 0.100 & 0.732 & 0.628 & 0.519 & 0.287 \\ 13 & 0.834 & 0.361 & 0.817 & 0.855 & 0.289 & 0.899 & 0.009 & 0.064 & 0.858 & 0.683\end{array}$ $\begin{array}{llllllllllll}14 & 0.780 & 0.200 & 0.901 & 0.129 & 0.829 & 0.765 & 0.480 & 0.556 & 0.012 & 0.384\end{array}$ $\begin{array}{lllllllllll}15 & 0.437 & 0.951 & 0.232 & 0.520 & 0.617 & 0.188 & 0.479 & 0.5503 & 0.160 & 0.384 \\ 16 & 0.843 & 0.441 & 0.110 & 0.920 & 0.674 & 0.165 & 0.750 & 0.710 & 0.185 & 0.777\end{array}$ $\begin{array}{lllllllllll}16 & 0.843 & 0.441 & 0.118 & 0.920 & 0.674 & 0.165 & 0.750 & 0.710 & 0.185 & 0.777\end{array}$ $\begin{array}{lllllllllll}17 & 0.118 & 0.690 & 0.155 & 0.338 & 0.451 & 0.412 & 0.507 & 0.846 & 0.825 & 0.569\end{array}$ $\begin{array}{lllllllllll}18 & 0.637 & 0.033 & 0.878 & 0.181 & 0.855 & 0.728 & 0.445 & 0.799 & 0.495 & 0.331 \\ 18 & 0.658 & 0.010 & 0.967 & 0.338 & 0.845 & 0.612 & 0.012 & 0.852 & 0.511 & 0.234\end{array}$ $\begin{array}{llllllllllll}20 & 0.874 & 0.848 & 0.030 & 0.405 & 0.767 & 0.662 & 0.869 & 0.794 & 0.569 & 0.687\end{array}$
$11_{i j} i_{1} 1=3$


$\begin{array}{lllllllllll}0.576 & 0.573 & 0.281 & 0.749 & 0.419 & 0.801 & 0.001 & 0.168 & 0.537 & 0.965\end{array}$ $\begin{array}{llllllllll}0.327 & 0.450 & 0.645 & 0.124 & 0.638 & 0.743 & 0.890 & 0.895 & 0.095 & 0.879\end{array}$ $\begin{array}{lllllllllll}0.411 & 0.029 & 0.818 & 0.631 & 0.156 & 0.611 & 0.566 & 0.888 & 0.483 & 0.337\end{array}$ $\begin{array}{llllllllll}0.974 & 0.148 & 0.349 & 0.467 & 0.349 & 0.895 & 0.382 & 0.173 & 0.576 & 0.927\end{array}$ $\begin{array}{lllllllllll}0.628 & 0.422 & 0.616 & 0.721 & 0.244 & 0.877 & 0.250 & 0.370 & 0.666 & 0.218\end{array}$ $\begin{array}{llllllllll}0.260 & 0.843 & 0.758 & 0.235 & 0.715 & 0.551 & 0.775 & 0.694 & 0.482 & 0.838\end{array}$ $\begin{array}{llllllllll}0.888 & 0.280 & 0.459 & 0.460 & 0.870 & 0.532 & 0.777 & 0.706 & 0.438 & 0.432\end{array}$ $\begin{array}{llllllllll}0.803 & 0.332 & 0.575 & 0.665 & 0.048 & 0.614 & 0.705 & 0.799 & 0.919 & 0.900 \\ 0.004 & 0.589 & 0.987 & 0.586 & 0.716 & 0.077 & 0.678 & 0.684 & 0.468 & 0.438\end{array}$
$W_{1}, 1,1=3$, rontinueat

 $\begin{array}{llllllllll}0.396 & 0.013 & 0.774 & 0.507 & 0.119 & 0.079 & 0.554 & 0.077 & 0.777 & 0.15 \\ 0.110 & 0.081 & 0.477 & 0.131 & 0.669 & 0.680 & 0.002 & 0.280 & 0.787 & 0.18\end{array}$ $\begin{array}{llllllllll}0.116 & 0.081 & 0.477 & 0.131 & 0.668 & 0.689 & 0.002 & 0.280 & 0.287 & 0.78 \\ 0.313 & 0.438 & 0.224 & 0.431 & 0.718 & 0.563 & 0.830 & 0.814 & 0.398 & 0.60\end{array}$ $\begin{array}{llllllllll}0.313 & 0.438 & 0.224 & 0.433 & 0.718 & 0.66 .3 & 0.830 & 0.814 & 0.396 & 0.10 .3 \\ 0.272 & 0.018 & 0.416 & 0.633 & 0.614 & 0.270 & 0.478 & 0.001 & 0.306 & 0.274\end{array}$ $\begin{array}{lllllllllllllllllll}0.111 & 0.803 & 0.805 & 0.803 & 0.800 & 0.516 & 0.234 & 0.878 & 0.834 & 0.895\end{array}$ $\begin{array}{llllllllll}0.020 & 0.190 & 0.503 & 0.131 & 0.040 & 0.593 & 0.300 & 0.857 & 0.516 & 0.350\end{array}$ $\begin{array}{llllllllll}0.160 & 0.075 & 0.833 & 0.718 & 0.868 & 0.461 & 0.394 & 0.742 & 0.970 & 0.075\end{array}$ $\begin{array}{lllllllllll}0.767 & 0.268 & 0.342 & 0.391 & 0.143 & 0.409 & 0.352 & 0.113 & 0.978 & 0.820\end{array}$
i.

| i\1 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.878 | 0.477 | 0.5 |
| 2 | 0.343 | 1.375 | 0.600 |
| 3 | 0.651 | 0.644 | 0.562 |
| 4 | 0.736 | 0.69 | 1.514 |
| 5 | 0.239 | 0.7 | 1.3 |
| 6 | 0.639 | 0.4 | 1, 0.3 |
| 7 | 14 | 0.57 | 1.325 |
| 8 | 0.358 | 0.927 | 2.680 |
| $s$ | 0.817 | 2.161 | 3.313 |
| 10 | 1.186 | 0.191 |  |
| 11 | 0.528 | 2.4:3 |  |
| 12 | 1.004 | 1.020 | ----- |
| 13 | 0.767 | 0.655 |  |
| 14 | 0.104 | 2.349 |  |
| 15 | 0.428 | 0.4:8 |  |
| 16 | 0.619 | 0.260 | --- |
| 17 | 0,732 | 1.174 |  |
| 8 | 0.318 | 0.475 |  |
| 19 | 0.875 | 1.226 |  |
| 20 | $0 . \mathrm{beg}$ | 0.042 |  |

0.1

| i\1 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.313 | 0.11! | 0.78 |
| 2 | 0.843 | -. 134 | 1.630 |
| 3 | 0.121 | 0. 268 | 0.851 |
| 4 | -. 037 | 0.634 | $1.07 \%$ |
| 6 | 0.110 | -. 180 | 0.461 |
| 6 | 0.485 | 0.590 | -1.17 |
| 7 | 0.281 | 0.439 | 0.953 |
| 8 | 0.0 .37 | 0.215 | 0.054 |
| 9 | 0.871 | -.2ts | 38 |
| 10 | -.36.3 | 0.800 | ----- |
| 11 | 0.725 | -1.66 | ----- |
| 12 | 0.256 | -. 043 |  |
| 13 | 0.031 | 0.060 |  |
| 14 | 0.035 | -. 190 | ----- |
| 15 | 0.631 | $0.43 \%$ | ------ |
| 16 | 0.420 | 0.899 |  |
| 17 | 0.262 | 0.349 | ------ |
| 18 | 0.908 | 0.170 | ----- |
| 10 | 0.247 | -..328 | ------ |
| 20 | 0.199 | 0.340 |  |

0.1

| - | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
|  | 0.431 | 0.851 | 0.107 |
| . | 0.396 | 0.973 | 1.828 |
|  | 0.392 | 0.515 | 0.812 |
| 4 | 0.459 | 0.618 | 0.722 |
| 5 | 0.908 | 0.750 | 2.893 |
| B | 0.497 | 0.397 | 1.763 |
| T | 0.299 | 0.107 | 0.339 |
| 8 | 0.762 | 0.695 | 2.055 |
|  | 0.323 | 1.728 | 0. 378 |
| 10 | 0.863 | 0.283 | ----- |
| 11 | 0.413 | 4.394 | ----- |
| 12. | 0.341 | 0.688 | ----- |
| 13 | 0.550 | 0.441 | ----- |
| 14 | 0.873 | 3.024 | ----- |
| 15 | 0.347 | 0.425 | ----- |
| 16 | 0.666 | 0.211 | ----- |
| 17 | 0.493 | 0.871 | ----- |
| 18 | 0.889 | 0.100 | ----- |
| 19 | 0.269 | 1.070 |  |
| 20 | 0.064 | 0.025 | -- |

$111,11=1$


 $\begin{array}{lllllllllll}1 & 0.624 & 0.038 & 0.366 & 0.530 & 0.285 & 0.633 & 0.614 & 0.836 & 0.451 & -.050 \\ 2 & 0.319 & 0.951 & 0.786 & 0.849 & 0.840 & 0.324 & 0.276 & 0.350 & 0.372 & 0.909\end{array}$ $\begin{array}{lllllllllll}2 & 0.319 & 0.951 & 0.786 & 0.849 & 0.840 & 0.324 & 0.276 & 0.350 & 0.372 & 0.909 \\ & 0.101 & 0.245 & 0.927 & 0.986 & 0.332 & 0.911 & 0.242 & 0.369 & 0.710 & 0.590\end{array}$ $\begin{array}{lllllllllll}3 & 0.101 & 0.245 & 0.927 & 0.986 & 0.332 & 0.811 & 0.242 & 0.369 & 0.710 & 0.559 \\ 4 & 0.066 & 0.680 & 0.064 & 0.559 & 0.320 & 0.255 & 0.509 & 0.078 & 0.958 & 0.739\end{array}$ $\begin{array}{llllllllllll}5 & 0.630 & 0.035 & 0.614 & 0.412 & 0.906 & 0.370 & 0.313 & 0.845 & 0.697 & 0.31\end{array}$ $\begin{array}{lllllllllll}5 & 0.935 & 0.884 & 0.384 & 0.417 & 0.858 & 0.267 & 0.112 & 0.689 & 0.782 & 0.088\end{array}$ $\begin{array}{llllllllll}7 & 0.701 & 0.768 & 0.758 & 0.127 & 0.371 & 0.815 & 0.769 & 0.296 & 0.862 \\ 0.436\end{array}$ $\begin{array}{llllllllll} & 0.782 & 0.446 & 0.288 & 0.863 & 0.455 & 0.828 & 0.441 & 0.347 & 0.928 \\ 0.319\end{array}$ $\begin{array}{lllllllllllllll}10 & 0.468 & 0.563 & 0.094 & 0.278 & 0.017 & 0.555 & 0.888 & 0.073 & 0.056 & 0.238\end{array}$ $\begin{array}{llllllllll}11 & 1.011 & 0.313 & 0.899 & 0.867 & 0.283 & 0.893 & 0.998 & 0.176 & 1.103 \\ 3.321\end{array}$ $\begin{array}{lllllllllll}12 & 0.392 & 0.673 & 0.858 & 0.823 & 0.049 & 0.112 & 0.431 & 0.737 & 0.110 & 0.631\end{array}$ $\begin{array}{lllllllllll}13 & 0.971 & 0.428 & 0.494 & 0.710 & 0.262 & 0.809 & 0.888 & 0.015 & 0.111 & 0.286\end{array}$ $\begin{array}{lllllllllll}14 & -.318 & 0.456 & 1.160 & 0.490 & 0.738 & 1.783 & 0.629 & -.706 & -.407 & 4.216\end{array}$ $\begin{array}{lllllllllll}15 & 0.375 & 0.716 & 0.637 & 0.681 & 0.690 & 0.252 & 0.111 & 0.309 & 0.509 & 0.864 \\ 16 & 0.187 & 0.248 & 0.330 & 0.153 & 0.623 & 0.211 & 0.946 & 0.624 & 0.212 & 0.481\end{array}$ $\begin{array}{llllllllllllll}7 & 0.350 & 0.255 & 0.666 & 0.073 & 0.051 & 0.784 & 0.813 & 1.017 & 0.711 & 0.622\end{array}$ $\begin{array}{lllllllllll}18 & 0.693 & 0.137 & 0.842 & 0.703 & 0.208 & 0.067 & 0.441 & 0.849 & 0.286 & 0.323\end{array}$ $\begin{array}{llllllllllll}19 & 0.357 & 0.779 & 0.508 & 0.403 & 0.664 & 1.011 & 0.182 & 0.835 & 0.104 & 0.048\end{array}$ $\begin{array}{lllllllllll}20 & 0.670 & 0.802 & 0.060 & 0.760 & 0.619 & 0.024 & 0.362 & 0.203 & 0.325 & 0.567\end{array}$
11.,.1. $1=2$, remtine.it



$0.893 \quad 0.415$ 0.509 $1.1000 .350 .4110 .1840 .1610 .339 \quad 0.151$
$\begin{array}{lllllllllll}3 & 0.863 & 0.415 & 0.609 & 1.000 & 0.348 & 0.411 & 0.184 & 0.161 & 0.3 .39 & 0.151 \\ 4 & 0.786 & 0.177 & 0.718 & 0.726 & 0.813 & 0.609 & 0.871 & 0.151 & 0.633 & 0.031\end{array}$
$\begin{array}{lllllllllll}6 & 0.352 & 0.380 & 1.000 & 0.686 & 0.849 & 0.435 & 0.808 & 0.019 & 0.143 & 0.539\end{array}$
$\begin{array}{lllllllllll}6 & 0.798 & 0.764 & 0.405 & 0.455 & 0.339 & 0.407 & 0.025 & 0.513 & 0.716 & 0.237\end{array}$ $\begin{array}{llllllllll}0.034 & 0.605 & 0.009 & 0.752 & 0.137 & 0.352 & 0.218 & 0.535 & 0.200 & 0.780\end{array}$ $\begin{array}{lllllllllll}8 & 0.344 & 0.444 & 0.523 & 0.897 & 0.667 & 0.674 & 0.992 & 0.131 & 0.572 & 0.030\end{array}$ $\begin{array}{lllllllllll}0 & 0.426 & 1.460 & 1.243 & 0.351 & 0.254 & 0.430 & 1.084 & 0.685 & 0.778 & 0.352 \\ 10 & 0.300 & 0.899 & 0.128 & 0.941 & 0.426 & 0.069 & 0.781 & 0.431 & 0.418 & 0.702\end{array}$ $\begin{array}{lllllllllll}11 & 0.801 & 0.728 & 1.404 & 1.437 & 1.135 & 0.752 & 0.866 & 0.279 & 0.721 & 0.891\end{array}$ $\begin{array}{lllllllllll}12 & 0.112 & 0.743 & 0.654 & 0.791 & 0.562 & 0.093 & 0.742 & 0.485 & 0.525 & 0.282\end{array}$ $\begin{array}{llllllllll}13 & 0.982 & 0.384 & 0.837 & 0.857 & 0.294 & 1.004 & 0.027 & 0.051 & 0.869 \\ 14 & 1.8684\end{array}$ $\begin{array}{lllllllllll}14 & 1.288 & -1.23 & 0.336 & 1.391 & 1.179 & 0.737 & -.003 & 0.429 & -.201 & 0.208\end{array}$ $\begin{array}{lllllllllll}15 & 0.414 & 0.962 & 0.220 & 0.499 & 0.605 & 0.159 & 0.873 & 0.463 & 0.157 & 0.540\end{array}$ $\begin{array}{lllllllllll}16 & 0.842 & 0.444 & 0.121 & 0.922 & 0.676 & 0.164 & 0.783 & 0.703 & 0.184 & 0.777\end{array}$ $\begin{array}{lllllllllll}17 & 0.106 & 0.740 & 0.163 & 0.305 & 0.151 & 0.399 & 0.629 & 0.814 & 0.836 & 0.573 \\ 18 & 0.531 & 0.037 & 0.875 & 0.174 & 0.861 & 0.719 & 0.144 & 0.785 & 0.191 & 0.331\end{array}$ $\begin{array}{lllllllllll}18 & 0.631 & 0.037 & 0.876 & 0.174 & 0.861 & 0.719 & 0.144 & 0.785 & 0.191 & 0.331 \\ 18 & 0.702 & 0.165 & 1.179 & 0.435 & 0.814 & 0.728 & 0.184 & 0.858 & 0.578 & 0.343\end{array}$ $\begin{array}{lllllllllll}20 & 0.874 & 0.948 & 0.030 & 0.406 & 0.767 & 0.652 & 0.868 & 0.794 & 0.569 & 0.587\end{array}$
$11,3, l=3$

| i\j | 1 | 2 |  |  | 5 | 6 |  |  |  | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.582 | 0.57 | 30 | $0.7 \%$ | 0.405 | 0.817 | . 026 | . 196 | 0.501 |  |
| 2 | 0.340 | 0.524 | 0.724 | 0.245 | 0.639 | . 789 | 1.023 | 1.017 | . 102 | 0.905 |
| 3 | 0.40 | -. 035 | 0.823 | 0.660 | 0.103 | . 622 | 0.595 | . 89 | . 35 | 0.34 |
| 4 | 0. | -. 392 | 106 | 202 | 0. 14 | 0.818 | 0. 194 | -. 196 | . 02 | 0.88 |
| 5 | 0.72 | 1.011 | . 748 | 84 | 77 | 0.8 | 0.45 | 8 | 1.65 | 0.230 |
| 6 | 0.097 | -. 020 | 0.453 | -. 049 | 0.284 | 0.423 | 0.5:3 | . 190 | -. 976 | 0.76 |
| 7 | 0.924 | -. 138 | 0.214 | 0.203 | 0.621 | 0.438 | 0.534 | 0.363 | 0.085 | . 38 |
|  | 0.816 | 0.645 | 0.469 | 0.506 | 0.452 | 0.617 | 0.670 | 0.787 | 1.403 |  |
|  |  |  |  |  |  |  |  |  |  |  |

II.,,$l=3$, contimu. 1

 $\begin{array}{llllllllll}-.099 & 0.048 & 0.784 & -.264 & 0.178 & 0.108 & 0.704 & 0.091 & 0.717 & 0.165\end{array}$ $\begin{array}{lllllllllll}3 & -.040 & 0.032 & 0.453 & -.174 & 0.667 & 0.097 & 0.007 & 0.272 & 0.160 & 0.781 \\ 4 & 1.083 & 0.133 & 0.134 & -.684 & 0.605 & 0.538 & 0.445 & 0.892 & -.063 & 0.502\end{array}$ $\begin{array}{lllllllllll}1 & 1.083 & 0.133 & 0.134 & -.684 & 0.605 & 0.538 & 0.445 & 0.882 & -.063 & 0.602 \\ 5 & 0.876 & 0.634 & 0.699 & -1.37 & 0.749 & 0.303 & 0.879 & 0.210 & 0.974 & 0.278\end{array}$ $\begin{array}{lllllllllllllll}6 & -2.12 & 0.248 & 0.657 & 1.462 & 0.592 & 0.445 & -728 & 0.790 & -.220 & 0.902\end{array}$ $7 \quad \begin{array}{lllllllllll}-.173 & -.262 & 0.413 & -1.23 & -.154 & 0.538 & -.192 & 0.732 & 0.088 & 0.348\end{array}$ $\begin{array}{lllllllllll}8 & 0.133 & 0.172 & 0.674 & -.331 & 0.807 & 0.450 & 0.470 & 0.833 & 1.063 & 0.077\end{array}$ $\begin{array}{lllllllllllll}0.422 & 0.824 & 0.037 & 0.080 & 0.522 & 0.447 & 0.603 & 0.313 & 1.460 & 0.823\end{array}$

$n_{i 1}$

| 1 | 1 |  | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.170 | -. 54 | 0. |
| 2 | 0.855 | 0.004 | 1.379 |
| 3 | 0.139 | 0.585 | 0.627 |
| 4 | -.025 | 0.518 | 2.196 |
| 5 | 0.115 | -. 006 | 2.158 |
| 6 | 0.490 | 0.225 | 1.449 |
| 7 | 0.245 | 0.251 | 0.457 |
| 8 | -. 083 | 0.074 | 0.416 |
| - | 0.835 | -2.09 | 0.066 |
| 10 | -. 235 | 0.889 |  |
| 11 | 0.718 | 0.053 |  |
| 12 | 0.199 | -. 241 |  |
| 13 | 0.012 | -. 324 |  |
| 14 | 0.094 | 0.155 |  |
| 15 | 0.828 | -. 215 |  |
| 18 | 0.288 | 0.839 |  |
| 17 | 0.130 | -. 335 |  |
| 18 | 0.916 | -. 651 |  |
| 19 | 0.182 | -.405 |  |
| O | 0.193 | 0.240 |  |

$m i$

| 1 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
|  | 0.680 | 1.118 | 0.595; |
|  | $0.3 \% 8$ | 0.293 | 1.498 |
|  | 0.199 | 0.310 | 0.698 |
|  | 0.481 | 0.333 | 0.681 |
|  | 0.807 | 0.651 | 3.120 |
|  | 0.639 | 0.305 | 1.86, |
|  | 0.382 | 0.352 | 1.236 |
|  | 0.872 | 0.33 | 1.081 |
|  | 0.348 | 4.554 | 0.384 |
| 10 | 0.782 | 0.004 |  |
| 11 | 0.383 | 0,648 |  |
| 12 | 0.430 | 0.53 | ----- |
| 13 | 0.434 | 0.497 | ----- |
| 14 | 0.889 | 3.153 |  |
| 15 | 0.313 | 0.429 |  |
| 10 | 0.738 | 0.078 |  |
| 17 | 0.390 | 0.833 |  |
| 18 | 0.897 | 0.776 | ----- |
| 19 | 0.280 | 0.5870 |  |
| 20 | 0.153 | 0.008 |  |

1,1
i\1 112
$1 \begin{array}{lll}1.0 .059 & 1.005 & 0.681\end{array}$
$\begin{array}{llll}2 & 0.291 & 0.820 & 0.72 \\ 3 & 0.612 & 0.268 & 0.387\end{array}$
$\begin{array}{llll} & 0.747 & 0.443 & 2.67\end{array}$
$\begin{array}{llll}0.240 & 0.453 & 1.24\end{array}$
$\begin{array}{llll}0.631 & 0.336 & 0.328\end{array}$
$\begin{array}{lll}0.518 & 0.447 & 2.281\end{array}$
$\begin{array}{lll}0.770 & 0.648 & 3.96\end{array}$
$\begin{array}{lll}0.852 & 2.037 & -1.8 \\ 0.968 & 0.004 & -.\end{array}$
$\begin{array}{ll}0.968 & 0.004 \\ 0.525 & 0.703\end{array}$ $\qquad$
$\begin{array}{ll}1.079 & 0.848 \\ 0.741 & 0.734\end{array}$
$\begin{array}{ll}0.364 & 3.434\end{array}$
$\begin{array}{ll}0.397 & 0.687\end{array}$
$\begin{array}{ll}0.798 & 0.079\end{array}$
$0.813 \quad 1.094$
$\begin{array}{lll}0.304 & 0.860\end{array}$
$\begin{array}{lll}18 & 0.066 & 0.629 \\ 20 & 0.608 & 0.028\end{array}$
$H_{i, 1} I=1$

$\begin{array}{llll}1 \\ 2 & 0.893 & 0.073 & 0.783\end{array}$
$\begin{array}{lll}0.740 & 0.646 & 0.067 \\ 0.677 & 0.270 & 0.936\end{array}$
$\begin{array}{lll}0.677 & 0.270 & 0.928 \\ 0.682 & 0.035 & 0.319\end{array}$
$\begin{array}{lll}0.682 & 0.036 & 0.34 \\ 0.618 & 0.142 & 0.363\end{array}$
$0.645 \quad 0.014 \quad 0.81$
$\begin{array}{lll}0.077 & 0.737 & 0.24 \\ 0.027\end{array}$
$\begin{array}{llll}0.802 & 0.300 & 0.271\end{array}$ $\begin{array}{lll}0.211 & 0.634 & 0.216 \\ 0.229 & 0.220 & 0.867\end{array}$ $\begin{array}{lll}0.229 & 0.220 & 0.86 \\ 0.131 & 0.201 & 0.52\end{array}$ $\begin{array}{llll}0.324 & 0.852 & 0.20 .3\end{array}$ $\begin{array}{lllll}13 & 0.680 & 0.807 & 0.811\end{array}$ $\begin{array}{lllll}14 & 0.650 & 0.065, & 0.878 \\ 15 & 0.254 & 0.00 & 0.80\end{array}$ $15 \begin{array}{lllll}15 & 0.254 & 0.609 & 0.835\end{array}$ $\begin{array}{llll}16 & 0.832 & 0.344 & 0.681 \\ 17 & 0.03 & 0.34\end{array}$ $\begin{array}{lll}0.109 & 0.837 & 0.198 \\ 0.858 & 0.338 & 0.082\end{array}$ $\begin{array}{llll}18 & 0.858 & 0.338 & 0.682 \\ 19 & 0.345 & 0.883 & 0.931\end{array}$ $20 \quad 0.122 \quad 0.030 \quad 0.012$
$11, \ldots,=2$

$\begin{array}{lllllllllllllllllll}1 & 0.690 & 0.090 & 0.416 & 0.617 & 0.329 & 0.607 & 0.629 & 1.078 & 0.491 & 0.282\end{array}$ $\begin{array}{lllllllllll}2 & 0.206 & 0.934 & 0.742 & 0.808 & 0.818 & 0.236 & 0.253 & 0.311 & 0.364 & 0.643 \\ 3 & 0.072 & 0.250 & 0.915 & 0.977 & 0.330 & 0.889 & 0.237 & 0.369 & 0.726 & 0.464\end{array}$ $\begin{array}{lllllllllll}3 & 0.072 & 0.250 & 0.915 & 0.977 & 0.330 & 0.889 & 0.237 & 0.369 & 0.726 & 0.464 \\ 4 & 0.031 & 0.668 & 0.062 & 0.546 & 0.312 & 0.251 & 0.592 & 0.065 & 0.933 & 0.767\end{array}$ $\begin{array}{lllllllllll}4 & 0.031 & 0.668 & 0.062 & 0.546 & 0.312 & 0.251 & 0.502 & 0.066 & 0.933 & 0.767 \\ 5 & 0.594 & 0.038 & 0.590 & 0.425 & 0.913 & 0.321 & 0.298 & 0.897 & 0.699 & 0.039\end{array}$ $\begin{array}{lllllllllll}6 & 0.922 & 0.872 & 0.390 & 0.414 & 0.855 & 0.272 & 0.110 & 0.677 & 0.751 & 0.182\end{array}$ $\begin{array}{lllllllllll}7 & 0.689 & 0.764 & 0.762 & 0.121 & 0.359 & 0.910 & 0.769 & 0.295 & 0.849 & 0.478 \\ 8 & 0.744 & 0.43 & 0.286 & 0.842 & 0.444 & 0.811 & 0.439 & 0.326 & 0.912 & 0.350\end{array}$ $\begin{array}{lllllllllll}8 & 0.744 & 0.436 & 0.286 & 0.842 & 0.444 & 0.811 & 0.439 & 0.326 & 0.912 & 0.350 \\ 8 & 1.448 & 0.381 & 0.787 & 0.338 & 0.343 & 0.299 & 0.729 & 1.534 & 1.253 & 2.109\end{array}$ $\begin{array}{lllllllllll}8 & 1.682 & 0.381 & 0.797 & 0.336 & 0.343 & 0.299 & 0.729 & 1.534 & 1.253 & 2.102 \\ 10 & 0.461 & 0.558 & 0.087 & 0.272 & 0.014 & 0.554 & 0.8 ล 7 & 0.064 & 0.046 & 0.271\end{array}$ $\begin{array}{lllllllllll}11 & 0.461 & 0.578 & 0.087 & 0.272 & 0.014 & 0.654 & 0.8 ล 7 & 0.064 & 0.046 & 0.271 \\ 11 & 0.171 & 0.112 & 0.253 & 0.648 & 0.132 & 0.310 & 0.833 & -.058 & 0.894 & 0.457\end{array}$ $\begin{array}{lllllllllll}11 & 0.171 & 0.112 & 0.253 & 0.648 & 0.132 & 0.310 & 0.833 & -.005 & 0.894 & 0.457 \\ 12 & 0.305 & 0.683 & 0.858 & 0.811 & 0.648 & 0.066 & 0.458 & 0.748 & 0.135 & 0.622\end{array}$ $13 \begin{array}{lllllllllll}13 & 0.987 & 0.426 & 0.5065 & 0.716 & 0.285 & 0.810 & 0.804 & 0.038 & 0.095 & 0.401\end{array}$ $\begin{array}{lllllllllll}14 & -1.34 & 0.607 & 0.879 & -.828 & 0.139 & 0.305 & 1.294 & -3.27 & 0.896 & 4.831\end{array}$ $\begin{array}{lllllllllll}15 & 0.361 & 0.702 & 0.569 & 0.614 & 0.577 & 0.2150 & 0.123 & 0.259 & 0.475 & 1.127\end{array}$ $\begin{array}{lllllllllll}16 & 0.190 & 0.345 & 0.330 & 0.1150 & 0.622 & 0.207 & 0.944 & 0.621 & 0.206 & 0.484 \\ 17 & 0.35 & 0.347 & 0.687 & 0.971 & 0.951 & 0.803 & 0.845 & 1.037 & 0.678 & 0.898\end{array}$ $\begin{array}{lllllllllll}17 & 0.285 & 0.247 & 0.687 & 0.871 & 0.951 & 0.803 & 0.845 & 1.037 & 0.678 & 0.888 \\ 10 & 0.831 & 0.177 & 0.891 & 0.767 & 0.252 & 0.105 & 0.530 & 1.038 & 0.34 & 0.684\end{array}$ $\begin{array}{lllllllllll}10 & 0.831 & 0.177 & 0.891 & 0.767 & 0.252 & 0.105 & 0.630 & 1.038 & 0.341 & 0.684 \\ 10 & 0.257 & 0.761 & 0.472 & 0.370 & 0.633 & 0.825 & 0.129 & 0.824 & 0.05,8 & 0.808\end{array}$ $\begin{array}{lllllllllll}10 & 0.670 & 0.802 & 0.060 & 0.760 & 0.619 & 0.824 & 0.362 & 0.203 & 0.326 & 0.556\end{array}$
$11, \ldots 1=2$, montimus

$\begin{array}{lllllllllllll}1 & 0.481 & 0.6,27 & 0.600 & 0.287 & 0.071 & 0.983 & 0.724 & 0.105 & 0.829 & 0.170\end{array}$ $\begin{array}{llllllllll}2 & 0.263 & 0.416 & 0.884 & 0.053 & 0.308 & 0.354 & 0.590 & 0.256 & 0.829 \\ 3 & 0.887 & 0.480 \\ 3 & 0.811 & 0.6149 & 0.867 & 0.348 & 0.406 & 0.165 & 0.184 & 0.327 & 0.462\end{array}$ $\begin{array}{lllllllllll}3 & 0.887 & 0.111 & 0.619 & 0.967 & 0.348 & 0.106 & 0.165 & 0.181 & 0.327 & 0.452 \\ 4 & 0.702 & 0.150 & 0.695 & 0.728 & 0.840 & 0.685 & 0.854 & 0.4 .44 & 0.573 & 0.028\end{array}$ $\begin{array}{lllllllllll}4 & 0.782 & 0.150 & 0.095 & 0.728 & 0.840 & 0.645 & 0.954 & 0.434 & 0.573 & 0.02 \mathrm{~A} \\ 5 & 0.313 & 0.382 & 0.065 & 0.020 & 0.812 & 0.430 & 0.739 & 0.040 & 0.110 & 0.542\end{array}$ $\begin{array}{lllllllllll}6 & 0.785 & 0.751 & 0.408 & 0.477 & 0.343 & 0.392 & 0.025 & 0.485 & 0.716 & 0.237\end{array}$ $\begin{array}{lllllllllll}7 & 0.020 & 0.003 & 0.016 & 0.700 & 0.128 & 0.345 & 0.220 & 0.528 & 0.198 & 0.788 \\ 8 & 0.342 & 0.433 & 0.514 & 0.892 & 0.569 & 0.845 & 0.894 & 0.113 & 0.505 & 0.032\end{array}$ $\begin{array}{lllllllllll}8 & 0.342 & 0.433 & 0.514 & 0.892 & 0.569 & 0.845 & 0.894 & 0.513 & 0.565 & 0.032\end{array}$ $\begin{array}{lllllllllll}0 & 0.683 & 2.302 & 1.885 & 0.787 & 0.568 & 0.895 & 1.831 & 0.617 & 1.542 & 0.509 \\ 10 & 0.300 & 0.894 & 0.129 & 0.846 & 0.428 & 0.061 & 0.784 & 0.172 & 0.421 & 0.702\end{array}$ $\begin{array}{lllllllllll}10 & 0.300 & 0.894 & 0.129 & 0.846 & 0.428 & 0.081 & 0.784 & 0.127 & 0.421 & 0.702\end{array}$ $\begin{array}{lllllllllll}11 & 0.675 & 0.209 & 0.399 & 0.691 & 0.759 & 0.132 & 0.136 & 0.110 & 0.305 & 0.863 \\ 12 & 0.100 & 0.830 & 0.696 & 0.762 & 0.575 & 0.077 & 0.809 & 0.487 & 0.570 & 0.308\end{array}$ $\begin{array}{lllllllllll}13 & 0.880 & 0.418 & 0.869 & 0.879 & 0.305 & 1.003 & 0.055 & 0.025 & 0.992 & 0.699\end{array}$ $\begin{array}{lllllllllll}14 & 1.752 & -.020 & 1.501 & 0.062 & 1.793 & -.851 & 2.434 & -.232 & 0.258 & 0.278\end{array}$ $\begin{array}{lllllllllll}15 & 0.1221 & 0.0292 & 0.261 & 0.535 & 0.536 & 0.117 & 1.044 & 0.399 & 0.206 & 0.457 \\ 16 & 0.839 & 0.441 & 0.118 & 0.820 & 0.574 & 0.167 & 0.78 & 0.088 & 0.18 & 0.777\end{array}$ $\begin{array}{llllllllll}16 & 0.839 & 0.441 & 0.118 & 0.820 & 0.574 & 0.157 & 0.78: & 0.688 & 0.185 \\ 17 & 0.114 & 0.790 & 0.217 & 0.363 & 0.478 & 0.401 & 0.58 & 0.775 & 0.891\end{array}$ $\begin{array}{lllllllllll}17 & 0.114 & 0.790 & 0.217 & 0.363 & 0.478 & 0.407 & 0.688 & 0.776 & 0.891 & 0.599 \\ 19 & 0.556 & 0.274 & 1.006 & 0.272 & 1.030 & 0.844 & 0.620 & 0.776 & 0.811 & 0.391\end{array}$ $\begin{array}{lllllllllll}18 & 0.5156 & 0.274 & 1.006 & 0.272 & 1.030 & 0.844 & 0.630 & 0.776 & 0.811 & 0.391 \\ 19 & 0.670 & 0.132 & 1.070 & 0.383 & 0.034 & 0.649 & 0.118 & 0.822 & 0.574 & 0.200\end{array}$ $\begin{array}{lllllllllll}20 & 0.874 & 0.948 & 0.030 & 0.4015 & 0.707 & 0.602 & 0.868 & 0.794 & 0.569 & 0.587\end{array}$




 $\begin{array}{lllllllllll}2 & 0.821 & 0.035 & 0.747 & -.114 & 0.783 & 0.048 & 0.311 & 0.019 & 0.3157 & 0.15,3 \\ & 0.144 & 0.005 & 0.749 & -.117 & 0.114 & 0.096 & 0.804 & 0.021 & 0.754 & 0.1156\end{array}$ | 3 | 0.327 | 0.054 | 0.165 | -.084 | 0.662 | 0.693 | -.012 | 0.341 | 0.272 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$4 \begin{array}{lllllllllll}0.119 & 0.339 & 0.238 & -.0054 & 0.610 & 0.431 & 0.260 & 0.488 & 0.388 & 0.603\end{array}$
$\begin{array}{lllllllllll}4 & 0.119 & 0.339 & 0.238 & -.00,4 & 0.510 & 0.431 & 0.260 & 0.488 & 0.3168 & 0.60 .3 \\ 4 & 0.617 & 0.162 & 0.430 & 1.742 & 0.731 & 0.323 & 0.774 & 0.009 & 0.189 & 0.274\end{array}$
$\begin{array}{llllllllllll} & 0.0655 & 0.481 & 0.560 & 2.222 & 0.1,87 & 0.621 & -.300 & 0.200 & 0.361 & 0.996\end{array}$
$\begin{array}{lllllllllllll}-.066 & 0.223 & 0.601 & -.1,04 & -.064 & 0.670 & 0.366 & 1.099 & 0.611 & 0.31,0\end{array}$
$\begin{array}{lllllllllll}8 & 0.600 & 0.823 & 1.010 & 0.117 & 1.054 & 0.312 & 0.824 & 1.233 & 1.323 & 0.071\end{array}$
$\begin{array}{llllllllll}0 & 0.330 & -.250 & 0.044 & -1.37 & 0.043 & 0.350 & -.544 & -.362 & 0.741 \\ 0.0 .1220\end{array}$

## Appendix C

```
    wis cre.c program mend input data such ag
            rorsion numbar
            number of pattorne ured for trainan
            - number of nadns in sach layor
            - laarning rate kappa and momentum tarm ata
            - criteria of stabla condition for larring
                poramotars,taft
    The output is xnd numbors tor lenrning parametere
    and input and desimad output poitern
    L.AST UPOATE FERRUNRY 27 1090
enntino pl 3.14159.26538
mncludn <std:o.h)
main()
int np, vortion
int np,
int n[4]:
Int J, laynr,noda, pattmrn, dode;
donh10 arands8();
douns. drand4B()
doubin con()
ta, knym, tanti
*Canc("%ペ. Avarsion);
*enme("Yd". *np);
```



```
fcant("Zt", keten);
scant(%ar, kkap, )
sanm(
print:("zd\n", votrion)
printl("%d zd yd %d\n", n[0],n[1],n[2],n[33);
mint1("%1 %\\n", stt.a, *appn)
minte("%,\\n".t.ast)
/0 printout th,op, and al */ 
i1 (varbion-m, ll varsion =- 2)\
for (aynr =1;
for (nodm - i; nodo<=n[lagar]; t+noda) {
prime1("%1 K: K1\m",drand48(),drand4B(),drand48());
}
```

e1sa if (vnrrion, ==3) $\quad / \cdot$ printout th only $/ /$
for (1ayor $=1 ;$ linarenl+1; + linyer) (
for (node $=1$; nodnen[tayer]+1; +1node) (
printe("/f", drandab())
printf("\n");
?
r
printi("error in varioion numhar....");
printi("e
${ }_{j}^{\text {goto }}$

- printout =onights a -
prints("\n"):

for (nodn $-1 ;$ nodoc-n[laynrlinyor) (node) $($

if $\left(j \dot{x}_{5}=-0\right)($
it $\left(j \psi_{s}=-0\right)($
printef(")n");
$j$
printe("\n")
$3 \quad \operatorname{printe}(" \ln n)$ :
$)$ printe("\n");

1- cranto pattarne-aimpia pattarine of
thata - - o. 0 ;
for (pattarn-1; patentn <- nf ; +1pnttarn) 1
printf( $\overline{\%} \% \% \% \times 1 n^{n},(1.0 / 3.0)!\cos ($ that.1 $),(2.0 / 3.0) \cdot \operatorname{con}(1$ hat. $)$

$\mathrm{t}^{\text {thnt. }} \mathrm{t}=(\mathrm{p} 1 / 2.0) /(\mathrm{np})$
ond:
print


|  |  |  |
| :---: | :---: | :---: |
| $1+$ | hipaita utasa | / |
| $1+$ | Dept. of Elactrical a Comp Eng. |  |
| $1 /$ |  |  |
| 1 |  |  |
| 1. |  |  |
| 1 |  |  |
|  |  |  |

2dntinn $\mathrm{PI} \quad 3.1415926536$
include <atdio.h>
$i^{\operatorname{man}()}$
double $\operatorname{sqrt}(), \cos (), \sin ()$;
doublin vers (); / return abroint valun of $1-\cos (q)$ )

 1011

$$
\begin{aligned}
& \text { | }-\cdots \text { es of patearns } \\
& \geqslant \text { of joint. }
\end{aligned}
$$

Int np, neyn, nj, foint, pattarn:
doyhl, ri, ri,r3,rx,ry,ry,rot,phi, x,y,z;
Houlle ans, n12, n13,
n2t, s22, n33, / transtormation matrix -/
n.31, n32, a.33;

1. input original 2-d vactorn +/




```
    scanf("X1", ktot); \(/+\) rotatinn angle in dagron
        phi = rot - (pi/180.0); \(/+\) convert into radian \({ }^{\circ} /\)
    for (pand input vartorn \(=1\); parn < np; patternta)
    for (joint \(=1\); joint \(<-n j\); joint \(4+\) ) \(\{\)
```



```
    ;
    1. road synthnsis input vectore of
    for (patterm -npti; pattorn <- mptneyn; Fatternt+) \{
        tcant ("\%f", *x2d[joint][pattern]);
        scant("Zf", ky2d[joint][pattnon]):
    f
    fo calculate tha others ordinatas \((x)\) o/
```



```
    \(x^{-0.0 i}\)
```


$x_{x+=}+\operatorname{sqrt}\left({ }^{(1 / 3.0)+(1 / 3.0)}\right.$

(y?d[joint][rattorn]-y2d[joint-i][rattern]) );
$x 2 d[j o i n t][$ [natetern] $=x$;
\}
/t calculato conrdinatn of unit vector $r$, (rx, ry.rz) e/

$r y=r 2 / \operatorname{sqrt}(r i r r 1+r 2 \cdot r 2+r 3 r 3) ;$
$r z=r 3 / \operatorname{sqrt}(r i \cdot r 1+r 2 t r 2+r 3 \cdot r 3)$
/4 calculato transformation matrix ${ }^{\prime} /$

$12=$ rxary+vars(phi) $-r z+\operatorname{rin}(\rho h)$
13 - rxtrztvare(phi) + ryorin(fhi)

3.3 - rytryenars(phi) $+\cos \left(p^{h} 1\right) ;$
nill - rxaravers(phi) -rytrin(phis


/t enlenlaten trameformad input vactorn in ad of
for (pattorn - 1; pattann e nri patiarnte) (
or (joint - 1 ; joint (-n); joint 4t)
xad[joint][patiorn] $=n 11+x \operatorname{xad}[j 0 \leq n t][p a t e n+n]$



\}
/4 cilenhate transformed eynthasis input vectore in 3d */ for (pattam =nptl; pattarn e= npineyn; pattemit) 1. end-nifnctor */


-3d[joint][nitent ans. yat[joint][pattarn]; $23 d[j o i n t][$ pattern] $=\mathbf{a 3 1 0} \times 2 d[j o i n t][$ [patenrn $]$
${ }^{3}{ }^{3}$ Df:bu
14 print out tasult for basic-praphic progron only*/
for (pattarn $=1 ;$ pattern $<=\operatorname{mp}_{\mathrm{i}}$ patternt+)


$\}$
$\}$
for (pattarn $=1$; pattern $\ll$ np; patternt+) $($
for (joint $=1 ;$ joint $<=n j ;$ joint + ) ( prints("DATA \% \% \% \%rın",
xa[joint][rattarn], y3d[jnint][pattarn]. z3d[joint][pattern])
$\}$
3
mendif
or (pattern $=1$; pattern $<=$ np; patternt)
printt("\n");
for (joint $=1 ;$ joint $<=n j$; joint ++ )

s3d[joint][pattern],y3d[joint][pattern]
3
prente ("\% \% \% \% $\pm \backslash$ n" $^{\prime \prime}$,
x3d[joint-1][pattern],y3d[joint-1][pattarn],
2.3d[joint-1][pattern]);
)
for (pattera -npt1; pattorn <- nptncyn; pattearntt)(
printif("\n");
for (joint $=1 \quad$;
if $($ jo:nt

x $3 d[$ [joint] [pattnin], yad [joint] [rattorn]

3

/P Inke datn o/
, 1

x3d [joint-1) [patinm] ,yzu[joint-1][pattarn], z.3d[joint-1][pattorn]);

3

1/ mid of main()
doublin vars (g)
doub1n si
raturn(1- $\cos (\mathrm{s})$ ):
${ }^{3}$

dafine Dellug
include <stdio.h>
$\sum_{i}^{\operatorname{man}()}$
/retart of main().

dounhe quad ();

1. raturn xax $1 /$

 | 1 |
| :---: |
| 1 |
| 1 |
| $100]$ |
| 100$]$ |

- $\cdot$


$1 /$






```
doublo ai[f0][3], /* alpha to be trainod */
    M1[50][3],
    gal[50][3], /* grand father of al */
    dal[50][3]; /* dolta or gradiont of alpha -/
doubln otta, kappa; * larning rata a momentum term
double test;
double n, b, c, z, s,fi
int varsicn; /0 varsion 1. alpha and upsilon, togethar pith
    and th, arn included as loarnjeg parameters
    output modersalunyg positiva values
    arsion 2. idem varrion 1 oxcopt nodes output
    an to nogntivo valuns
    varion 3. alpha and upfilon are mot includad
    outpat noderi aluays posit/
int np, nin
/t number of pattarn (% (fod-foramard nn) */
int pittarn, loyor, nods, j, i; /% looping countara e%
long int itcount;
    /* itaration countar */
    ation limit 4/
int n[4];
* etorn" of nodes in asch laynr +/
```



``` acant ("Za", Avaraion);
```





```
if ( (vareton \({ }^{-1}\) 1) 11 (varrion -- 2) )
for (1ayor - 1 ; layne <-nl; itlaynr) (
for (nade -1 ; node \(<=\) n[linyar] ; + +nona \()(\)
```



```
nat [nodn] [laynr] \(=0\);
位
```





```
henodelthyor] \(=0\);
dal[node] [layor] \(=0\);
3
/4 and ot if varsion 1 or retsion 2 */
-1Ee if (version \(=3\) )
for (layer \(=1\); laydir \(<=\) nl ; +tlayar)
or (node \(=1\); modesen[linyar] ; t+nodn)
scant("Zf", xth[node][1ayar])
\(\mathbf{x [ n o d a ] [ i n y o r ]}=0_{i}\)
net \([\) node \(][1 \mathrm{ayar}]=0_{i}\)
hoennt[nodel [layar] \(=0\);
\(E^{\text {th }}\) [noda \(][1\) ajer] \(=1\) th[node] [1ayor] \(=\) th[noda] [1aypr];
dth[nodo] [1ayar] \(=0\);
j \(/ 1\) ond of if Version 3 ./
also f
printif("errar in varfion number, pienso check it. byo.. \(\mathrm{nn}^{\prime \prime}\) ) Efoto andi
3
for (1ayar = 1; layer <-nl ; t+1ayer) (
for (node \(=1\); noda \(<=\) n[layer] ; + thade) \((\)
for ( \(j=1 ; j<=n[\) naler -1\(] ;++j\) ) \([\)


3
3
3
3
1. input pair of pattorn */

for (nodn \(=1\); nodn e- n[n1]; nodett)
fanf("̌ヶ", kxd[nodn][pattarn])

3

11 (varifion \(=1)(\)
do\{
itrount 4- 1 ;
if (itcount -- nc) goto ritr;
baginning of forvard pass *
or (pattarn - 1 ; pattorn © ap; itputtern)



\(=0.0\);

)
not [nodn][1ayar] \(=z+\) th[node] [1aynr];
\(f=\operatorname{axp}(-a][\) noda \(][1 a y \operatorname{ar}]\) met [nodo] [1ayer]); \(x\) [node] [1aynr]-up[node][1aynr]/(1+1);

3
3
/- ond of input layor */
alre \(\{\) / hidden layer to output layar 4/
 \(z=0.0\);

3
not [node] [layer] \(=z+\) tb[node] [1ayer];
 \(x\) [nodio] [1ayer] \(]\) ur [node] [1ayor]/(1+f);

```

        z=0.0;
        or (j= j ; < n[layer-1]; ;+j){
            z+=|[node][j][layer] * xi[j][pattern];
            not[nodn][1nyer] = z t th[node][1ayar];
                f=nxp(-nl[nade] [1-yer] *net[node][1agar])
                x[node][laynr] =up[node] [1ayer]*,
    }
                                    /* ond of infut layor */
        *l:0 { /* hidden layer to output layar */
        for (nodo = 1; modn <= n[layar] ; t+node){
        * = 0.0;
        for (j = 1; j<< n[1ayer-1] ; ++j){
        z=w[moda][j][1ayar] * x[j][laynr-1]:
                nat[node][{aynr] = z+th[noda][1aymr];
                t-nxp(-al[nodn][1ayor]!mat[node][1aynr])
                x[mode][inyar] n\rho[moda][layar].
                (1/(1+f)-0.6):
                    /* nod of nlen :/
    4 and of formard pmen "/
    - bagimamg of backuazd pare -/
    for (1ayar- nl; liayar >0; --1ayar)(
    if (1aynr--n)(1, output layar */
    for (nodn-1; nodn <- n[n1]; tmodn)(
            xt[noda][putenrn] - x[nodn][n]];
    106+6+6+"
a = - (xd[nodn][pattarn] - x[noda][nI]);
b=x[nodn][n]]/ap[notn][n1];

```

```

            thonnt[[node][n1] =a*c*n1[nodn][n]];
            for (j=1; j<=n[nl-i]; + +j){
    ```

```

                [nodn][j][n]]=10[nodn][j][n]] + da[nodn][j][n]]+
    ```

```

                        g口[nodn][j][nl] =fu[nodn][j][n1];
                            Mam[0 naxt j */
                            th[nodm][n1] = - ottr a a cennl[noda][m1];
                            dup[noda][n]] = - otta:a: b;
                            * * a c + net[nodn][mi];
                            Eh[nodn][n1] = 1th[nona][n1] + dth[noda][n]] +
    ```

```

                            up[nodo][n1] ={up[nodn][n1] + dur[node][n1] ;
                            knppה * (mup[nodn][n]]-gup[nodn][n1]);
                    lmodn][n1] = fal[nodn][n1] + dal[nodn][n1];
                    th[nodn][n1] =fth[node)[n1]; (fn][nodn][n1]);
                    th[node][n1] = fth[node][m1];
                    gur[nodn][n1] = =up[nodn][n1];
                    M,
    ```
```

gal[nede][ni] = fal[nedu][n1]:
failmodn][nl] = =al[node][nl];
N\& next node %/
| and of output lager */

```
\}
for (mode \(=1\); mode e n[liynar) ; t+node)
\(\rightarrow=0.0\);
for (i - 1 ; i <- n[tayer-1] : t+i) (
\(a+=\) thoenet \([i][1\) ayerti] \(\cdot\) u[i] [nade] \([1 a y a r+1]\);
\(c=(x[\operatorname{modA}][1\) anar \(]+0.50\) up \([\) noda \(][1 a y e r]) \cdot(0.5-b)\)
thonnt[ [Dode] [1ayer] \(=a \cdots c\) al[node][1ayar];


fu[node][j][1ayer] + du[nodn][j][1ayar] +
kappa * (fu[noden][j][1ayer] -gu[node][j][1ayer])

3



th[mada] [linyor) \(=\)
fth[noda) [1aynr] : dih[nodn][1nynr] +
 aptnota] [1ayir] =


1 madn][1ayar] \(=\)

feth[noda][1ayar] =fth[nodn][1aynt];
ten[noda][1.nyor] \(=\) th[nodn] (inyor);



3
3
3 al[node] [laynr] \(=\) nilnode] [1ayor]
\% nod of olene/
/P next layne "/
fond of backuard paes of
/ next pattarn o/
```

/4 rhack bhan to Etop */
goto skip?: /++.0." nkij thik part of program, Eava tima.......*/
%)
simeqma}=0
num}-0.0
for(pattorn = 1; pattarn<< np; itpattorn) {
lol

```
,


```

* 3-D trajectory
Frogram name :fr.c. This frogram read data that had alfeady been
trained by bp.c and calculatm the presented input data through
* forward pass procedure and print-out the comparigon betecen derired *
or actual output and \#x output.
\#ineluda <stdio.h>
tincluda <math h>
Edofina PI 3.141592653

```

\section*{\(i^{\min ()}\)}
``` /6tart of main() \(\cdot /\)
double \(\operatorname{mpl}(), \operatorname{sqrt}() ;\)
    double fabe(),quad();
doubla xi[50][50].; /* input, pattarna "/
    xd[f0][s0]. /O desirad output, jurt for output comparimon o/
        x[f0][50], /: Output nodno in hidden layare of
        mot[bo)(3): /- (aum of प0x) + thrachold th 0/
Houbla u[fo][fo][3]; /f trainad enighte t/
doubla th[s0][3]; /P trainat thramhold of
dowha, up[{0][3]; /* trainad upitlon P/
doubla nl[f.0][3]; /P traimad alpha +/
doubl* }2,1
    dnubl= xdar[4], yder[4], zder[4]
    doubla xact[4], yact[4], zact[4];
    double zphy[4]; /roqnirad to mikn tha eystom phyrically rnalizablat/
    double arr[4]:
    doubln otta, kappa, tast, rigma, rum, nertot;
int verrion,np,nin. nl, Fattern, ligar, nodo,dodn, j,i
int n[4];
int flag;
n1 = 3; ;
/* read data from backprop.dat and initinlize parameters */
- rend important paramotore *
scimf("Yd",kversion);
8самf("%,d",knp);
```



```
    6canf("\not&t",ketta);
    scant("yf", kkapma)
    scanf("Y: Zf",8test, Nsigma_)
    scant("Yd", xitcount)
    scint("%d", tain);
*_rad 1marning paramtare ol
    it'((varsion F=1) 11 (vorsion = 2)){
```




\}
$\}$
otea if (varrion == 3)
for (1ayar = 1 ; layar $<=$ n1 ; +1layar) $\{$
for (node $=1$; noth $<=$ n [linyer $] ;+$ noda $)($ scant("\%, ", xth[node][tayar]);
ap [nodn] $[1 a y$ ar $]=1.0$;
[noden $]$ [lager] $]=0.0 ;$
\}
\}
alsa printt("arfor in varsion numbar, planeo chack it. bya...nn"); gito and;
3
for (1nyar - 1 : layar <-nl ; thayor

neant ("Ye n, kutnoitn][j][1nyar));
J
10 nud of rand data and intializad parnmatars of
/0 initializa tnput mitrix, tobe calculated by wn */
.......

- Mite atl donitnd valuan, xd, mant ba phynically roalizabla 1 -
for (pattern-1; pattarn <- nin; ${ }^{\text {thrattarn })}$
or (nodn $=1$; nods <<n[nl]; node - node +1 )


\}
10 print handar */
printt("\n");
printt (" $\left.\backslash \mathrm{n}^{\prime \prime}\right)$;
 printe (" has bann trained aithln").
if(tect==1)¢

elset
 printf (" test=\%f\n",test);
printe ("varcion $=\%$ and training time $=\%$ deration\n", vorsion,itcount); printef("\n");
分



```
print:("xD-xn yo-rn 20-zP LT, ERR.\n");
```



```
printf("\n");
* bogining of formard poss - 
    pattern = 0.0;
    *hile (1+pittern <-nin )f
        ior(1ayer = 1; layor <= al; + + layer)\
            for (node = 1; noda < n[layar]; f+nadn){
            z=0.0;
                    for ( }\textrm{j}=1\mathrm{ ); j <= n[1.ayar-i]; +1j)\
                    zt=a[noda][j][layer] - xi[j][pattorn];
    1
                    net[node][1ayer] = z+th[node][1nymy;
                            f-oxp(-n)[nodn][1ayar] mat[noda][narar]);
                            if ((version = 1) || (varsion =-3)){
                            , x[mode][1ayar]-u[[nod0][1ayar]/(1+1);
                    %
```



```
                    (1/(1+1)-0.5);
                    }
    }
                                    1. and of input layor */
        Mlref /4 hiddan laynr to output lnyar //
        for (node:
```



```
}
                                    not[node][{aror] - z+th[nodn][1arynr];
```



```
                            \[node][1) == 11 (varrion =- 3))
                            x[nodn][1.nyrr]-up[nodn][1aynr]/(1+1);
                    if (varrion =- 2)
                x[mode][1ayer] - up[moda][1.yor] .
        s-
    }
/* and of lorvard pass %
```

/ ${ }^{\text {printout result }}$ //
fa initialization o/
$x d a r[0]=x d e s[i]=x d n c[2]=x d e s[3]=0.0$

dan $[0]=7 \mathrm{dan}[1]-\mathrm{zdar}[2]-z \mathrm{dan}[3]=0.0 ;$
xact $[0]-x a c t[1]-x a c t[2]=x a c t[3]=0.0$
yact $[0]-$ yaret $[1]-y \operatorname{sect}[3]-$ yact $[3]=0.0$
zact $[0]$-zact $[1]$-zact $[2]$-zact $[3]=0.0$
Phy $[0]=z \mathrm{phy}[1]-z \mathrm{phy}[2]-z \mathrm{phy}[3]=0.0$
far (node $=1$; noda $<=n[3]$; node $=$ node +3 ) 1

.+............................................................................
it (nods $=-1)($
xies $[1]=\operatorname{xd}[$ nodn $][$ pattern $]$;
ydon $[1]=x a[$ nodn +1$][p a t t a r n]$;
ados $[1]=$ radnodata $]$ [pattarn]
$\operatorname{act}[1]=x[$ node $][n 1]$;
zart $[1]=x[$ node +2$][n 1]$;
if (zact[1]-zact $[0]<0) t$
phy[1] $=7$ phy $[0]-\operatorname{sqrt}((1 / 3.0) \cdot(1 / 3.0)$
-quad(xact[1]-xact[0])
3
-phy $[1]$ - - phy $[0]+\operatorname{aqre}((1 / 3.0) \cdot(1 / 3.0)$ -quad(ract $[1]-\mathrm{race}[0])$,
1

print: ("--a-- ----- --.-- $\left.{ }^{-1}\right)$;
fica



- calculating and printing arror •
it $\{x \mathrm{Ana}[1]-9.0)($
${ }^{\mathrm{f}} \mathrm{r} \mathrm{in}$
atro 1


ydar[1]-yacte[1], zder[1]-7phy[1], Eqrt(orr[1]))
/ $/ \mathrm{ond}$ of nors $=1 \%$
if $($ node $==4)$ (


xact $[2]=x[n \cos A][n 1]$;
$\operatorname{sact}[2]=x[\operatorname{nod}(n+1][n 1]$
zact $[2]=x[\operatorname{mode}+2][\mathrm{n}]]$;
if (zact[2] - zact[1] < 0) (
$\mathrm{zphy}[2]=\mathrm{zphy}[1]-\operatorname{sqrt}((1 / 3.0)+(1 / 3.0)$



[^0]:    ${ }^{1} T_{6}$ is the matrix representation of $f(q)$ in Eq. (1.1) and $d T_{6}$ is the differential change matrix.

[^1]:    ${ }^{2}$ Singular configurations happen if at points $\mathrm{q}_{s}$ in the joint space, the Jacobian $J$ is rank deficient. These are the points where infinite $\dot{q}$ could be chosen in order to maintain a given finite $\dot{x}$.

[^2]:    ${ }^{3}$ They simulated a 4 -link manipulator moving along a straight line path with constant velocity in the vertical direction in a 2 -dimensional $(x, y)$ space.

[^3]:    ${ }^{4}$ the derivative of $E$ with respect to $X_{i, l}$ (the output of all the nodes in each layer).

[^4]:    ${ }^{1}$ the derivative of $E$ with respect to $X_{i, l}$

