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#### Abstract

This dissertation extends the application of parameter plane techniques to a number of areas. Specifically, the parameter piane technique can now be used to determine absolute stability, relative stability, and the location of roots of the closed-loop characteristic equation of systems containing both lumped and distributed parameter elements. The advantages of utilizing this technique are that results can be obtained as two system parameters are varied simultaneously and higher order systems can be treated as easily as low order ones.


Investigation of the mapping of real roots resulted in the derivation of a theorem which relates the number of real roots of the characteristic equation when parameters specify a given point in the parameter plane with the number of tangents which can be drawn from the operating point to certain segments of the zeta equals $\pm 1$ contours.

The parameter plane is also used to treat systems containing a hypothetical element whose transfer function is a member of the set of functions $\exp \left(-(s T)^{p / q}\right)$ where $p$ and $q$ are integers and $p$ is less than $q$. The technique developed here involves two different mappings. The first mapping transforms the s-plane equation into a complex $w$-plane in which the equation is single valued and then parameter plane mapping techniques are applied. In addition, the parameter plane technique is also extended to systems containing elements with transfer functions of the form $\exp \left(-\left(\mathrm{s}^{\mathrm{p}} \mathrm{T}\right)\right)$ 。

The predictor configuration described in the literature and used to compensate transport lag in the plant of a feedback system is investigated fior systems with plants containing distributed parameter elements . The difficulty with this configuration of exactly synthesizing the distributed element in the auliliary predictor loop is overcome through use of one of a set of rational polynomials for the distributed parameter element. A system with distributed lag is analyzed applying the newly extended parameter plane method in order to determine which polynomial approximation is optimum for the system under consideration. Also, the method is used to show how parameters associated with the polynomial can be chosen to make the system stable with wide gain variations and also achieve a minimum of damping of the transient response compared with the
uncompensated system.

Several methods are derived for estimating the transient response of feedback systems with distributed parameter elements. The concept of the response consisting of the sum of rational and irrational terms is introduced and attention is focused initially on the rational portion of the response. A geometric interpretation is presented for the time to first peak, $T_{p}$, and the amount of first overshoot, $M$, for the case of distributed lag in terms of roots and zeros of the closed lopp transfer function transformed into a new complex plane. This interpretation assumes that one pair of roots are dominant. In addition, a set of curves are presented which show the relationship between $T_{p}, M$, and settling time $T_{s}$ and the s-plane location of the dominant root for systems with distributed lag.
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## CHAPTER 1

## INTRODUCTION

## 1-1. Purpose and Definitions

The primary purpose of this dissertation is to present to the engineer the menidis to design feedback systems containing both lumped and distributed parameter elements by means of parameter plane techniques. The use of these techniques, in conjunction with a digital computer, will enable the designer to investigate the stability and transient response of these systems when two parameters are varied simultaneously.

The specific goals of this dissertation are:

$$
1
$$

1. To extend the parameter plane technique to feedback systems containing distributed parameter elements with transfer functions of the form

$$
\begin{equation*}
F_{D}(s)=\exp (-d \quad \sqrt{(L s+R)(C s+G)}) \tag{1.1.1}
\end{equation*}
$$

2. To investigate applications of the parameter plane technique by which systems containing elements with transfer functions of the form

$$
\begin{equation*}
F_{D}(s)=\exp \left(-(s T)^{p / q}\right) \tag{1.1.2}
\end{equation*}
$$

can be analyzed for stability.
1 The parameters $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ chosen for the parameter plane are assummed to be associated with the lumped parameter elements in the system. Examples are gain and time constant.

The effect of both absolute and relative stability is considered when two free system parameters (such as gain and controller time constant) are varied.
3. To investigate the use of polynomial approximants which will maximize the allowable gain for a specified plant containing a distributed lag element. Specifically the class of polynomial approximants derived by Pierre [ 80] will be in a network configuration proposed by Smith [105] for transport lag and extended here to distributed lag.
4. To investigate techniques by which the transient response of systems with distributed lag can be approximated. The basis of this approximation is the extension of the dominant root philosophy developed by Mulligan [71] for lumped parameter systems.

In general, terms appearing in this dissertation will be defined as they are introduced. However, in the case of terms involving stability, the definition of terms are as follows:

- System stability - defined as limit $h(t)=0$ where $h(t)$ is the im$t \rightarrow \infty$ pulse response.
- Absolute stability - A linear system in which the transfer:function is analytic in the closed right half of the principal sheet of the s-plane (including the imaginary axis). Also "stability".
- Relative stability - A linear system in which the transfer function is analytic in a closed region to the right of a pair of conjugate radial lines on the principal sheet of the s-plane.


### 1.2. Potential Value of this Dissertation

Systems containing distributed parameter elements occur in many fields of science. Problems of distributed parameter feedback control arise as a consequence of efforts to control processes containing these elements. Some areas in which distributed parameter elements arise include:

1. Electrical Transmission Lines. When a signal is transmitted over a line, it is distorted, attenuated and delayed as a consequence of the parameters of the line.
2. Pneumatic and Hydraulic Lines. These lines are used when large forces are transmitted over short distances, as in movement of aircraft control surfaces, or when small forces are transmitted over long distances, as in temperature control of large buildings [57, 74, 90, 91] .
3. Temperature Dependent Processes. Thermostatic devices [ 16,17 ] and heat sensitive chemical processes [ $3,123,113]$ are subject to the laws of heat flow.
4. Control of Nuclear Reactors. The neutron diffusion processes within a reactor are distributed in nature $[95,42]$.

5 Applied Electronics. Distributed parameter problems include time delay equations characterizing electron energy distribution in a gas tube [ 28 ], and irrational and transcendental base transport factors in the performance equations of transistors [5,67]. In addition, the microminiaturization of electronic circuits has led to the development of new RC distributed parameter components [20, 43, 48].

6 Biomedical Research. Man has been characterized as a distributed parameter system and various sense organs respond distributively, see [112]. In addition, when a human being forms an inte ral part of a system [33, 46] his distributive characteristics [8] effects overall system performance.

7 Aircraft and Missile Control. Problems include the effect of time delay on the control of vertical and lateral motions [2] and, in missile control, the effects of combustion instability caused by time delay [ 26 ].

8 Economic Systems. Mans economic and organizational societies are characterized by distributed time delay elements [ 121 ].

The above mentioned applications illustrate the value and usefulness of formulation of problems in terms of distributed parameters. In addition to this, a new parameter plane technique $[98,99,29,30]$ has recently been developed in which linear feedback systems can be analyzed in terms of two free system parameters. This technique is superior to the root locus method developed by Evans [ 34 ]in which system performance can be investigated when only one system parameter (usually gain) is varied. One of the purposes of this dissertation is to extend the parameter plane technique to systems with distributed parameter elements. This is accomplished in Chapter 4.

A class of distributed parameter elements with transfer function

$$
\begin{equation*}
F_{D}(s)=\exp \quad\left(\quad-(s T)^{p / q}\right) \tag{1.1.3}
\end{equation*}
$$

is defined in Chapter 5. Gain and phase (ie. complex) functions for this class of element are also developed and the parameter plane technique is applied to feedback systems containing this type of element. The parameter plane technique is applied to a transformed complex plane in which the characteristic equation of the system is rendered single valued.

Smith [ 103 ] suggests that his linear predictor controller developed for systems with transport lag can be generalized but did not provide either analytic justification or illustrative examples. In Chapter 6,

Smith's predictor controller is extended to feedback systems with distributed parameter elements. In addition, a rational polynomial approximation of the distributed parameter element.is used in the local feedback loop and the parameter plane technique is applied.

A special type of feedback system, in which the distributed parameter element is a distributed lag, is also analyzed in Chapter 6, and the parameter plane technique is used to determine a polynomial approximant which renders the system absolutely stable with gain variation. Application of this type of system would be in atomic reactor control where safety is a prime consideration.

The transient response of feedback systems with distributed parameter elements, in general, i nvolves both evaluation of an irrational integral and evaluation of residues at roots of the system characteristics equation falling within the contour of integration. When dealing with systems containing distributed lag, several approximate methods of determining the transient response are set forth and compared in Chapter 7. Through use of these methods a designer can rapidly determine the system parameters to use in order to achieve a desired response.

## 1-3. Organization of the Dissertation

The dissertation proper consists of 8 chapters, with recommendations in Chapter 9 for continued work in this field.

- Chapter 2 consists of a review of the literature associated with control systems that contain distributed parameter elements. This literature is concerned with all techniques except parameter plane, which will be treated separately.
- Chapter 3 is a review of the history of parameter plane techniques starting from the work of Vishnegradski, and includes the contributions made by Niemark, Mitrovic, Siljak, Thaler, and Eisenberg.
- Chapter 4 consists of an extension of the parameter plane ${ }^{1}$ technique to feedback systems containing distributed parameter elements with transfer functions of the form

$$
\begin{equation*}
F_{D}(s)=\exp (-d \sqrt{(L s+R)(C s+G)}) \tag{1.1.4}
\end{equation*}
$$

- Chapter 5 consists of the development of techniques which will enable the application of parameter plane techniques to feedback systems containing distributed parameters elements with transfer functions of the form

$$
F_{D}(s)=\exp \left(-(s T)^{p / q}\right)
$$

- Chapter 6 consists of an extension of the Smith predictor technique to systems with distributed lag. In particular, a specific system containing a distributed lag element in its plant is analyzed.
- Chapter 7 contains the derivation of the unit step response of a feedback system with both lumped and distributed parameter elements. In addition, approximations to the transient response are also derived based upon extension of the dominant root technique.
- Chapter 8 presents a summary of the more important results of this dissertation.
- Chapter 9 contains recommendations for continued work which could lead to future dissertations.


## CHAPTER 2

REVIEW OF CONTROL SYSTEMS WITH LINEAR-TIME
INVARIANT: DISTRIRUTED PARAMETER ELEMENTS ${ }^{1}$

### 2.1 Introduction

A distributed parameter element is defined as an element characterized by a differential equation in two or more independent variables (usually, time and one or more space variables). A distributed parameter system is defined as one having one or more distributed parameter elements. In general, therefore, distributed parameter systems are characterized by partial differential equations in several variables as opposed to lumped parameter systems, which are characterized by ordinary differential equations involving a single independent variable.

In a control system with one or more distributed parameter elements, interest is usually focused upon the relationships between various quantities such as output response, error, etc. For example, in a control system containing a uniform transmission line, interest may be on the time relationship between the input and the output of the line. In this case, the actual distributed nature of the problem is disguised in that time is the only independent variable present, the space variable appearing as a constant.
Often many non-linear distributed parameter systems may be linearized for small signal operation about an equilibrium.

If a transmission line is distortionless, its output is a scaled replica of its input, delayed in time. Such response behavior is characterized as "transport lag." Equivalent terms used in the literature are "time delay", "dead time" [15, 23, 64, 65] "time lag" [1, 22, 53, 61] "transport delay" [56, 100] "distance velocity lag" [75] and "retarded variable" [ 83, 96].

Transport lag is but one special case of the distributed parameter element. Another well known form of the distributed parameter element is termed "distributed lag." Assuming zero initial conditions, the transfer function of a distributed lag element is characterized by an exponential raised to the half power of s. The distinction between transfer functions for systems containing 'transport lag" and those for "distributed lag" is that the singularities of the former are poles and/or an essential singularity at infinity while those of the latter are branch points.

Since most of the literature on distributed parameter elements in control systems is concerned with the analysis and synthesis of systems with transport lag, this literature review will be divided into two parts:
1.) Work concerning the analysis of control systems with transport lag is done in Section 2.2
2.) Work concerning the analysis and/or synthesis of controi systems with distributed parameter elements, other than transport lag is done in Section 2.3.

### 2.2 Transport Lag

Control systems with transport lag can be characterized by difference differential equations. Methods of solving these equations are directly applicable to the determination of the transient response of these systems. Since difference differential equations have been used to characterize various problems for approximately 200 years, a large body of literature has been produced concerned with classical methods of solution of these equations. Several books [ 9, 82] devoted to the theory of difference differential equations contain a description of these methods.

The use of operation and transform methods in the analysis of systems with transport lag is of the same importance and value as in the analysis of lumped parameter control systems. In 1934, Neufeld [73] formalized use of Heaviside's operational calculus for the solution of mixed difference differential equations. In 1940,

Heins [ 45 ] presented a method of solution of these equations by Laplace transform techniques.

In the s-plane one commonly used technique for determining the transient response of a linear single loop system with transport lag is to expand the denominator of the associated Bromwich integral, utilizing the binomial expansion and then to perform a term by term inversion on the resulting series of integrals. Thus, considering a typical Bromwich integral of a single loop feedback system with transport lag, expansion of the exponential term in the denominator yields $\frac{1}{2 \pi j} \int_{B r} \frac{e^{s t} A(s)}{1+B(s) e^{-s T}} d s=\frac{1}{2 \pi j} \int_{B r} e^{s t} A(s)\left[1-B(s) e^{-s T}+\ldots\right] d s$
where $\left|B(s) e^{-s T}\right|<1$. This procedure, which was used by Pipes [ 83 ] and by Elgerd [ 32 ], is cumbersome if many terms of the series must be inverted to obtain the time response accurately. Also the use of this technique to determine the transient response of systems with more complex transfer functions, becomes increasingly difficult.

The transient response of a linear system with transport lag can be obtained by inverting the Laplace transform of the response C(s). In lumped parameter system analysis, well-known expansion
theorems, such as Heaviside's, can be used to simplify inversion since the required values of the finite number of roots of the associated characteristic equation can easily be found through use of one of many techniques. But systems with transport lag give rise to characteristic equations having an infinite number of roots. Thus a closed-form expression, when it exists, is more laborious to find. These roots are considered poles since they are present on every sheet of the s-plane (i.e. they are roots when $\theta$ is increased by $2 \pi$ ). This is in contrast with roots of characteristic equations which are multivalued functions of $s$ as well as transcendental, since in this case roots exist only on specific sheets (e.g. every other sheet for systems with distributed lag).

In a stable system interest often can be centered onthe dominant roots and various special techniques for finding these roots have been developed $[37,23,37,71]$. Once these roots are known, the corresponding response terms are easily found. Eisenberg [31] extended Chu's method [ 24] to feedback systems with transport lag. The resultant geometric interpretation, used in connection with parameter plane techniques (also extended to systems with transport lag by Eisenberg [29] formed a foundation for a synthesis procedure.

Knowledge of the location of the roots of the characteristic equation of a system with transport lag is, as for lumped parameter systems, the important consideration with respect to determination of stability. If one or more roots are in the right half-plane of the s-plane or one or more multiple roots are on the imaginary axis, the system is unstable; if all roots are in the left half-plane, the system is stable; if all are in the left half-plane except possible for single roots on the imaginary axis, the system is limitedly stable. Correspondingly, the nature of the stability as characterized by root location can be determined by Satche's modification of Nyquist's criterion [ 92 ]. A method developed by Eisenberg [29], detailed in Section 3.4, utilizes parameter plane techniques to determine the stability of feedback systems with transport lag. This technique permits stability analysis when two system parameters are varied simultaneously and is exact because the exponential term is used in the analysis thus taking into consideration all the roots of $F(s)=0$. Many other techniques are advanced in numerous papers devoted to the topic of the stability of systems with transport lag [among which are $9,10,41,87,96,97,118]$.

Most of the standard frequency response techniques developed for lumped parameter control systems have been extended to this type of system. Application of some of these techniques is not much
more complicated than those used for control systems characterized by rational fraction transfer functions. Thus, Nyquist diagrams, Bode plots, dual stability plots such as Satche diagrams, and other associated frequency response techniques are easily applied. Analytic methods of obtaining transient response from frequency response, such as the work of Solodovnikov [ 109] are directly applicable.

Smith [ 103] introduces certain s-plane transformations that provide useful aids in the analysis of time delay systems. Also the root-locus technique, as first applied to single-loop system by Chu [23] is useable by appropriately combining the phase-angle loci stemming from $\mathrm{e}^{-s T}$ with those of the lumped parameter elements.

In 1951, Oldenbourg [ 76 ] noted that a given continuous time delayed problem can be approximately solved as if it were a stepcontrol problem. Thus, the solution avoided transcendental equations. Boxer and Thaler [ 13 ] and Schroeder [94] then developed this idea by use of z-form and z-transform sampled data theory. Transient response is thereby obtained from the resulting approximations by use of well-known techniques in sampled data theory which were originally developed for use with lumped parameter systems. Pierre [ 81 ] also utilized sample data techniques to obtain the transient response of feedback systems with transport lag. This method
consists of first converting a continuous system to a sampled-data system by mathematically placing sampling and sample-and-hold circuits at various points in the system (usually before and after transport lag elements). A sampling rate $1 / T$ is chosen consistent with Nyquist's sampling theorem, and by z-transform techniques the desired response is obtained as an infinite series of the form

$$
\begin{equation*}
C(z)=\sum_{n=0}^{\infty} a_{n} z^{-n} \tag{2.2.2}
\end{equation*}
$$

The coefficients $a_{n}$ are therefore the values of the transient response at the sampling instant $n T$.

Another method of analysis appiicable to systems with transport lag depends on use of suitable rational approximations for $\mathrm{e}^{-\mathrm{ST}}$. A rather simple approach involves substituting a truncated Maclaurin series expansion for $\mathrm{e}^{-\mathrm{ST}}$ in the characteristic equation: thus ob-' taining the characteristic equation of an approximating lumped parameter system. There is, however, no simple criterion which enables determination of the domain of validity of the results obtained by use of this so generated approximating system. In fac $\ddagger$ Pinney [ 82] states:
"this method is invalid (in the large) and should never be used, for however small their coefficients may be, higher derivative terms must not be neglected in solving a differential equation."

This is illustrated for example by use of an alternate replacement for $e^{-s T}$ based on the definition

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{ST}}=\operatorname{limit}_{\mathrm{n} \rightarrow \infty} 1 /[1+\mathrm{s}(\mathrm{~T} / \hat{\mathrm{n}})]^{\mathrm{n}} \tag{2.2.3.}
\end{equation*}
$$

and thus replacement of $e^{-S T}$ by

$$
\begin{equation*}
e^{-s T}=1 /[1+s(T / n)]^{n} \tag{2.2.4.}
\end{equation*}
$$

For small values of $n$, however, the approximation of (2.2.4) is crude and use of it yields poor results in general.

A more accurate characterization of $\mathrm{e}^{-\mathrm{sT}}$ is based on use of Padé approximations [61, 63, 111, 118, 125 ] . Other rational approximations of $\mathrm{e}^{-\mathrm{sT}}$ have also been given by $[4,108]$. These approximations are especially useful in analog simulation of a system.

Smith [ 101, 105] proposed a method of controlling systems with transport lag. His scheme requires inclusion of a model of the plant and of the time delay in the compensator of the system. If the model accurately describes the system, loop gain can be set at a value which yields specified steady state error and adequate system performance. Schliessmann [93] obtains a similar controller through use of a somewhat more direct analytic technique. It is of interest to note that he shows, by illustrative example, that a slight difference between the time delay of the plant and that of the model
may lead in some cases to system instability. This same result was also found by Eisenbere [ 31 ]. Buckley [ 15] compares feed-forward controllers, conventional controllers and Smith type (deadtime) controllers. His study also contains data taken on an experimental dye mixing process with time delay. Application of the above methods has also been of use in the control of a chemical reactor $[64,65]$.

Oldenbourg [ 76 ] determined the optimal location of the roots of the characteristic equation of a system controlled by a "step-bystep" controller which is designed by use of the criterion of minimization of the integral of a nonoscillatory error. A limitation on use of the approach is that if the error is to remain nonoscillatory, the length of the control interval should, in general, be greater than, or equal to, the time delay of the system. Specific analysis based on using a control interval greater than the time delay has been applied successfully in practice

Kalman and Bertram [ 50 ] point out that the "state variable" approach can be extended to systems with time delay if the control signal at any instant is computed in accordance with the anticipated state of the plant T seconds later, T being equal to the time delay constant. This approach requires some method of predicting the state of the plant $T$ seconds in advance: for example, by use of an analog or a digital model of the plant.

Kramer [53]ntilizes: dynamic programming techniques to obtain "optimum" control functions for control systems with transport lag. This - work comprises continuation of the work initiated by Bellman and Kalaba on the solution of control problems by use of dynamic programming. The basis for this approach is Bellman's ."Principle of Optimality", namely, "regardless of the choice of the initial control function, the succeeding functions must be chosen optimally with respect to the state resulting from the application of the initial function".

Other means of utilizing time delay elements for system control are given by Smith [ 104b So and Thaler [ 107]and Reswick [ 89 ]. Smith and So and Thaler utilized "posicast" control, i.e., the control of a system having lightly damped poles by a series time delay element. Reswick describes a controller of which the only adjustable parameter is a pure time delay. In that process dynamics are often time varying. He suggests the time delay of the controller be so instrumented that variation to compensate for changes in process dynamics is automatically effected.

### 2.3 Methods of Analysis and Synthesis for Systems with Distributed

## Parameter Elements Other than Transport Lag

Distributed parameter control systems are characterized by partial differential equations for which solutions can be obtained by classical methods [ 36] . Partial differential equations can also be solved by finite difference techniques, (see Kunz [55] , Forsythe and Rosenbloom [35] ). These methods of solution are applied to open loop distributed parameter systems.

In feedback control system analysis and synthesis, the integral transform solution of distributed parameter control problems often provides a useable approach. For such, the Laplace, Mellin, Hankel, Fourier, sine, cosine and yet other transforms are available (as detailed in theory by, for example, Tranter [ 116 and Sneddon[ 106]). The most frequently employed of these is the Laplace transform. Laplace transformation of a linear differential equation with constant coefficients yields an algebraic polynomial equation. Therefore, systems described by linear differential equations can be represented and manipulated by blocks containing polynomial functions in block diagrams. In contrast to lumped parameter systems, the resulting
algebraic equations obtained for distributed parameter systems are not, in general, polynomial equations. Therefore, inversion of the associated Laplace transforms and the nature of the corresponding block diagram structure so obtained are more complicated.

Instead of dealing with non-rational characteristic equations, several approximating techniques utilizing lumped parameter elements are applicable:

1) The distributed parameter process could be approximated by a cascaded series (or other arrangement) of lumped parameter processes, reducing the system to one which can be described by ordinary differential equations.
2) In the process of solving the partial differential equations characterizing the distributed parameter processes, simplifying approximations could be introduced by use of the integral series method
3) The distributed parameter elements in the transfer function of the system could be rationally approximated.

These approaches find considerable use in electric analog computer study although circuitry required may be extensive for even relatively simple distributed parameter problems. For example, Pierre [ 80 ] derived a series of rational polynomial approximants
to the transfer functions $\exp (-(s T))^{1 / 2}$ and the more general form $\exp [\sqrt{(s+a) \cdot(s+b)}]$. Through use of these approximants, distributed parameter elements may be approximated by lumped parameter circuits.

Carlson [ 18] derived analog circuits for simulating s $1 / 2$ and $1 / \mathrm{s}^{1 / 2}$. In study of various systems, he found that use of $\mathrm{K} / \mathrm{s} 1 / 2$ in the forwardpath of a simple control loop yields a fast initial rise to a step function input. After this initial rise, however, the output of the system might approach the steady state condition at a slower rate than in a conventional system using $\mathrm{K} / \mathrm{s}$. He thus concluded that, alternatively, a weighted transfer function which would afford the advantages stemming both from $\mathrm{K} / \mathrm{s}^{1 / 2}$ and $\mathrm{K} / \mathrm{s}$ might better be used.

The nature of the stability of lumped parameter systems, and systems with transport lag can be determined by well known techniques. For distributed parameter control systems in general, however, there is no known all encompassing criterion for determination of stability other than that based on direct use of the transient time response of the system.

Papoulis [77] presents certain theorems concerning the stability of single loop control systems. For example, if the open loop step response is known and is of prescribed monotonic character, the closed loop system is stable over a known range of loop gain (the system may also be stable for gains that lie outside of this range).

Kadymov [ 49 ]considers the stability of systems that are characterized by equations of the form $\left(1-e^{-k Y} / W(s)=0\right.$, where $V=$ $\left(s^{2} c+s b+a\right)^{1 / 2}$. In this case, Nyquist and related criteria apply.

The root locus method is utilized for distributed parameter systems by Chu [ 23 ] and by Radant [ 86 ] . Chu` presents a root locus procedure for systems involving $\mathrm{e}^{-(\mathrm{ST})^{1 / 2}}$ that is analogous to his procedure for systems with transport lag but fails to take into account the double valued nature of the transfer function. Radant considers root locus plots for systems containing factors of the form $(s+a)^{1 / 2}$. The latter's procedure leads to two loci, only one of which, the principal locus, satisfies the original equation. Much of the advantage resulting from the use of root locus methods in lumped parameter analysis is lost when it is applied to distributed parameter systems because the rules permitting a quick sketch of loci do not apply in the extension although Ghausi and Kelly [ 40 ] have recently improved this situation.

Ball and Rekoff [7] consider the extension of root locus techniques to systems with distributed lag and propose the transformation $\mathrm{w}^{2}=\mathrm{s}$. The w -plane thus provides a domain in which the transfer function is single valued and in which there are no branch points.

Bode plots and associated frequency response techniques are useful in the analysis of distributed parameter systems. This approach is used in the analysis and design of thin film RC distributed circuits, which are attaining considerable use in the field of microelectronics [ $20,38,40,44,59]$.

The literature concerning the optimization of control systems distributed parameter elements other than those characterized by pure time delay is limited. Smith [103]suggests that the controller he advocates for systems with transport lag can be generalized to control distributed parameter systems of quite arbitrary types, but analytic justification and specific illustrative examples are not given.

Doetsch [27] notes that in applying Laplace transform techniques to systems with distributed lag, the Bromwich integral can be evaluated by considering a closed path of integration in a region of the s-plane which is simply connected and single valued. Pierre [79] points out that only singularities (i.e. roots of the characteristic
equation) on the principal sheet of the two sheeted Riemann surface representation of the s-plane need be considered in determining the transient response. Pierre also extends the sampled data approach for determining transient response to systems with distributed parameter elements.

## CHAPTER 3

## DEVELOPMENT OF THE PARAMETER PLANE TECHNIQUE

### 3.1 Introduction

The parameter plane technique originated in Eastern Europe and until recently little information about it has been reported in English language technical literature. This technique considers the closed-loop structure of a control system and, in particular, is an analysis of the roots of the characteristic equation of the closed-loop system when one or more (usually two) of the system parameters are varied. By contrast, the root locus technique developed by Evans [ 34 ]is a method in which only one system parameter can be varied and where the open-loop system is the basis for analysis and synthesis.

The work of Vishnegradski [ 120], Neimark [72], Mitrovic [69], Siljak [99], and Eisenberg [ 29] in parameter plane is pertinent to this dissertation and will be outlined in this chapter. In addition, work performed by Thaler[ 115 ], Hollister [ 47], Moore [70], Bitel[ 12], as well as other work by Eisenberg [30] and Siljak [ 100] also provides insight into this technique. Presently, there are three main centers of research in parameter plane techniques within the United States. These are at the University
of Santa Clara (Siljak), the U.S. Naval Postgraduate School (Thaler), and The Universiby of Pennsylvania (Eisenberg) .

The contributions of Vishnegradski and Neimark have been summarized in the book by Meerov [ 68 ], and in a dissertation by Eisenberg [ 30 ]. Paragraphs from Meerov's book and Eisenberg's dissertation will be quoted in this chapter with only some minor editing for the purpose of achieving a consistent mathematical symbology. The work done by Mitrovic was described most adequately in a chapter of a book by Thaler [ 114]. A summary of this chapter also will be presented here. Similarly, Siljak's work was described in detail by Eisenberg and will be quoted herein.

### 3.2 Vishnegradski's Work ${ }^{1}$

I. A. Vishnegradski [ 120]considered the general third order characteristic equation of the form $Z^{3}+\alpha Z^{2}+\beta Z+1=0$, and, in the co-ordinate system of the parameters $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, plotted curves which divide the plane into stable and unstable regions. The parameters $\alpha$ and $\beta$ are functions of the coefficients of the equation and are known as the Vishnegradski parameters and the curves mentioned above are called the Vishnegradski curves. In general, a

[^0]cubic equation can be reduced to a form in which it depends on the parameters $\alpha$ and $\boldsymbol{\beta}$. Consider a third order equation
\[

$$
\begin{equation*}
F(s)=a_{0} s^{3}+a_{1} s^{2}+a_{2} s+a_{3}=0 \tag{3.2.1}
\end{equation*}
$$

\]

Dividing by $\mathrm{a}_{\overline{3}}$ and introducing the notation,

$$
\begin{equation*}
b_{0}=\frac{a_{0}}{a_{3}}, \quad b_{1}=\frac{a_{1}}{a_{3}}, \quad b_{2}=\frac{a_{2}}{a_{3}} \tag{3.2.2}
\end{equation*}
$$

gives,

$$
\begin{equation*}
F(s)=b_{0} s^{3}+b_{1} s^{2}+b_{2} s+1=0 \tag{3.2.3}
\end{equation*}
$$

Carrying out the following substitution of variables,

$$
\begin{equation*}
s=\frac{z}{\sqrt[3]{b_{0}}} \tag{3.2.4}
\end{equation*}
$$

gives,

$$
\begin{equation*}
F(Z)=z^{3}+\frac{b_{1}}{\sqrt[3]{b_{0}^{2}}} z^{2}+\frac{b_{2}}{\sqrt[3]{b_{0}}} z+1=0 \tag{3.2.5}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\frac{\mathrm{b}_{1}}{\sqrt[3]{\mathrm{b}_{0}^{2}}}=\alpha, \frac{\mathrm{b}_{2}}{\sqrt[3]{\mathrm{b}_{0}}}=\beta \tag{3.2.6}
\end{equation*}
$$

and substituting (3.2.6) into (3.2.5) gives the Vishnegradski form

$$
\begin{equation*}
F(Z)=z^{3}+\alpha z^{2}+\beta z+1 \tag{3.2.7}
\end{equation*}
$$

If $\alpha>0$ and $\beta>0$, the Routh-Hurwitz criterion gives the stability conditions for equation (3.2.7) to be

$$
\begin{equation*}
a \beta-1>0 \tag{3.2.8}
\end{equation*}
$$

The equation of the stability boundary is obtained if, instead of the inequality sign in (3.2.8), the equality sign is introduced, whence

$$
\begin{equation*}
\alpha \beta=1 . \tag{3.2.9}
\end{equation*}
$$

This is the equation of a hyperbola, which divides the $\boldsymbol{\alpha} \boldsymbol{\beta}$ plane into the stable and unstable regions, and was the starting point for the parameter plane concept. The Vishnegradiski curve is shown in Figure 3.2.1, where the regions of stability and instability are easily determined from the inequality of equation (3.2.8).

### 3.3 Neimark's Work

The concept of D-partition boundaries ${ }^{2}$ was formulated by Neimark [ 72 ]. It is the basis for modern parameter plane techniques. Consider the general characteristic equation.

$$
\begin{equation*}
F(s)=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0}=0 \tag{3.3.1}
\end{equation*}
$$

[^1]

FIGURE 3.2.1 THE VISHNEGRADSKI CURVE

The values of the coefficient $a_{0}, a_{1}, a_{2}, \ldots, a_{n-1}$ may be interpreted geometrically as a point in an (n)-dimensional space. To each point of this space there correspond definite values of the coefficients and consequently definite values of the roots $s_{1}, s_{\mathbf{2}}, s_{\mathbf{3}}$, ... $S_{n}$ of the characteristic equation. Thus, if a region, $R$, exists in this space such that all the roots of (3.3.1) lie to the left of the imaginary axis in the s-plane, then the hypersurface bounding $R$ is called "boundary of the region of stability". When there are only two independent coefficients, this region is bounded by a plane; when there are three, by a three-dimensional surface, etc.

Since the coefficients, $\mathrm{a}_{\mathrm{k}}$, are functions of the system parameters, such as gains and time constants, stability regions can be plotted in terms of these system parameters. Consider a characteristic equation in which all the coefficients except two (for example, $a_{0}$ and $a_{1}$ ) are known. Suppose that for some definite values of $a_{0}$ and $a_{1}$ the characteristic equation has $k$ roots lying to the left and $\mathrm{n}-\mathrm{k}$ roots lying to the right of the imaginary axis in the s-plane (see Figure 3.3.1a). It follows that there is a curve on the $a_{0}-a_{1}$ plane that bounds a region in which each point defines a polynomial also having $k$ roots lying to the Ieft and $n-k$ roots to the right of the imaginary axis (see Figure 3.3.1b). Neimark denoted this region

by $D(k, n-k)$ where, for example, if (3.3.1) is of third order ( $n=3$ ), then in general the regions $\mathrm{D}(0,3), \mathrm{D}(1,2), \mathrm{D}(2,1)$ and $\mathrm{D}(3,0)$ can be found in the $\mathrm{a}_{0}-\mathrm{a}_{1}$ plane. The region $\mathrm{D}(3,0)$ is the region of stability in the $\mathrm{a}_{0}-\mathrm{a}_{1}$ plane. The partition of the $\mathrm{a}_{0}-\mathrm{a}_{1}$ plane of (3.3.1) into regions corresponding to the same number of roots lying to the left of the imaginary axis is called the D-partition.

Thus the imaginary axis of the s-plane is the reflection of the boundary of the D-partition, and the crossing of the latter in the $a_{0}-a_{1}$ plane is represented by the roots in the s-plane crossing the imaginary axis. This suggests the method for determining the D-partition boundary: its equation is found in parametric form by replacing $s$ by $j \omega$ in the given polynomial (where $\boldsymbol{\omega}$ is the variable). From this equation the boundayji may be constructed by varying $\omega$ from $-\infty$ to $+\infty$.

### 3.3.1 The construction of stability regions in the plane of one

 parameter--Neimark's technique. ${ }^{3}$ Define $a$ to be a complex parameter whose value is varied in order to investigate stability and assume that the characteristic equation can be reduced to the form$$
\begin{equation*}
Q(s)+a R(s)=0 \text { or } \quad a=\frac{Q(s)}{R(s)} \tag{3.3.2}
\end{equation*}
$$

[^2]Thus, for example, in the case of the equation

$$
\begin{equation*}
s^{2}+s+a=0 \tag{3.3.3}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
Q(s)=s^{2}+s, \quad R(s)=1 \tag{3.3.4}
\end{equation*}
$$

Only real values of $\alpha$ have any practical value. However, for now assume that $a$ is complex and transform the imaginary axis in the $s$-plane into the $a$-plane. To do this set $s=j \omega$ in (3.3.2) giving

$$
\begin{equation*}
a(j \omega)=\frac{-Q(j \omega)}{R(j \omega)} \tag{3.3.5}
\end{equation*}
$$

Separating real and imaginary parts gives

$$
\begin{equation*}
\boldsymbol{\alpha}(\mathrm{j} \omega)=\mathrm{u}(\omega)+\mathrm{jv}(\omega) \tag{3.3.6}
\end{equation*}
$$

By giving $\omega$ values from $-\infty$ to $+\infty$ a curve is constructed which is the transformation of the imaginary axis of the s-plane on the $\boldsymbol{\alpha}$-plane, i.e., the boundary of the D -partition in the $\boldsymbol{a}$-plane.

If $\omega$ varies from $-\infty$ to $+\infty$ in the s-plane (Figure 3.3.2a) then the region of stability will always be on the left (the shaded side of Figure 3.3.2a). Since the mapping is conformal, the region to the left in the s-plane maps into the region in the $\alpha_{,}$-plane that is to the left of the $D$-partition when $\omega$ varies from $-\infty$ to $+\infty$. Thus, pro:ceeding along the boundary curve of the $D$-partition from the point corresponding to $\omega=-\infty$ to the point corresponding to $\omega=+\infty$,

the curve is shaded on the left (Figure 3.3.2b). If a takes on a series of values such that the boundary of the D-partition in the $a$-plane is crossed from the shaded to the unshaded side, then in the s-plane one root has crossed the imaginary axis, passing from the left-hand plane to the right-hand plane.

Thus, it is sufficient to know the distribution of the roots relative to the imaginary axis for any one arbitrary value of $\alpha$ ( $a$ is usually set to zero for this determination) in order to determine the distribution for any other value of $\boldsymbol{a}$.

### 3.3.2 The construction of stability regions in the plane of two

 parameters--Neimark's Technique. Neimark extended his technique discussed in the previous section to account for the variation of two system parameters [ 72]. Since this is basically an extension of Vishnegradski's method, the resulting curves are called the generalized Vishnegradski diagrams. A Vishnegradski diagram is a plane of any two real parameters of a system in which the lines separating the region of stability are plotted. The Vishnegradski diagram may thus be obtained by constructing the D-partition of the plane of two parameters.Suppose that the coefficients of the characteristic equation (3.3.1) of the system depend on two parameters, $\alpha$ and $\beta$, and further assume that the parameters enter into the equation linearly, so that this
equation can be reduced to the form

$$
\begin{equation*}
\alpha Q(s)+\beta P(s)+R(s)=0 \tag{3.3.7}
\end{equation*}
$$

Substituting $s=j \omega$ into (3.3.7) gives

$$
\begin{equation*}
\alpha \mathrm{Q}(\mathrm{j} \omega)+\boldsymbol{\beta} \mathrm{P}(\mathrm{j} \omega)+\mathrm{R}(\mathrm{j} \omega)=0 \tag{3.3.8}
\end{equation*}
$$

Now denoting

$$
\begin{align*}
& Q(j \omega)=Q_{1}(\omega)+j Q_{2}(\omega) \\
& P(j \omega)=P_{1}(\omega)+j P_{2}(\omega) \\
& \left.R(j \omega)=R_{1} T \omega\right)+j R_{2}(\omega) \tag{3.3.9}
\end{align*}
$$

equation (3.3.8) can be written in the following form

$$
\begin{equation*}
\alpha Q_{1}(\omega)+\beta P_{1}(\omega)+R_{1}(\omega)+j\left[\alpha Q_{2}(\omega)+\beta P_{2}(\omega)+R_{2}(\omega)\right]=0 \tag{3.3.10}
\end{equation*}
$$

This yields two equations for the determination of $\alpha$ and $\beta$ which satisfy equation (3.3.8), namely,

$$
\begin{align*}
& a Q_{1}(\omega)+\beta P_{1}(\omega)+R_{1}(\omega)=0 \\
& \alpha Q_{2}(\omega)+\beta P_{2}(\omega)+R_{2}(\omega)=0 \tag{3.3.11}
\end{align*}
$$

Solving equations (3.3.11) for $\alpha$ and $\beta$, gives,

$$
\alpha=\left|\begin{array}{ll}
-R_{1}(\omega) & \mathrm{P}_{1}(\omega)  \tag{3.3.12}\\
-R_{2}(\omega) & \mathrm{P}_{2}(\omega) \\
\mathrm{Q}_{1}(\omega) & \mathrm{P}_{1}(\omega) \\
\mathrm{Q}_{2}(\omega) & \mathrm{P}_{2}(\omega)
\end{array}\right|, \quad \beta=\left|\begin{array}{ll}
Q_{1}(\omega) & -R_{1}(\omega) \\
Q_{2}(\omega) & -R_{2}(\omega) \\
\hline Q_{1}(\omega) & P_{1}(\omega) \\
Q_{2}(\omega) & P_{2}(\omega)
\end{array}\right|
$$

Equations (3.3.11) are valid only for those values of $\boldsymbol{\omega}$ at which equations (3.3.11) remain linearly independent and compatible. See Meerov [68] for a complete discussion of this point. The shading rule now involves the following procedure. For all $\boldsymbol{\omega}$ values, at which:

$$
\Delta=\left|\begin{array}{ll}
Q_{1}(\omega) & P_{1}(\omega)  \tag{3.3.13}\\
Q_{2}(\omega) & P_{2}(\omega)
\end{array}\right|>0
$$

the left-hand side of the boundary is shaded; when $\Delta<0$ the right-hand side of the boundary is shaded [68]. Hence, if $\alpha$ or $\beta$ takes on a series of values such that the boundary of the $D$-partition in the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ plane is crossed from a shaded side to an unshaded side, then in the s-plane one ${ }^{4}$ root has crossed the imaginary axis from the

[^3]left-hand plane to the right-hand plane.

Having obtained regions in the $\alpha-\beta$ plane with an equal number of roots to the left of the imaginary axis, it is then necessary to establish whether a region of stability does or does not exist. This is accomplished by choosing an arbitrary point in a region and verifying the stability of the original equation in which the co-ordinates of the chosen points have been substituted for $\alpha$ and $\beta$. This stability verification can be performed by using any one of the standard stability tests.

## 3. 4 Mitrovic's Method

Mitrovic [69] utilized the general concept of the parameter plane and the basic theorem of Cauchy. His contribution was to depart from the $j \omega$ axis and move out into the entire s-plane. The method is explained as follows. ${ }^{5}$ Consider the equation

$$
\begin{equation*}
F(s)=a_{n} s^{n}+a_{n-1} s^{n-1}+\ldots+a_{2} s^{2}+a_{1} s+a_{0}=0 \tag{3.4.1}
\end{equation*}
$$

which may be considered the characteristic equation of a closed-loop system. Assume that all the roots are in the left-hand half of the s-plane so that equation (3.4.1) may be factored to give

[^4]\[

$$
\begin{equation*}
F(s)=a_{n}\left(s+r_{1}\right)\left(s+r_{2}\right)\left(s+r_{3}\right) \cdots\left(s+r_{n}\right)=0 \tag{3.4.2}
\end{equation*}
$$

\]

Figure 3.4.1 shows a few of these roots plotted on the s-plane and indicates the vectors which represent the factors of equation (3.4.2). Note that in equation (3.4.2) the angle associated with $F(s)$ is the sum of the angles of all the factors and is ther efore the algebraic sum of all the angles associated with the vectors in Figure 3.4.1.

It is apparent that if the point $s$ is allowed to move along any selected path, the angles of all the vectors will change as $s$ moves. If any path is selected which is a closed path enclosing all the roots, then each of the vectors makes a complete revolution as $s$ traverses this path. Assume counter clockwise movement of s along such a closed path; then the vectors rotate counter clockwise and the angle of $F(s)$ goes through a total positive angle of $n(2 \pi)$, where $n$ is the number of roots encircled. To check absolute stability the selected contour of the s-plane must encircle the entire left-hand plane. Since the order of the equation is known to be $n$, the number of roots is also known to be $n$ and the $F(s)$ curve on the $F(s)$ plane must encircle the origin n times if all the roots are enclosed by the contour. If there are fewer than $n$ encirclements, some roots lie outside the contour, which means they are in the right-hand half-plane, and the system is therefore absolutely unstable.


In a like manner the contour on the s-plane may follow a locus of constant $\zeta \neq 0$ (radial lines on Figure 3.4.1) and close with a circular arc of very large radius (often infinity). Note that when the contour is the imaginary axis the value of $\zeta$ is zero. A constant $\zeta \neq 0$ contour does not enclose the entire left half of the s-plane, but may enclose all the roots, in which case the number of encirclements by the $F(s)$ curve is once again the number $n$. In addition, if all the roots are thus enclosed, it guarantees that no roots have a value of $\boldsymbol{\zeta}$ less than the value specified by the mapping contour. If the selected contour on the s-plane passes through a root, then for that particular value of $s, F(s)=0$. This means that the polar plot on the $F(s)$ plane must pass through the origin for such values. It should be noted that the contour on the s-plane for $\zeta=1.0$ is the negative real axis and must pass through all the negative real roots of $F(s)$.

The concept of mapping constant $\zeta$ lines is the basic contribution of Mitrovic's method and the algebraic manipulations arising out of this method are as follows. Let the contours selected for mapping be radial straight lines in the left-hand s-plane for any and all values of $0 \leq \zeta \leq 1$. Since the radial distance from the origin to any point on such a radial line is $\omega_{n}$, then the values of $s$ which are to be substituted in $F(s)$ in the process of mapping are given by

$$
\begin{equation*}
s=\omega_{n} \cos \theta+j \omega_{n} \sin \theta=-\zeta \omega_{n}+j \omega_{n} \sqrt{1-\zeta^{2}} \tag{3.4.3}
\end{equation*}
$$

where $\theta$ is the angle of the line $\zeta=$ constant (see Figure 3.4.1.) and the values of $s$ are in the second quadrant. Substituting equation (3.4.3) in equation (3.4.1), $F(s)$ can be written in the following form.

$$
\begin{aligned}
F(s)= & a_{n} \omega_{n}^{n}\left(-\zeta+j \sqrt{1-\zeta^{2}}\right)^{n}+a_{n-1} \omega_{n}^{n-1}\left(-\zeta+j \sqrt{1-\zeta^{2}}\right)^{n-1} \\
& +\ldots+a_{2} \omega_{n}^{2}\left(-\zeta+j \sqrt{1-\zeta^{2}}\right)^{2}+a_{1} \omega_{n}\left(-\zeta+j \sqrt{1-\zeta^{2}}\right)+a_{0}=0
\end{aligned}
$$

Mitrovic designates that coefficients $a_{1}$ and $a_{0}$ be considered variables where by definition $a_{1}$ is the $\alpha$ and $a_{0}$ is the $\beta$ of Section 3.3,2.

If, for example, the characteristic equation is of sixth-order, equation (3.4.4) can be written as two simultaneous equations since the summation of the reals and imaginaries must go to zero independently. Solving these two equations for $\alpha$ and $\boldsymbol{\beta}$ gives

$$
\begin{aligned}
a & =a_{2} \omega_{n}(2 \zeta)+a_{3} \omega_{n}^{2}\left(1-4 \zeta^{2}\right)+a_{4} \omega_{n}^{3}\left(-4 \zeta+8 \zeta^{3}\right) \\
& +a_{5} \omega_{n}^{4}\left(-1+12 \zeta^{2}-16 \zeta^{4}\right)+a_{6} \omega_{n}^{5}\left(6 \zeta-32 \zeta^{3}+32 \zeta^{5}\right)
\end{aligned}
$$

$$
\begin{align*}
\beta=a_{2} \omega_{n}^{2}+a_{3} \omega_{n}^{3}(-2 \zeta) & +a_{4} \omega_{n}^{4}\left(-1+4 \zeta^{2}\right)+a_{5} \omega_{n}^{5}\left(4 \zeta-8 \zeta^{3}\right) \\
& +a_{6} \omega_{n}^{6}\left(1-12 \zeta^{2}+16 \zeta^{4}\right) \tag{3.4.6}
\end{align*}
$$

The functions which appear in the coefficients do not depend on the order of the equation; i. e., for a fourth-order equation merely discard all the terms above the $\mathrm{a}_{4}$ terms, etc. This means that these coefficients may be computed and tabulated for selected values of $\boldsymbol{\zeta}$; then the tables are used when applying this method. Furthermore, a general formula may be obtained for each coefficient so that the coefficients of high-order terms are readily obtained as needed. To obtain the formula for the coefficients, it is first desirable to rearrange (3.4.6) by factoring out $-\omega_{n}^{2}$ :

$$
\begin{align*}
\beta= & -\omega_{n}^{2}\left[a_{2}(-1)+a_{3} \omega_{n}(2 \zeta)+a_{4} \omega_{n}^{2}\left(1-4 \zeta^{2}\right)\right. \\
& \left.+a_{5} \omega_{n}^{3}\left(-4 \zeta+8 \zeta^{3}\right)+a_{6} \omega_{n}^{4}\left(-1+12 \zeta^{2}-16 \zeta^{4}\right)\right] \tag{3.4.7}
\end{align*}
$$

Comparison of equation (3.4.7) with (3.4.5) shows that identical functions appear in both. Thus it is convenient to define

$$
\begin{align*}
& \phi_{0}(\zeta)=0, \phi_{1}(\zeta)=-1, \phi_{2}(\zeta)=2 \zeta \\
& \phi_{3}(\zeta)=1-4 \zeta^{2}, \phi_{4}(\zeta)=-4 \zeta+8 \zeta^{3} \\
& \phi_{5}(\zeta)=-1+12 \zeta^{2}-16 \zeta^{4} \tag{3.4.8}
\end{align*}
$$

From equations (3.4.8) it is readily seen that each successive $\phi$ (鞄) may be obtained from the two preceding $\phi(\boldsymbol{S})$ 's, according to the general formula

$$
\begin{equation*}
\phi_{k}(\zeta)=-\left[2 \zeta \phi_{k-1}(\zeta)+\phi_{k-2}(\zeta)\right] \quad \text { for } k \geq 2 \tag{3.4.9}
\end{equation*}
$$

The equations for $\alpha$ and $\beta$ for application to any order equation are then:

$$
a=a_{2} \omega_{n} \phi_{2}(\zeta)+a_{3} \omega_{n}^{2} \phi_{3}(\zeta)+a_{4} \omega_{n}^{3} \phi_{4}(\zeta)+\cdots+a_{n} \omega_{n}^{n-1} \phi_{n}(\zeta)
$$

$$
\begin{align*}
\beta=-\omega_{n}^{2}\left[a_{2} \phi_{1}(\zeta)+a_{3} \omega_{n} \phi_{2}(\zeta)\right. & +a_{4} \omega_{n}^{2} \phi_{3}(\zeta)+\cdots  \tag{3.4.10}\\
& \left.+a_{n} \omega_{n}^{n-2} \phi_{n-1}(\zeta)\right] \tag{3.4.11}
\end{align*}
$$

Equations (3.4.10) and (3.4.11) are the fundamental tools in Mitrovic's method. The characteristic equation to be analyzed is used only to read off the values of its coefficients, which are then substituted into equations (3.4.10) and (3.4.11). The value of $\zeta$ is selected as desired; $\boldsymbol{\phi}_{\mathbf{k}}\left(\begin{array}{l}(S) \\ \text { values are read from a previously tabu- }\end{array}\right.$ lated table of $\phi_{\mathrm{k}}(\zeta)$ functions and substituted into the equations. Thus all values in the equations are defined numerically except $\alpha, \beta$ and $\omega_{n}$, so it is a simple matter to insert a sequence of values of $\omega_{n}$ and plot
a curve of $\alpha$ versus $\beta$. The points of the $\alpha-\beta$ curve define regions of absolute and relative stability in the s-plane. Figure 3.2.1 shows a typical region of absolute stability for a given characteristic equation.

## 3. 5 Siljak's Methods

In 1964, D. D. Siljak ${ }^{6}$ extended Mitrovic's method so that the variable parameters $\alpha$ and $\beta$ could appear as coefficients of any two terms of the system characteristic equation [98]. Thus, the limitation that only the coefficients $\mathrm{a}_{0}$ and $\mathrm{a}_{1}$ of the characteristic equation be variable was removed. This work was then generalized once again by Siljak [ 99 ] in 1964 by developing a method whereby the two variable parameters $\alpha$ and $\beta$ could appear linearly in all the coefficients of the characteristic equation, i. e., for example in the form,

$$
\begin{align*}
F(s)=\left(\alpha b_{0}+\beta c_{0}+d_{0}\right)+\left(\alpha b_{1}+\beta c_{1}+d_{1}\right) s+\ldots & +\left(a_{n} b_{n}+\beta c_{n}\right. \\
& \left.+d_{n}\right) s^{n}=0 \tag{3.5.1}
\end{align*}
$$

The first generalization is described in [98] . Of greater interest is Siljaks second generalization. Consider the characteristic equation

$$
\begin{equation*}
F(s)=\sum_{k=0}^{n} \quad a_{k} s^{k}=0 \tag{3.5.2}
\end{equation*}
$$

${ }^{6}$ This section was abstracted from Eisenberg[ 30] pp. 22,23,26 and 28. It References [98, 99].

Let $s^{k}$ in the above equation be expressed as

$$
\begin{equation*}
\mathrm{s}^{\mathrm{k}}=\omega_{\mathrm{n}}^{\mathbf{k}}\left[\mathrm{T}_{\mathrm{k}}(-\boldsymbol{S})+j \sqrt{1-\boldsymbol{S}^{2}} \mathrm{U}_{\mathrm{k}}(-\boldsymbol{S})\right] \tag{3.5.3}
\end{equation*}
$$

where
$T_{k}(-S)=(-1)^{k_{k}} T_{k}(\zeta)$ and $U_{k}(-\zeta)=(-1)^{k+1} U_{k}(\zeta)$
The $T_{k}(\zeta)$ and $U_{k}(\zeta)$ are Chebyshev functions of the first and the second kind, respectively. The argument $\zeta$ of these functions is $0 \leq|\zeta| \leq 1$, but for stable systems $0 \leq \zeta \leq 1$. The functions $T_{k}(S)$ and $U_{k}(\zeta)$ may be obtained by applying the recurrence formulae

$$
\begin{align*}
& \mathrm{T}_{\mathrm{k}+1}(\zeta)-2 \mathrm{~T}_{\mathrm{k}}(\zeta)+\mathrm{T}_{\mathrm{k}-1}(\zeta)=0 \\
& \mathrm{U}_{\mathrm{k}+1}(\zeta)-2 S_{\mathrm{k}}(\zeta)+\mathrm{U}_{\mathrm{k}-1}(\zeta)=0 \tag{3.5.5}
\end{align*}
$$

with $\mathrm{T}_{0}(\zeta)=1, \mathrm{~T}_{1}(\zeta)=\zeta, \mathrm{U}_{0}(\zeta)=0$, and $\mathrm{U}_{1}(\zeta)=1$. Since the functions $\mathrm{T}_{\mathrm{k}}(\mathscr{\zeta})$ and $\mathrm{U}_{\mathrm{k}}(\zeta)$ play an important role in future developments, their numerical values for pertinent values of $\zeta$ are given in Table 3.5.1. Substituting (3.5.3) into (3.5.2), and then applying the condition that the summation of the reals and the summation of the imaginaries must go to zero independently, gives

$$
\begin{align*}
& k \sum_{k}^{n} a_{k} \omega_{n}^{k} \quad T_{k}(-S)=0  \tag{3.5.6}\\
& \sum_{k=0}^{n} a_{k} \omega_{n}^{k} \quad U_{k}(-S)=0
\end{align*}
$$

| ${ }_{5} \mathrm{~T}_{0}$ | $\mathrm{T}_{1}$ | $\mathrm{T}_{\text {t }}$ | ${ }_{\text {r }}$ | T. | $\mathrm{r}_{1}$ | T. | t. | r. | т | $\mathrm{I}_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.00)$ | 10.00 | $\underbrace{-1.0000 .}_{\text {coser }}$ |  | $\begin{gathered} 1.00000 . \\ \substack{\text { a.9000 }} \end{gathered}$ | $\xrightarrow{0.000000}$ |  | -0.0000 | $\xrightarrow{1 . c 90000000}$ | cosion |  |
| 0.15 | 00.10: | -0.080. | - |  | U.tasilu: | -0.0.ifenze: | -0.88935505 | ${ }^{0.3581118805 .}$ | and | - |
| - 0.20 | orom. | -0.820.. |  | ${ }_{\text {onem }}^{0}$ |  | -0 | -0.480,14875. | 0.4335148573 | ${ }_{\text {a }}^{0.7}$ |  |
| 0.30 | 0,30 | -0, | ${ }_{\text {- }}^{0.88885}$ | ${ }_{\text {a }}^{0.3 .488}$ | ${ }_{\text {onem }}^{0.9098880 .}$ | - | -0.s416 | 0.76 |  |  |
|  | $10.2$ | 0.688. | -0.9 |  | 0.683810 | 0.782720. |  |  |  |  |
| 0.5is | O.45. | ${ }^{0.5050}$ |  | 0,29195: | ${ }_{\text {onem }}^{0.752735}$ | 0, 0.9 | . 5120 |  | ${ }_{\text {- }}^{\text {- }}$ | (e.ay |
|  | 0.55. | ${ }^{-0.335 .}$ | ${ }^{-0.9845}$ | 0. 087795 | 0.227855 | 0.9388 | 0.80057335 | 0.0 .93 .4 .4395 | ${ }_{-0.0}^{-0.812313}$ | , |
|  | 保 |  | ${ }_{0}^{0.8595}$ | -0.9515, |  | ${ }_{0}^{0.450}$ | 0.9717 | \%0. | 0.084: | ${ }_{-0.00909635735}$ |
| ${ }_{0} .75$ | 0.730 | ${ }^{0.125}$ | ${ }^{-0.72805}$ | ${ }^{\text {a }}$ | ${ }_{\text {a }}^{0.0 .8080}$ | - | ${ }_{\substack{0 \\ 0.3328583}}^{0}$ | 0.37793 | ${ }_{0}^{0}$ |  |
|  |  | 0.4.45 |  |  | -0.933215 |  |  | 込 |  |  |
|  | 0.90.. | ${ }_{0}^{0.620}$ | 0.2150 | -0.23120. | ${ }^{0.632100}$. |  | 0.0923888:30. | 0.8330312120. | \%o. |  |
| ${ }^{1.00}$ ) | (1,00. | ${ }_{1.000}$ |  |  | -0.017005. | 28395. | 0.6418880: | i. |  | (1.00000600000 |



Now, consider the coefficients $a_{k}$ to be linear functions of variable system parameters $\alpha$ and $\beta$ as follows

$$
\begin{equation*}
a_{k}=\alpha b_{k}+\beta c_{k}+d_{k} \tag{3.5.7}
\end{equation*}
$$

Then equations (3.5.6) may be rewritten as

$$
\begin{align*}
& \alpha B_{1}\left(S, \omega_{n}\right)+\beta C_{1}\left(S, \omega_{n}\right)+D_{1}\left(S, \omega_{n}\right)=0 \\
& \alpha B_{2}\left(S, \omega_{n}\right)+\beta C_{2}\left(S, \omega_{n}\right)+D_{2}\left(S, \omega_{n}\right)=0 \tag{3.5.8}
\end{align*}
$$

where (omitting the arguments $\zeta$, $\omega_{n}$ )

$$
\begin{array}{ll}
B_{1}=\sum_{k=0}^{n}(-1)^{k} b_{k} \omega_{n}^{k} U_{k-1}(\zeta), & B_{2}=\sum_{k=0}^{n}(-1)^{k} b_{k} \omega_{n}^{k} U_{k}(\zeta) \\
C_{1}=\sum_{k=0}^{n}(-1)^{k} c_{k} \omega_{n}^{k} U_{k-1}(\zeta), & C_{2}=\sum_{k=0}^{n}(-1)^{k} c_{k} \omega_{n}^{k} U_{k}(\zeta)  \tag{3.5.9}\\
D_{1}=\sum_{k=0}^{n}(-1)^{k} d_{k} \omega_{n}^{k} U_{k-1}(\zeta), & D_{2}=\sum_{k=0}^{n}(-1)^{k} d_{k} \omega_{n}^{k} U_{k}(\zeta)
\end{array}
$$

Equations (3.5.8) are simultaneous equation in two unknowns, $\alpha$ and $\beta$, which may be solved thus:

$$
\begin{equation*}
\alpha=\frac{\mathrm{C}_{1} \mathrm{D}_{2}-\mathrm{C}_{2} \mathrm{D}_{1}}{\mathrm{~B}_{1} \mathrm{C}_{2}-\mathrm{B}_{2} \mathrm{C}_{1}} \quad \beta=\frac{\mathrm{B}_{2} D_{1}-\mathrm{B}_{1} D_{2}}{\mathrm{~B}_{1} \mathrm{C}_{2}-\mathrm{B}_{2} \mathrm{C}_{1}} \tag{3.5.10}
\end{equation*}
$$

The application of the second generalized method is identical to the original Mitrovic's method. The second generalization, however, is the most useful since the variable parameters, $\alpha$ and $\beta$, can appear
in the coefficients of the characteristic equation in the least restrictive manner. Refer to equation (3.5.7).

### 3.6. Eisenberg's Work

Parameter plane techniques have been extended to feedback systems with transport lag [ 29, 30]. A brief summary of this work is presented below.

Consider the feedback system with transport lag of Figure 3.6.1. The characteristic equation of the closed loop system is given by

$$
\begin{equation*}
F(s)=N(s) \exp (s T)+D(s)=\sum_{k=0}^{n} a_{k}(s) s^{k}=0 \tag{3.6.1}
\end{equation*}
$$

where
$s=-\zeta \omega_{n}+j \omega_{n} \sqrt{1-\zeta^{2}}=\sigma+j \omega$
and where $\sigma, \omega, \zeta, \omega_{n}$ are defined and related in Figure 3.6.2.
The coefficients of (3.6.1) can be expressed by
$a_{k}(s)=\alpha b_{k}+\alpha c_{k} e^{s T}+\beta d_{k}+\beta e_{k} e^{s T}+f_{k}+g_{k} e^{s T}$
where $\alpha$ and $\beta$ are system parameters to be varied (i.e., a system gain, time constant), $b_{k}, c_{k}, d_{k}, e_{k}, f_{k}$, and $g_{k}$ are known system constants gain, time constant), $\dot{b}_{k}, c_{k}, \dot{d}_{k}, \dot{e}_{k}, f_{k}$, and $g_{k}$ are known syïstem constants that system parameters $\alpha$ and $\beta$ can be expressed by (3.5.10), where

$$
\begin{equation*}
B_{1}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 0} b_{k}+e^{-\phi_{c}} z_{k 1}\right) \tag{3.6.3}
\end{equation*}
$$
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$$
\begin{align*}
& C_{1}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 0} d_{k}+e^{\left.-\phi_{e_{k}} z_{k 1}\right)}\right. \\
& D_{1}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 0} f_{k}+e^{-\phi_{g_{k}}} z_{k 1}\right)  \tag{3.6.3}\\
& B_{2}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 2} b_{k}+e^{\left.-\phi_{c_{k}} Z_{k}^{7}{ }_{k}\right)}\right. \\
& C_{2}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 2} d_{k}+e^{\left.-\phi_{e_{k}} z_{k 3}\right)}\right. \\
& D_{2}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 2} f_{k}+e^{-\phi_{g_{k}} z_{k}}\right)
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{z}_{\mathrm{k} 0}=(-1)^{\mathrm{k}} \mathrm{~T}_{\mathrm{k}}(\zeta) \\
& \mathrm{z}_{\mathrm{k} 1}=(-1)^{\mathrm{k}} \mathrm{~T}_{\mathrm{k}}(\zeta) \cos \theta-(-1)^{\mathrm{k}+1} \sqrt{1-\zeta^{2}} \mathrm{U}_{\mathrm{k}}(\zeta) \sin \theta \\
& \mathrm{z}_{\mathrm{k} 2}=(-1)^{\mathrm{k}+1} \mathrm{U}_{\mathrm{k}}(\zeta) \sqrt{1-\zeta^{2}} \\
& \mathrm{z}_{\mathrm{k} 3}=(-1)^{\mathrm{k}+1} \mathrm{U}_{\mathrm{k}}(\zeta) \sqrt{1-\zeta^{2}} \cos \theta+(-1)^{\mathrm{k}} \mathrm{~T}_{\mathrm{k}}(\zeta) \sin \theta
\end{aligned}
$$

and where

$$
\begin{align*}
& \phi=\zeta \omega_{\mathrm{n}} \mathrm{~T} \\
& \theta=\omega_{\dot{\mathrm{n}}} \mathrm{~T} \sqrt{1-\zeta^{2}} \tag{3.6.4}
\end{align*}
$$

and $T_{k}(\boldsymbol{S}), U_{k}(\boldsymbol{S})$ are Chebyshev functions of the first and second kind respectively subject to the relationships of equations (3.5.3), (3.5.4) and (3.5.5).

The absolute and relative stability of feedback systems with transport lag can be determined as a function of the two system parameters $\boldsymbol{a}$ and $\beta$ through use of (3.5.10) in conjunction with (3.6.3) and (3.6.4). This method utilizes the expression for the transport lag exponential $\exp (-s T)$ and therefore considers the effect upon stability of all of the roots of the characteristic equation. The shading rules, for the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ curves, and techniques for the determination of real roots of $F(s)=0$ were also developed by Eisenberg for this type of system.

## CHAPTER 4

## STABILITY AND SINGULARITIES OF LINEAR FEEDBACK

## SYSTEMS WITH DISTRIBUTED PARAMETER ELEMENTS VIA

THE PARAMETER PLANE

### 4.1 Introduction

Linear control systems containing distributed parameter elements are difficult to analyze due to the presence of a transcendental function in the system characteristic equation producing an infinite number of roots. This chapter treats systems containing distributed parameter elements in the form of terminated electrical transmission lines. These systems are assumed to be initially at rest and have the following transfer function. ${ }^{1}$

$$
\begin{equation*}
F_{D}(s)=\exp \{-d \quad[(L s+R)(C s+G)] \quad 1 / 2\} \tag{4.1.1}
\end{equation*}
$$

where the parameters $L, C, R$ and $G$ are the inductance, capacitance, resistance, and conductance per unit length; and where $d$ is the length of the line and $s$ is a complex variable. This transfer function is a double valued function of the complex variable $s$ for all cases except transport lag ( $\mathrm{R}=\mathrm{G}=0$ ) and distortionless transmission ( $\mathrm{RC}=\mathrm{LG}$ ) thereby making interpretation of singularities on the s-plane difficult.
${ }^{1}$ Systems with non-zero initial conditions are discussed in Appendix 1.

Most of the investigations into feedback systems with distributed parameter elements have been restricted to transport and distributed lag networks. For example, Y. Chu[23]presented a phase-angle loci method that can be applied to systems iwith one free parameter (usually the system gain) as in the normal root locus method. However, Chu only treated the cases of transport and distributed lag and one must construct separate phase-angle loci for each of these cases. In addition, the complexity of Chu's method increases rapidly with the order of the system, since the root-locus is determined by first determining the phase-angle loci for all angles, not merely for the angle-180 degrees.

A method is presented for analyzing systems with distributed parameter elements in terms of two free system variables (such as a gain and a time constant). Furthermore, high-order systems can be handled as easily as low-order systems. The basic approach is the parameter plane representation of the closed-loop transfer function as introduced by Mitrovic [69], generalized by Siljak [99] and extended to systems with transport and distributed lag by Eisenberg [29 ]. The complexities introduced by the double-valued nature of the transfer function of the distributed parameter element are alleviated by use of results obtained by Pierre and Higgins [79]. A two sheeted Riemann surface is introduced upon which the system equations can be represented as single-valued functions. Other results of [79] are
used which focuses attention on of the two sheets of this Riemann surface to determine system stability. ${ }^{2}$

If the closed loop transfer function, $\mathrm{H}(\mathrm{s})$, does not contain any singularities in the closed right half plane and is also absolutely integrable along the $j \omega$ axis of the s-plane, then $h(t)$ is bounded. This can be shown by expressing $h(t)$ as an inverse Fourier transform and taking its absolute value. Thus

$$
\begin{equation*}
|h(t)|=\frac{1}{2 \pi}\left|\int_{-\infty}^{\infty} H(j \omega) \exp (j \omega t) d \omega\right| \leqq \frac{1}{2 \pi} \int_{-\infty}^{\infty}|H(j \omega)| d \omega \leqq A \tag{4.1.2}
\end{equation*}
$$

For the class of systems under consideration ${ }^{3}$
$H(s)=\frac{N(s) \exp (-\gamma(s) d) / D(s)}{1+N(s) \exp (-\gamma(s) d) / D(s)}$
where $N(s)$ and $D(s)$ are polynomials of degree $n$ and $m$ respectively, $\mathrm{n} \leqq m$, and $\boldsymbol{\gamma}(\mathrm{s})$ is given by (4.1.1). The absolute value of (4.1.3) on the $\mathrm{j} \omega$ axis is

$$
\begin{equation*}
H(j \omega)=\frac{N(j \omega) \exp (-\operatorname{Re}[\gamma(j \omega)] d) / D(j \omega)}{1+N(j \omega) \exp (-[\gamma(j \omega] d) / D(j \omega)} \tag{4.1.4}
\end{equation*}
$$

where $\operatorname{Re}[\gamma(j \omega)]>0^{0},|\omega|<\infty$. Since there are no singularities of $H(s)$ on the $j \omega$ axis, the denominator of (4.1.4) is never zero and

$$
\begin{equation*}
H(j \omega) \leqq A \exp (-\operatorname{Re}[\gamma(j \omega)] d) ;|\omega|<\infty \tag{4.1.5}
\end{equation*}
$$

2 System stability is defined in Section 1.1.
3 This class of system is defined by Figure 4.2.1 and equation 4.1.1.

Equation (4.1.5) is absolutely integrable along the $\mathrm{j} \omega$ axis and thus $h(t)$ is asymptotically stable. The final value theorem applied to (4.1.3) yields limit $h(t)=0$ $t \rightarrow \infty$

### 4.2 Derivation of Parameter Plane Equations

Consider the time invariant linear feedback control system containing a distributed parameter network in the forward path as shown in Figure 4.2.1. The distributed parameter network is assumed to be an electrical transmission line terminated in its characteristic impedance (although the assumption of either its mechanical, thermal or fluid equivalent is equally valid). The transfer function of a terminated distributed parameter network is of the form

$$
\begin{equation*}
F_{D}(s)=e^{-\gamma(s) d} \tag{4.2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(s)=+[(L s)+R)(C s+G)] 1 / 2 \tag{4.2.1a}
\end{equation*}
$$

and where $d$ is the length of the network, $L, C ; R$ and $G$ are the inductance, capacitance, resistance and conductance per unit length and $s$ is the complex variable
$s=\sigma+j \omega=-\zeta \omega_{n}+j \omega_{n} \sqrt{1-\zeta^{2}}$
where $\zeta$ is the dimensionless damping ratio and $\omega_{n}$ is the undamped natural frequency (see Figure 4.2.2). Substituting (4.2.2) into
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(4.2.1) yields a general form for the transfer function $\left.F_{D}(s)=e^{-\gamma(s) d}=e^{\psi\left(\omega_{n}, \zeta\right)} e^{-j \delta\left(\omega_{n},\right.}, \quad\right)$
where e $\psi\left(\omega_{n}, \mathcal{\xi}\right)$ is the amplitude function and $\mathrm{e}^{-\mathrm{j} \boldsymbol{\delta}\left(\omega_{n}, \zeta\right)}$
is the phase function. The system transfer function is given by

$$
\frac{C}{\bar{R}}(s)=\frac{N_{1}(s)}{D_{1}(\bar{s}) e^{\gamma(s) d}+N_{1}(s)}
$$

Substituting (4.2.3) into $\frac{C}{R}(s)$, noting $e^{+j \delta}=\cos \delta+j \sin \delta \quad$ gives

$$
\begin{equation*}
\frac{C}{\mathrm{C}}=(\mathrm{s})=\frac{N_{1}(\mathrm{~s})}{D_{1}(s) e^{-\psi}(\cos \delta+j \sin \delta)+N_{1}(s)}=\frac{N_{1}(s)}{F(s)} \tag{4.2.4}
\end{equation*}
$$

The stability of the system is determined by the location of the roots of the characteristic equation $F(s)=0$. Setting $F(s)=0$ yields $F(s)=D_{1}(s) e^{-\psi}(\cos \delta+j \sin \delta)+N_{1}(s)=\sum_{k=0}^{n} a_{k}(s) s^{k}=0$

Since the $a_{k}(s)$ terms will be a function of $e^{\gamma(s) d}$ and will also contain the system parameters, the $\mathrm{a}_{\mathrm{k}}(\mathrm{s})$ terms are defined to include 4
all possible linear combinations of parameters. That is
$\mathrm{a}_{\mathrm{k}}(\mathrm{s})=\alpha \mathrm{b}_{\mathrm{k}}+\alpha \mathrm{c}_{\mathrm{k}} \mathrm{e}^{\boldsymbol{\gamma} \cdot \mathrm{d}}+\beta \mathrm{d}_{\mathrm{k}}+\beta \mathrm{e}_{\mathrm{k}} \mathrm{e}^{\boldsymbol{\gamma} \mathrm{d}}+\mathrm{f}_{\mathrm{k}}+\mathrm{g}_{\mathrm{k}} \mathrm{e}^{\boldsymbol{\gamma} \mathrm{d}}$
where $\alpha$ and $\beta$ are the parameter plane variables which are to be re-
lated to two of the system parameters. This definition of $\mathrm{a}_{\mathrm{k}}(\mathrm{s})$ is a
faiirly standard one (see, for example, references [29]and [9.9].
4 Other possibilities include non-linear combinations in which $\alpha$ and $\beta$ appear as a product.
5 The symbol n in the summation represents the maximum degree of either $N_{1}(s)$ or $D_{1}(s)$ and is therefore finite

If the complex variable is as defined in equation (4.2.2) then
$s^{k}=\omega_{n}^{k}\left[T_{k}(-\xi)+j \sqrt{1-\xi^{2}} U_{k}(-\xi)\right]$
where $T(-\xi)$ and $U(-\xi)$ are Chebychev functions of the first and second kind, respectively [98], [99]. These functions can be evaluated through use of the following identities and recursion formulas

$$
\begin{equation*}
\mathrm{T}_{\mathbf{k}}(-\xi)=(-1)^{\mathrm{k}} \mathrm{~T}_{\mathrm{k}}(\xi), \quad \mathrm{U}_{\mathrm{k}}(-\xi)=(-1)^{\mathrm{k}+1} \mathrm{U}_{\mathrm{k}}(\xi) \tag{4.2.8}
\end{equation*}
$$

$\mathrm{T}_{\mathrm{k}+1}(\xi)-2 \xi \mathrm{~T}_{\mathrm{k}}(\xi)+\mathrm{T}_{\mathrm{k}-1}(\xi)=0$
$U_{k+1}(\xi)-2 \zeta U_{k}(\xi)+U_{k-1}(\xi)=0$
where

$$
\begin{equation*}
\mathrm{T}_{0}(\xi)=1, \mathrm{~T}_{1}(\xi)=\xi, \mathrm{U}_{0}(\xi)=0, \mathrm{U}_{1}(\xi)=1 \tag{4.2.10}
\end{equation*}
$$

Substituting equations (4.2.6) and (4.2.7) into (4.2.5) and noting equation (4.2.8) yields

$$
\begin{equation*}
F\left(\omega_{n}, \zeta\right)=\left(\alpha B_{1}+\beta C_{1}+D_{1}\right)+j\left(\alpha B_{2}+\beta C_{2}+D_{2}\right)=0 \tag{4.2.11}
\end{equation*}
$$

where $_{n}$
$B_{1}=\sum_{\substack{k=0 \\ n}} w_{n}^{k}\left(z_{k 0} b_{k}+e^{-\psi_{c}} c_{k} z_{k 1}\right)$
$C_{1}=\sum_{k=1}^{n} \omega_{n}^{k}\left(z_{k 0} d_{k}+e^{-\psi} e_{k} z_{k 1}\right)$
$D_{1}=\sum_{k=0}^{n} \omega_{n}^{k}\left(Z_{k 0} f_{k}+e^{-\psi} g_{k} Z_{k 1}\right)$
$B_{2}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 2} b_{k}+e^{-\psi} c_{k} z_{k 3}\right)$

$$
\begin{aligned}
& C_{2}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 2} d_{k}+e^{-\psi} e_{k} z_{k 3}\right) \\
& D_{2}=\sum_{k=0}^{n} \omega_{n}^{k}\left(z_{k 2} f_{k}+e^{-\psi} g_{k} z_{k 3}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& z_{k 0}=(-1)^{k} T_{k}(\xi) \\
& z_{k 1}=(-1)^{k} T_{k}(\xi) \cos \delta-(-1)^{k}+1 \sqrt{1-\zeta^{2}} U_{k}(\zeta) \sin \delta \\
& z_{k 2}=(-1)^{k+1} U_{k}(\xi) \sqrt{1-\zeta^{2}} \\
& z_{k 3}=(-1)^{k+1} U_{k}(\xi) \sqrt{1-\zeta^{2}} \operatorname{Cos} \delta+(-1)^{k} T_{k}(\xi) \sin \cdot \delta
\end{aligned}
$$

Equations (4.2.12) are of the same form as equations derived by Eisenberg[29]for the case of transport lag. However, the variables $\psi$ and 8 in this case are generalized expressions for a distributed parameter element. Expressions for $\psi$ and $\delta$ as a function of s-plane variables $\omega_{n}$ and $\zeta$ will be derived in the next section.

Since $F(s)=0$, both the real and imaginary parts of (4.2.11) must be equal to zero. That is

$$
\alpha B_{1}+\beta C_{1}+D_{1}=0, \quad \alpha B_{2}+\beta C_{2}+D_{2}=0
$$

giving
$\alpha=\frac{\mathrm{C}_{1} \mathrm{D}_{2}-\mathrm{C}_{2} \mathrm{D}_{1}}{\Delta} \quad \beta=\frac{\mathrm{D}_{1} \mathrm{~B}_{2}-\mathrm{D}_{2} \mathrm{~B}_{1}}{\Delta}$
$\Delta=\mathrm{B}_{1} \mathrm{C}_{2}-\mathrm{C}_{1} \mathrm{~B}_{2}$

### 4.3 Derivation of Equations for $\psi$ and 8

Given the transfer function $F_{D}(s)$ of equation (4.2.1) it is necessary to find expressions for variables $-\psi$ and $\delta$ as a function of both the complex plane parameters ( $=\boldsymbol{\omega}_{\mathrm{n}}$ ) and the distributed parameter element variables $d, L, C, R$, and $G$. It will also be necessary to specify the appropriate signs of the functions $-\psi$ and 8 in regions of the s-plane since (4.2.1) is a double-valued function of s. To accomplish this consider the function

$$
\begin{equation*}
\gamma d=d \sqrt{(L s+R)(C s+G)} \tag{4.3.1}
\end{equation*}
$$

Substituting (4.2.2) into (4.3.1) and separating real and imaginary terms gives

$$
\begin{equation*}
\gamma \mathrm{d}=\mathrm{d} \sqrt{R e+\mathrm{jIm}} \tag{4.3.2}
\end{equation*}
$$

where
$R e=(\sigma L+R)(\sigma C+G)-\omega^{2} L C$
$\operatorname{Im}=(\sigma \mathrm{L}+\mathrm{R}) \omega \mathrm{C}+(\boldsymbol{\sigma} \mathrm{C}+\mathrm{G}) \omega \mathrm{L}$
Next, consider the function ( $\mathrm{Re}+\mathrm{jIm}$ ). This function has an argument v given by
$v=\tan ^{-1}(\mathrm{Im} / \mathrm{Re})$
Equation (4.3.2) can be expressed in polar form as

$$
\begin{align*}
& \gamma d=|A| e^{j v / 2 g}=d\left(R^{2}+\operatorname{Im}^{2}\right)^{1 / 4} e^{j v / 2} \\
& =|A| \cos v / 2+j|A| \sin v / 2 \tag{4.3.5}
\end{align*}
$$

where the angkès $v$ and $v / 2$ are shown in Figure 4.3.1. Note that the angle $v$ consists of the sum of two angles $v_{1}$ and $v_{2}$ which are associated with the functions $(\mathrm{Ls}+\mathrm{R})$ and $(\mathrm{Cs}+\mathrm{G})$. Thus


FIGURE 4.3.1 REPRESENTATION OF $\gamma(s) d$

$$
\begin{equation*}
|A|=d\left(\mathrm{Re}^{2}+\mathrm{Im}^{2}\right)^{1 / 4} \tag{4.3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{v} / 2=1 / 2 \tan ^{-1}\left(\frac{\operatorname{Im}}{\mathrm{Re}}\right) \tag{4.3.7}
\end{equation*}
$$

Using the rectangular coordinate form of (4.3.5), the transfer function (4.2.1) can be written as

$$
\begin{equation*}
e^{-\gamma d}=e^{-|A| \cos v / 2} e^{-j|A|} \sin v / 2=e^{\psi-j \delta} \tag{4.3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi=-d\left(\operatorname{Re}^{2}+\operatorname{Im}^{2}\right)^{1 / 4} \cos v / 2=-|A| \cos v / 2 \tag{4.3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta=d\left(\operatorname{Re}^{2}+\operatorname{Im}^{2}\right)^{1 / 4} \sin v / 2=|A| \sin v / 2 \tag{4.3.10}
\end{equation*}
$$

Note that the angle $v$ must travel through $4 \pi$ radians for the angle of the function $\gamma \mathrm{d}$ (i.e., v/2) to travel through $2 \pi$ radians. Therefore $\gamma \mathrm{d}$ is a double valued function of the angle v. Applying the half angle formulas to (4.3.8)
$\cos (v / 2)= \pm \sqrt{\frac{1 \bar{F} \cos v}{2}}$
$\sin (v / 2)= \pm \sqrt{\frac{1-\cos v}{2}}$
and noting that by virtue of (4.3.4)
$\cos \mathrm{v}=\frac{\mathrm{Re}}{\left(\mathrm{Re}^{2}+\mathrm{Im}^{2}\right)^{1 / 2}}$
equation (4.3.8) can be rewritten as
$\mathrm{e}^{-\gamma, \mathrm{d}}=\mathrm{e}^{-\mathrm{d} / \sqrt{2}\left( \pm\left[\left(\operatorname{Re}^{2}+\operatorname{Im}^{2}\right)^{1 / 2}+\operatorname{Re}\right]_{ \pm j}^{1 / 2}\left[\left(\operatorname{Re}^{2}+\operatorname{Im}^{2}\right)^{1 / 2}-\operatorname{Re}\right]^{1 / 2}\right)}$

Each of the two terms in the exponent of (4.3.12) can take on two values, depending on its sign, resulting in a function with four different values. The value of this function in various portions of the s-plane will now be found. However, before doing this, recall that the function can be represented as a single valued function of the complex variable s over a two-sheeted Riemann surface. The principal sheet of this surface is defined as covering arguments of the variable $s$ in the range $-\pi \leqq \theta \leqq \pi$ and the secondary sheet is defined as covering arguments in the range $\pi \leqq \theta \leqq 3 \pi$. The procedure will be to correlate the signs of each of the two terms (4.3.12) with angles v and $\mathrm{v} / 2$ and also with regions of the s-plane. Equations (4.3.11) can be used to correlate the signs of $|A| \cos v / 2$ and $|A| \sin v / 2$ with the phase angle $v$.

Next a relationship must be established between the complex $s$-plane phase angle $\theta$ and angle $v / 2$ since the study of $s$-plane regions is essential to the determination of stability. This relationship can be established with the aid of Figure 4.3.2a. This figure shows the two branch points a and b and the branch cut associated with the distributed parameter element. These branch points are found by noting in equation (4.3.1) that $\boldsymbol{\gamma}=0$ when
$s=\bar{s}_{1}=-\frac{R}{L}$
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or
$s=s_{2}=-\frac{G}{C}$

These two points are illustrated in Figure 4.3.2a as points at $\sigma=-\mathrm{a}$ and $\sigma=-\mathrm{b}$ representing the greater (less negative) and lesser (more negative) of these two values respectively. Boundary line $\mathbf{Q}$ bisects the branch cut and is expressed by the equation

$$
\begin{equation*}
\sigma=-1 / 2\left(\frac{R}{L}+\frac{G}{C}\right)=-\left(\frac{a+b)}{2}\right. \tag{4.3.13}
\end{equation*}
$$

Line $Q$ and the real axis divide each sheet of the s-plane into four regions. All points in region $A$ of the principal sheet for example produce values of $v$ between 0 and $\pi$ radians. By virtue of (4.3.11), the signs of $\sin v / 2$ and $\cos v / 2$ are positive, therefore the signs associated with $-\psi$ and $\delta$ are also positive. The range of the angles $\mathrm{v}, \mathrm{v} / 2$, and $\Theta$ as well as the signs associated with $-\psi$ and $\delta$ in each of the four regions of each of the two sheets of the Riemann surface are summarized in Table 4.3.1.

In practical applications involving double valued functions of s only the principal sheet of the Riemann surface need be considered. This is because it has been shown in [79] that the roots of the characteristic equation of a system containing double valued functions can exist in the right half portion of the second sheet of the Riemann surface and the system will be stable. However, instability will result if these roots exist in the right half portion of the principal sheet. Therefore, unless specified to the contrary, all

| s-plane <br> Sheet \# | Region | v | $\mathrm{v} / 2$ | $\|\mathrm{~A}\| \cos \mathrm{v} / 2=-\psi$ | $\mid$ Alsin $\mathrm{v} / 2=8$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | A | 0 to $\pi$ | 0 to $\pi / 2$ | + | + | $0 \quad$ to $\pi$ |
| 1 | B | $\pi$ to $2 \pi$ | $\pi / 2$ to $\pi$ | - | + | $\pi / 2$ to $\pi$ |
| 1 | D | $-\pi$ to 0 | $-\pi / 2$ to 0 | + | - | 0 to $-\pi$ |
| 1 | C | $-2 \pi$ to $-\pi$ | $-\pi$ to $-\pi / 2$ | - | - | $-\pi / 2$ to $\pi$ |
| 2 | A | $2 \pi$ to $3 \pi$ | $\pi$ to $3 \pi / 2$ | - | - | $2 \pi$ to $3 \pi$ |
| 2 | B | $3 \pi$ to $4 \pi$ | $3 \pi / 2$ to $2 \pi$ | + | - | $\frac{5 \pi}{2}$ to $3 \pi$ |
| 2 | D | $\pi$ to $2 \pi$ | $\pi / 2$ to $\pi$ | - | + | $\pi$ to $2 \pi$ |
| 2 | C | 0 to $\pi$ | 0 to $\pi / 2$ | + | + | $\pi$ to $\frac{3 \pi}{2}$ |

Table 4.3.1. Relationship between the signs of $|A| \cos v / 2$ and
$|A| \sin \mathrm{v} / 2$ and the regions of the two sheeted
Riemann equivalent of the s-plane.
further references to the s-plane will refer to its principal sheet. The data presented in Table 4.3.1 for the principal sheet leads to the following conclusions:

1. The $\zeta=0$ contour is either entirely within Region A or forms its boundary with Region B for $\omega_{n}>0$. As a consequence
$-\psi=+|A| \cos \frac{V}{2}, \quad \delta=+|A| \sin \frac{v}{2}$
2. The $\zeta=\zeta_{1}$ contour for $0 \leqq \zeta \leqq 1$ starts in Region $A$ at $\omega_{n}=0$ and crosses into Region $B$ at

$$
\begin{equation*}
\omega_{n}=\omega_{n_{1}}=\frac{1}{2 \zeta_{1}} \quad\left(\frac{R}{L}+\frac{G}{C}\right)=\frac{a+b}{2 \zeta_{1}} \tag{4.3.14}
\end{equation*}
$$

Further, this $\zeta=\zeta_{1}$ contour remains in Region B for values of $\omega_{\mathrm{n}}$ from $\omega=\omega_{\mathrm{n}_{1}}$ to $\omega_{\mathrm{n}}=\infty$, so that in general

$$
-\psi=+|A| \cos \frac{v}{2}, \delta=+|A| \sin \frac{v}{2} \text { for } 0 \leqq \omega_{n} \leqq \omega_{n_{1}}
$$

and

$$
-\psi=-|A| \cos \frac{v}{2}, \delta=+|A| \sin \frac{v}{2} \text { for } \omega_{n_{1}} \leqq \omega_{n} \leqq \infty
$$

The partitioning of the s-plane for the special cases of transport and distributed lag are shown inFigures 4.3.2b and 4.3.2c respectively. Notice that for distributed lag, the $\boldsymbol{\zeta}=0$ and $\zeta=\zeta_{1}$ radials are entirely within region $A$ when $\omega_{n}>0$. However, for transport lag, when $\omega_{n}>0$, the $\zeta=\zeta_{1}$ radial is entirely within region $B$.and the $\zeta=0$ radial is on the boundary between regions $A$ and $B$.

Now that the signs of $|A| \cos v / 2$ and $|A| \sin v / 2$ have been established, the expressions for $-\psi$ and $\delta$ in terms of s-plane variables can be derived. Recall that for region A

$$
\begin{align*}
-\psi & =|A| \cos \frac{v}{2}=+d \sqrt{\frac{\left(\mathrm{Re}^{2}+\mathrm{Im}^{2}\right)^{1 / 2}+\mathrm{Re}}{2}}  \tag{4.3.15}\\
8 & =|A| \sin \frac{v}{2}=+d \sqrt{\frac{\left(\mathrm{Re}^{2}+\mathrm{Im}^{2}\right)^{1 / 2}-\mathrm{Re}}{2}}
\end{align*}
$$

inserting (4.3.3) into (4.3.15) gives

$$
\begin{align*}
-\psi & =d / \sqrt{2} \cdot \sqrt{F^{1 / 2}+M}  \tag{4.3.16}\\
\delta & =d / \sqrt{2} \sqrt{F^{1 / 2}-M}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{F}=\left[(\sigma \mathrm{L}+\mathrm{R})^{2}+\omega^{2} \mathrm{~L}^{2}\right]\left[(\sigma \mathrm{C}+\mathrm{G})^{2}+\omega^{2} \mathrm{C}^{2}\right] \\
& \mathrm{M}=(\sigma \mathrm{L}+\mathrm{R})(\sigma \mathrm{C}+\mathrm{G})-\omega^{2} \mathrm{LC}
\end{aligned}
$$

An alternate form of (4.3.16) is obtained by substituting (4.2.2) into
(4.3.16a) yielding

$$
\begin{align*}
-\psi & =\mathrm{d} / \sqrt{2} \quad \sqrt{\mathrm{H}^{1 / 2}+\mathrm{J}}  \tag{4.3.17}\\
8 & =\mathrm{d} / \sqrt{2} \quad \sqrt{\mathrm{H}^{1 / 2}-\mathrm{J}}
\end{align*}
$$

where

$$
\begin{align*}
& H=\left(\omega_{n}^{2} L^{2}-2 S \omega_{n} R L+R^{2}\right)\left(\omega_{n}^{2} C^{2}-2 \zeta \omega_{n} G C-G^{2}\right) \\
& J=\omega_{n}^{2} L C\left(2 S^{2}-1\right)+R G-S \omega_{n}(R C+L G) \tag{4.3.17a}
\end{align*}
$$

Expressions for $-\psi$ and $\delta$ for other regions on the primary sheet and regions on the secondary sheet can be obtained by using the polarities for $-\psi$ and 8 specified in Table 4.3.1. This Table indicates that $-\psi$ and $\delta$ on the secondary sheet are both opposite in sign to the values of $-\psi$ and 8 given by (4.3.17) for the principal sheet of the s-plane.

Upon utilizing the new values of $-\psi$ and 8 for the second sheet,
equations (4.2.12) become

$$
\begin{align*}
& B_{1 s}=\sum_{k=0}^{n} \omega_{n}^{k}\left[(-1)^{k} T_{k} b_{k}+e^{\Psi} c_{k} Z_{k 1}\right] \\
& C_{1 s}=\sum_{k=0}^{n} \omega_{n}^{k}\left[(-1)^{k} T_{k} d_{k}+e^{\psi} e_{k} Z_{k 1}\right]  \tag{4.3.18}\\
& D_{1 s}=\sum_{k=0}^{n} \omega_{n}^{k}\left[(-1)^{k} T_{k} f_{k}+e^{\psi} g_{k} Z_{k 1}\right] \\
& B_{2 s}=\sum_{k=0}^{n} \omega_{n}^{k}\left[Z_{k 2} b_{k}+e^{\psi} c_{k} Z_{k 3}\right] \\
& C_{2 s}=\sum_{k=0}^{n} \omega_{n}^{k}\left[Z_{k 2} d_{k}+e^{\psi} e_{k} Z_{k 3}\right] \\
& D_{2 s}=\sum_{k=0}^{n} \omega_{n}^{k}\left[Z_{k 2} f_{k}+e^{\psi} g_{k} Z_{k 3}\right]
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{Z}_{\mathrm{k} 1}=(-1)^{\mathrm{k}} \mathrm{~T}_{\mathrm{k}} \cos \delta+(-1)^{\mathrm{k}+1} \mathrm{U}_{\mathrm{k}} \sqrt{1-\mathrm{S}^{2}} \sin \delta \\
& \mathrm{Z}_{\mathrm{k} 2}=(-1)^{\mathrm{k}+1} \mathrm{U}_{\mathrm{k}} \sqrt{1-\boldsymbol{S}^{2}} \\
& \mathrm{Z}_{\mathrm{k} 3}=(-1)^{\mathrm{k}+1} \mathrm{U}_{\mathrm{k}} \sqrt{1-\boldsymbol{S}^{2}} \cos 8-(-1)^{\mathrm{k}} \mathrm{~T}_{\mathrm{k}} \sin \delta \\
& \text { and } \mathrm{T}_{\mathrm{k}} \text { and } \mathrm{U}_{\mathrm{k}} \text { represent Chebychev functions as defined in [98]. }
\end{aligned}
$$

By applying these new expressions for the parameter plane coefficients $\mathrm{B}^{\text {ts }} \mathrm{B}_{1 \mathrm{~s}} \mathrm{C}_{1 \mathrm{~s}}, \mathrm{D}_{1 \mathrm{~s}}, \mathrm{~B}_{2 \mathrm{~s}^{\prime}} \mathrm{C}_{2 \mathrm{~s}^{\prime}}$ and $\mathrm{D}_{2 \mathrm{~s}}$ of equations (4.3.18) to (4.2.13), a new set of $\boldsymbol{\alpha}-\boldsymbol{\beta}$ equations are obtained. These equations represent mapping of contours from the secondary sheet of the s-plane onto the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ plane.

### 4.4 Discussion of Method

The $\alpha-\beta$ curves specified by (4.2.13) are mappings of curves from the complex s-plane to the algebraic $\alpha-\beta$ plane. For example the $a-\beta$ curve corresponding to the radial line $\zeta=\zeta_{1}$, shown in Figure 4.2.2, is found by setting $\zeta_{1}=-\cos ^{-1} \Theta_{1}$ (in the upper half of the s-plane) and varying $\omega_{\mathrm{n}}$ from zero to infinity. The contour is first evaluated between $\omega_{\mathrm{n}}=0$ and $\omega_{\mathrm{n}}=\omega_{\mathrm{n}_{1}}$ where $\omega_{\mathrm{n}_{1}}$ is computed by (4.3.14). The signs of the expressions for $-\Psi$ and 8 in region $A$ of sheet 1 are determined by referring to Table 4.3.1. The expressions obtained from (4.3.17) are then used in (4.2.12) which in turn are used to form (4.2.13), the expressions for $a$ and $\beta$ in this region. The contour between $\omega_{\mathrm{n}}=\omega_{\mathrm{n}_{1}}$ and $\omega_{\mathrm{n}}=\infty$ is evaluated in a manner similar to that described above except the signs of the expressions for $-\psi$ and $\delta$ in region B, sheet 1 are used.

In addition to obtaining $\boldsymbol{\alpha}-\boldsymbol{\beta}$ curves, care must be taken to determine which regions of the s-plane map into corresponding regions of the $\alpha-\beta$ plane. This determination is made by noting the sign
of $\Delta$ in (4.2.13) and the side of the shading of the curve in the s-plane. If a contour in the s-plane is shaded as shown in Figure 4.2.2 and $\Delta>0$, then the curve in the $\alpha-\beta$ plane is shaded on the left facing the direction of increasing $\omega_{n}$. If $\Delta<0$ then the curve is shaded on the right in the direction of increasing $\omega_{n}$. It is also important to note that when the contour either symmetrically encloses the entire left-hand s-plane or a region therein, it is not necessary to compute values of $\alpha$ and $\beta$ for $\omega_{n}<0$. This is because $\alpha-\beta$ curves generated for $\omega_{n}>0$ will retrace the curves for $\omega_{n}>0$. (see Appendix II). Therefore these $a-\beta$ curves will be doubly shaded indicating that a point crossing one of these curves corresponds to a pair of complex conjugate roots crossing the appropriate boundary in the s-plane.

### 4.5 Parameter Plane Contours When Zeta Equals Plus Or Minus One

When the value of zeta approaches either plus or minus one, this represents the mapping of s-plane contours which respectively consist of the negative or positive portions of the real axis. In systems which contain distributed parameter elements each of these axes must be examined in order to determine whether the function, $\Delta$, of (4.2.13) is a non-zero quantity. If this function is zero, then the equations for the parameter plane coefficients (4.2.12) must be examined to determine whether the singularity can be removed.
4.5.1 Zeta equals one $(\zeta=+1)$. Care must be taken in applying equations (4.2.12) when $\boldsymbol{\zeta} \pm+1$ because this contour involves the branch cut in almost all cases. Examining the general case of a distributed parameter transmission line in which $L, R, C$ and $G$ are not equal to zero, and $R C \neq L G$; defining
$\mathrm{r}_{1}=\frac{\mathrm{R}}{\mathrm{L}}, \quad \mathrm{r}_{2}=\frac{\mathrm{G}}{\mathrm{C}}$
$a=$ the smaller of the two roots $r_{1}$ and $r_{2}$
$b=$ the larger of the two roots $r_{1}$ and $r_{2}$

$$
\mathrm{T}=(\mathrm{LC})^{1 / 2} \mathrm{D}_{\mathrm{d}}
$$

the exponent of the transfer function of (4.2.1) becomes

$$
\begin{equation*}
\gamma(\mathrm{s}) \mathrm{d}=(\mathrm{LC})^{1 / 2} \mathrm{~d}\left[\left(\mathrm{~s}+\mathrm{r}_{1}\right)\left(\mathrm{s}+\mathrm{r}_{2}\right)\right]^{1 / 2}=\mathrm{T}\left[\left(\mathrm{~s}+\mathrm{r}_{1}\right)\left(\mathrm{s}+\mathrm{r}_{2}\right)\right] 1 / 2 \tag{4.5.1}
\end{equation*}
$$

The branch cut is as shown in Figure 4.5.1. This figure shows the $\zeta=+1$ contour (i.e., the negative real axis) consisting of three line segments.
segment $1 \quad-\mathrm{a}<\omega_{\mathrm{n}}<0$
segment 2

$$
\omega_{n}<-b
$$

segment 3

$$
-b \leqq \omega_{n} \leqq-a
$$

4 The exceptions are the cases of transport lag ( $\mathrm{R}=\mathrm{G}=0$ ) and distortionless transmission ( $\mathrm{RC}=\mathrm{LG}$ ). In these cases the branch cut degenerates into a point locaied at the origin of the s-plane or a point at $s=-\frac{\mathrm{L}}{\mathbf{R}}$ respectively.
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The various special forms of a terminated distributed parameter network can be categorized by the size of these three line segments.

Some examples are tabulated below

| Type of Network | $\gamma(s)$ | Length of Segment |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 |
| Transport Lag | $\left(\mathrm{LCs}^{2}\right)^{1 / 2}$ | 0 | 0 to - 0 | 0 |
| Distortionless Line | (s+a) | 0 to -a | -a to - $-\infty$ | 0 |
| Distributed Lag | (RCs) ${ }^{1 / 2}$ | 0 | 0 | 0 to $-\infty$ |
| Distributed Lag. | (LGs) ${ }^{1 / 2}$ | 0 | 0 | 0 to $-\infty$ |
| $\mathrm{G}=0$ Line | $s \mathrm{~s}(\mathrm{sL}+\mathrm{R})^{1 / 2}$ | 0 | -b to $-\infty$ | 0 to -b |
| $L=0$ Line | $\mathrm{R}(\mathrm{sC}+\mathrm{G})^{1 / 2}$ | 0 to -a | 0 | -a to $-\infty$ |

Applying equations (4.3.17) to each of these three line segments and noting that for a path along the negative real axis, $\quad \zeta=+1$ and $s=-\omega_{\mathrm{n}}$ yields the following:

Segment 1

$$
-\mathrm{a}<\mathrm{s} \leqq 0
$$

$$
\begin{equation*}
-\psi_{1}=d \sqrt{\left(R-\omega_{n} L\right)\left(G-\omega_{n} C\right)}, \quad \delta_{1}=0 \tag{4.5.2}
\end{equation*}
$$

Segment 2

$$
-\infty \leqq s<-b
$$

$$
\begin{equation*}
-\psi_{2}=-d \sqrt{\left(R-\omega_{n} L\right)\left(G-\omega_{n} C\right),} \delta_{2}=0 \tag{4.5.3}
\end{equation*}
$$

Segment 3

$$
-b \leqq s \leqq-a
$$

$$
\begin{equation*}
-\psi_{3}=0, \quad \delta_{3}=d \quad \sqrt{\left(R-\omega_{n} L\right)\left(G-\omega_{n} C\right)} \tag{4.5.4}
\end{equation*}
$$

- $\Psi_{1}$ is the negative of $-\Psi_{2}$ because segment 1 forms a portion of the boundary between Regions A and D of Figure 4.5.1, while segment 2 forms a portion of the boundary between Region B and C. Table 4.3.1 indicates that the polarity of $-\psi$ in Regions A and D is opposite to the polarity of $-\psi$ in Regions B and C.

The form of the parameter plane equations along each of these segments will be examined utilizing the values of $-\psi$ and 8 given above. Applying the relationships of (4.5.2) to (4.2.12) and noting that $\zeta=+1$ yields for segment 1

$$
\begin{aligned}
& B_{1,1}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left(b_{k}+\exp \left(-\psi_{1}\right) c_{k}\right) \\
& C_{1,1}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left(d_{k}+\exp \left(-\psi_{1}\right) e_{k}\right) \\
& D_{1,1}=\sum_{k=0}^{n} \quad\left(-\omega_{n}\right)^{k}\left(f_{k}+\exp \left(-\psi_{1}\right) g_{k}\right) \\
& B_{2,1}=C_{2,1}=D_{2,1}=0
\end{aligned}
$$

Defining new variables

$$
\begin{equation*}
\overline{\mathrm{B}}_{2,1}=\frac{\mathrm{B}_{2,1}}{\left(1-\zeta^{2}\right)^{1 / 2}}, \quad \bar{C}_{2,1}=\frac{C_{2,1}}{\left(1-\zeta^{2}\right)^{1 / 2}}, \quad \bar{D}_{2,1}=\frac{D_{2,1}}{\left(1-\zeta^{2}\right)^{1 / 2}} \tag{4.5.6}
\end{equation*}
$$

Substitution of (4.2.12) into (4.5.6) and noting that $S=+1$,

$$
\begin{align*}
& \mathrm{U}_{\mathrm{k}}(1) \leq \mathbf{K}, \quad \mathrm{T}_{\mathrm{k}}(1)=1 \text { yields } \\
& \bar{B}_{2,1}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left[-k b_{k}+\exp \left(-\psi_{1}\right) c_{k}\left(-k+\frac{\sin 8}{\left(1-f^{2}\right)^{1 / 2}}\right)\right] \\
& \boldsymbol{C}_{2,1}=\sum_{\mathrm{k}=0}^{\mathrm{n}}\left(-\omega_{\mathrm{n}}\right)^{\mathrm{k}}\left[-\mathrm{kd}_{\mathrm{k}}+\exp \left(-\psi_{1}\right) \mathrm{e}_{\mathrm{k}}\left(-\mathrm{k}+\frac{\sin \boldsymbol{\delta}}{\left(1-\xi^{2}\right)^{1 / 2}}\right)\right]  \tag{4.5.7}\\
& \bar{V}_{\prime_{2,1}}=\sum_{\mathrm{k}=0}^{\mathrm{n}} \quad\left(-\omega_{\mathrm{n}}\right)^{\mathrm{k}}\left[-\mathrm{kf}_{\mathrm{k}}+\exp \left(-\psi_{1}\right) \mathrm{g}_{\mathrm{k}}\left(-\mathrm{k}+\frac{\sin 8}{\left(1-\boldsymbol{S}^{2}\right)^{1 / 2}}\right)\right] \\
& \text { Defining } \mathrm{F}_{1}(\boldsymbol{S}=1)=\underset{\boldsymbol{S} \rightarrow+1}{\operatorname{Limit}} \frac{\sin \delta}{\left(1-\boldsymbol{S}^{2}\right)^{1 / 2}} \tag{4.5.8}
\end{align*}
$$

and using the expression for 8 given by (4.3.17) yields after some manipulation (see Appendix III)

$$
\begin{equation*}
F_{1}(\zeta=1)=F_{1}(1)=\frac{d}{2} \frac{\omega_{[ }\left[R C+L G-2 \omega_{n} L C\right]}{\left[\left(\omega_{n} L-R\right)\left(\omega_{n} C-G\right)\right]^{1 / 2}} \tag{4.5.9}
\end{equation*}
$$

Thus the singularity has béen reemoved for segment 1 and (4.5.7)becomes

$$
\begin{align*}
& {\overline{B_{2,1}}}^{M_{2,1}} \sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left[-k b_{k}+\exp \left(-\Psi_{1}\right) c_{k}\left(-k+F_{1}(1)\right)\right] \\
& \overline{\mathrm{C}}_{2,1}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left[-k d_{k}+\exp \left(-\Psi_{1}\right) e_{k}\left(-k+F_{1}(1)\right)\right]  \tag{4.5.10}\\
& \bar{D}_{2,1}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left[-\mathrm{kf}_{k}+\exp \left(-\psi_{1}\right) g_{k}\left(-k+F_{1}(1)\right)\right]
\end{align*}
$$

and the parameter plane contour mapping segment 1 is computed using (4.5.10) and (4.5.5) in the following equations

$$
\begin{equation*}
\alpha_{1}=\frac{C_{1,1} \bar{D}_{2,1}-D_{1,1} \bar{C}_{2,1}}{\Delta_{1}} \quad \beta_{1}=\frac{D_{1,1} \bar{B}_{2,1}-\bar{D}_{2,1} B_{1,1}}{\Delta_{1}} \tag{4.5.11}
\end{equation*}
$$

$$
\Delta_{1}=\mathrm{B}_{1,1} \overline{\mathrm{C}}_{2,1}-\overline{\mathrm{B}}_{2,1} \mathrm{C}_{1,1}
$$

Equations (4.5.10) and (4.5.5) can also be used to determine the parameter plane coefficients for the $\zeta=1$ contour along line segment 2. This is accomplished by replacing the expression for $-\psi_{1}$ given by (4.5.2) with the expression for $-\psi_{2}$ given by (4.5.3) and replacing the expression for $F_{1}(1)$ given by (4.5.9) with the expression for $\mathrm{F}_{2}(1)$ given by (III. 9) in Appendix III. Note that $-\psi_{2}=\Psi_{1}$ and $F_{2}(1)=-F_{1}(1)$ so that ths substitution is not unwieldy. Examining line segment 3 , which extends along the branch cut, substitution of $\zeta=+1$ and (4.5.4) into (4.2.12) yields

$$
\begin{align*}
& B_{1,3}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left(b_{k}+c_{k} \cos \delta\right) \\
& C_{1,3}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left(d_{k}+e_{k} \cos \delta\right) \\
& D_{1,3}=\sum_{\sum_{k=0}^{n}}^{n}\left(-\omega_{n}\right)^{k}\left(f_{k}+g_{k} \cos 8\right)  \tag{4.5.12}\\
& B_{2,3}=\sum_{k=0}^{n} \quad\left(-\omega_{n}\right)^{k} c_{k} \sin \delta
\end{align*}
$$

$$
\begin{aligned}
& D_{2,3}=\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k} g_{k} \sin 8
\end{aligned}
$$

where $\boldsymbol{\delta}$ is defined by (4.5.4). The expressions for $\boldsymbol{\alpha}_{3}, \boldsymbol{\beta}_{3}$ and the determinant $\Delta_{3}$ are given by

$$
\begin{align*}
& a_{3}=\frac{C_{1,3} D_{2,3}-C_{2,3} D_{1,3}}{\Delta_{3}}, \quad \beta_{3}=\frac{D_{1,3} B_{2,3}-D_{2,3}{ }^{B} 1,3}{\Delta_{3}} . \\
& \Delta_{3}=B_{1,3} C_{2,3}-B_{2,3} C_{1,3}=\sin 8 \quad J_{3}\left(\omega_{n}\right) \tag{4.5.13}
\end{align*}
$$

Considering the expression for $\Delta_{3}$ in equation (4.5.13) indicates that an $\boldsymbol{\alpha}-\boldsymbol{\beta}$ contour will exist and each point in the s-plane will map into a point in the $\alpha-\beta$ plane when both $\sin 8$ and $J_{3}\left(\omega_{n}\right)$ are non-zero quantities.

However, this one to one correspondence does not exist when either $\sin \boldsymbol{\delta}=0$ or $\mathrm{J}_{3}=0$. Consider the case when $\sin \boldsymbol{\delta}=0$. Thus

$$
\delta= \pm \mathrm{m} \pi \quad, \quad \mathrm{~m}=0,1,2, \ldots \ldots \ldots
$$

Substituting into (4.5.4) gives
$\left(\omega_{n} L-R\right)\left(G-\omega_{n} C\right)=\frac{m^{2} \pi^{2}}{d^{2}}$
Equation (4.5.14) can be used to determine values of $\omega_{n}=\omega_{n}^{*}$ along segment 3 at which $\sin 8=0$. At these values of $\omega_{n}^{*}, \cos \delta=(-1)^{\mathrm{m}}$ and (4.5.12) can be rewritten as ${ }^{3}$ The function $J_{3}\left(\omega_{n}\right)$ is defined as

$$
J_{3}\left(\omega_{n}\right)=B_{1,3} \sum_{k=\infty}^{n}\left(-\omega_{n}\right)^{k} e_{k}-C_{1,3} \sum_{k=\theta}^{n}\left(-\omega_{n}\right)^{k} c_{k}
$$

$$
\begin{aligned}
& B_{1,3}^{*}=\sum_{k=0}^{n} \quad\left(-\omega_{n}^{*}\right)^{k}\left(b_{k}+(-1)^{m} c_{k}\right) \\
& C_{1,3}^{*}=\sum_{k=0}^{n} \quad\left(-\omega_{n}^{*}\right)^{k}\left(d_{k}+(-1)^{m} e_{k}\right) \\
& D_{1,3}^{*}=\sum_{k=0}^{n} \quad\left(-\omega_{n}^{*}\right)^{k}\left(f_{k}+(-1)^{m} g_{g_{k}}\right) \\
& B_{2,3}^{*}=C_{2,3}^{*}=D_{2,3=0}^{*}
\end{aligned}
$$

The singularity cannot be removed here since $\delta$ is defined by (4.5.4). Equations (4.5.15) state that at a point on the branch cut where $\sin 8=0$, equation (4.2.11) degenerates into an equation with real terms only. That is:

$$
\begin{equation*}
F\left(\omega_{n}, \zeta\right)=\alpha_{3} B_{1,3}^{*}+\beta_{3} C_{1,3}^{*}+D_{1,3}^{*}=0 \tag{4.5.16}
\end{equation*}
$$

This equation therefore maps each of these special points into a straight line in the $\alpha-\beta$ plane. It should be noted that (4.5.16) also applies to the branch points at $\mathrm{s}=-\mathrm{a}$ and $\mathrm{s}=-\mathrm{b}$. In these cases the appropriate value of the branch point is substituted into (4.5.15) and the value of $m$ is set equal to unity.
4.5.2 Zeta equals minus one $(\zeta=-1)$. It is easy to show that (4.5.5) and (4.5.10) can be used to determine the $\boldsymbol{\zeta}=-1$ contour if

$$
\begin{align*}
& -\psi_{1}=d\left[\left(\omega_{n} L+R\right)\left(\omega_{n} C+G\right)\right]^{1 / 2}  \tag{4.5.17}\\
& F_{4}(-1)=\frac{d}{2} \frac{\omega_{n}\left(2 \omega_{n} L C+R G+L C\right)}{\left[\left(R+\omega_{n} L\right)\left(G+\omega_{n} C\right)\right]^{1 / 2}}
\end{align*}
$$

Note that these equations are simply (4.5.2) and (4.5.9) with the polarity of $\quad \omega_{n}$ reversed.
4.5.3 Summary . The real axis is composed of four different line segments, segments 1,2 , and 3 along the negative real axis and segment 4 along the positive real axis.

For segment 1 the parameter plane equations $\alpha$ and $\beta$ are determined by (4.5.11), (4.5.10), and (4.5.15) in which $F_{1}(1)$ is defined by (4.5.9) and where $-\psi_{1}$ is defined by (4.5.2). For segment 2, the parameter plane equations are also determined by (4.5.11), (4.5.10), and (4.5.15) . However, the function $F_{2}(1)$ must be used in place of $F_{1}(1)$ in (4.5.10) and the function $-\boldsymbol{\psi}_{2}$ must be used in place of $-\psi_{1}$ in (4.5.10) and (4.5.15). This substitution is simple since $F_{2}(1)=-F_{1}(1)$ and $-\psi_{2}=-\left(-\psi_{1}\right)$.

For segment 3 ( $\mathcal{L}$ e., the branch cut and branch points), the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ curve corresponding to points in which the determinant is not equal to zero $\left(\Delta_{3} \neq 0\right)$ is given by (4.5.13) where the coefficients are defined by (4.5.12) and $-\Psi_{3}$ is defined by (4.5.4). The special points on segment 3 , which produce a determinant of value equal to zero map into straight lines in
the $\alpha-\beta$ plane in accordance with (4.5.16) where the coefficients are defined by (4.5.15). The branch points $s=-\mathrm{a}$ and $\mathrm{s}=-\mathrm{b}$ are included as special points.

The mapping of points along segment 4, (i.e., points along the positive real axis) is accomplished by application of (4.5.5) and (4.5.10) in which variables $-\Psi_{1}$ and $F_{4}(-1)$ are defined by (4.5.17).

### 4.6 Example of Absolute and Relative Stability of a Feedback

System with Distributed Parameter Elements
An example is now considered in order to demonstrate the use of the equations developed in sections 4.2 and 4.3 as well as to form a basis for the further development of the theory.

Consider the feedback system of Figure 4.2.1 where

1) $\mathrm{G}_{1}(\mathrm{~s})$ consists of a proportional-integral controller with transfer function $\mathrm{K}(\mathrm{s}+\mathrm{W}) / \mathrm{s}$ and a plant with transfer function $1 / \mathrm{s}$
2) The distributed parameter element is a distributed lag. That is, $e^{-\gamma(s) d}=e^{-d \sqrt{R C s}}=e^{-\sqrt{s T}}$

This example was also presented by Chu [23] so that comparisons can be made. The s-plane representation of the distributed parameter element is shown in Figure 4.3.2c. This figure indicates that region A extends over the entire upper-half of the s-plane. This can be verified by evaluating (4.3.13) which shows that $\sigma=-\infty$ when for $G=L=0$. Next, Table 4.3.1 indicates that the signs are positive and

- $\psi$ and $\delta$ are in sheet 1 , reginn A. Therefore equations (4.3.17) give
$-\psi=\sqrt{\frac{\omega_{n} T_{(1-\zeta)}}{2}}$

$$
\begin{equation*}
\delta=\sqrt{\frac{\omega_{n} T(1+\zeta)}{2}} \tag{4.6.1}
\end{equation*}
$$

For a stability investigation of this system, form the characteristic equation (4.2.5)

$$
F(s)=s^{2} \exp (\sqrt{s T})+K s+K W=0
$$

Defining the adjustable parameters as $\alpha=K, \beta=K W, F(s)$ becomes

$$
\begin{equation*}
F(s)=s^{2} \exp (\sqrt{s T})+\alpha s+\beta=0 \tag{4.6.2}
\end{equation*}
$$

Utilizing (4.6.2), (4.2.2), (4.2.6) and (4.2.13) gives

$$
\begin{aligned}
& \alpha=\omega_{n} e^{-\psi}\left[2 \zeta \cos 8+\frac{\left(1-2 \zeta^{2}\right)}{\sqrt{1-\zeta^{2}}} \sin \delta\right] \\
& \beta=\omega_{n}^{2} e^{-\psi}\left[\cos 8-\frac{\zeta}{\sqrt{1-\zeta^{2}}} \sin 8\right] \\
& \Delta=-\omega_{n} \sqrt{1-\zeta^{2}}
\end{aligned}
$$

The variables $\alpha$ and $\beta$ are plotted where $S$ is fixed and $\omega_{n}$ is the running parameter. The region of the s-plane to be mapped in order to determine absolute stability is shown in Figure 4.6.1a. For absolute stability, the $\alpha-\beta$ plane contour is obtained by setting $\boldsymbol{\zeta}=0$ and varying $\boldsymbol{\omega}_{\mathrm{n}}$ from zero to infinity. Because values for $\omega_{n}<0$ map into the same values for $\omega_{n}>0$, the contour obtained for positive values of $\omega_{n}$ represents the entire range of $-\infty \leqq \omega_{n} \leqq \infty$. (see Appendix II): Then, from (4.6.1), (4.6.3) and setting $\zeta=0$ gives


FIGURE 4.6.1 ZETA $=0$ CONTOUR FOR DISTRIBUTED LAG PROBLEM

$$
\begin{align*}
& \alpha=\omega_{\mathrm{n}} \exp \left(\sqrt{\omega_{\mathrm{n}} \mathrm{~T} / 2}\right) \sin \left(\sqrt{\omega_{\mathrm{n}} \mathrm{~T} / 2}\right)  \tag{4.6.4}\\
& \beta=\omega_{\mathrm{n}}^{2} \exp \left(\sqrt{\omega_{\mathrm{n}} \mathrm{~T} / 2}\right) \cos \left(\sqrt{\omega_{\mathrm{n}} \mathrm{~T} / 2}\right)
\end{align*}
$$

A graph of (4.6.4) is shown in Figure 4.6.1b where $T$ is set equal to unity as in reference [23]. Notice that this curve spirals outward from the origin as $\omega_{\mathrm{n}}$ increases. This is to be expected since both $\boldsymbol{\sigma}$ and $\beta$ in (4.6.4) contain $\exp \left(+\sqrt{\omega_{\mathrm{n}} \mathrm{T} / 2}\right)$ terms which cause an increase in the $\alpha-\beta$ locus with increasing $\omega_{n}$. The $\alpha-\beta$ curve for $S=0$ is a mapping of the $j \omega$ axis and the left half plane has been mapped within the indicated doubly shaded region. The shading is on the right of this curve in the direction of increasing $\omega_{n}$ since $\Delta=-\omega_{n}$ and $\omega_{n}>0$. The singly shaded line $\beta=0$ represents the mapping of the origin of the s-plane and is found by evaluating $F(s)=0$ at $s=0$. This singly shaded line is a real root boundary and will be discussed further in a subsequent section. Thus the $\alpha-\beta$ plane is divided into an infinite number of regions $R_{1}, R_{2}, R_{3} . \ldots . R_{\infty}$ where $R_{1} \supset R_{2} \supset R_{3} \ldots \ldots \sqsupset R_{\infty}$. Only values of $\alpha$ and $\beta$ chosen from region $R_{1}$ will produce a stable system . This is because crossing from a shaded to an unshaded region in the $s$ - plane has the same meaning in the $\alpha-\beta$ plane and vice versa. Thus moving an operating point from region $R_{1}$ to $R_{2}$ implies that a pair of complex roots have migrated from the left-half into the
right-half of the principal sheet. Therefore only $R_{1}$ can contain all the roots since it is completely closed and contains no subregions. Now if W is set equal to 0.3 , then $\beta=\mathrm{KW}=0.3 \mathrm{~K}=0.3 \alpha$ which is the equation of a straight line as shown in Figure 4.6.1b. This line intersects the $\boldsymbol{\zeta}=0$ curve at $\boldsymbol{a}=\boldsymbol{a}_{\mathbf{A}}, \boldsymbol{a}_{\mathbf{B},} \boldsymbol{a}_{\mathbf{C}, \ldots}, \ldots, \boldsymbol{a}_{\mathbf{Z} .4}$ .$\alpha_{\infty}$. It follows that these vlaues of $\alpha$ are the gains at which pairs of complex roots cross the imaginary axis. There will be an infinite number of such points since the characteristic equation is transcendental giving rise to an infinite number of roots. The line $\beta=0.3 \alpha$ intersects the portion of the $\zeta=0$ curve along the boundary of region $R_{1}$ at a gain of 20.3 and a value of $\omega_{n}=4.52 \mathrm{rad} / \mathrm{sec}$ (see Figure 4.6.1c). This is the maximum allowable gain for absolute stability. If $W$ is varied, a new line $\beta=W a \quad$ results and its intersection with the boundary of region $R_{1}$ gives new values of critical gain $K$ and undamped natural frequency $\omega_{n}$ of the dominant mode.

To investigate the relative stability of the system, a value of $\zeta=\zeta_{1}$ is substituted into equations (4.5.1) and 4.6.3) and a new $\alpha-\beta$ contour is formed. The general form of this contour is shown in Figure 4.6.2b for $\quad \zeta=0.35$. This curve which corresponds to the s-plane contour shown in Figure 4.6.2b also spirals out from the origin. This is because both $\alpha$ and $\beta$ contain exponential terms of the form $\exp \left(\sqrt{0.325 \omega_{n}}\right)$ which increase the magnitude of both $\alpha$ and $\beta$ with increasing $\omega_{n}$. In addition, the first traversal of this curve
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is completely within the $R_{1}$ boundary of the $\zeta=0$ curve (see Figure 4.6.1) 4.6.1c). The detailed plot of the first traversal of the $\boldsymbol{\zeta}=0.35$ curve is shown in Figure 4.6.2c. One intersection of ths curve and the $\beta=0.3 \alpha$ line occurs at a point $M\left(a_{1}=3.3, \beta_{1}=0.99\right)$, which corresponds to a gain of 3.3 and an $\omega_{\mathrm{n}}=1.54$. This in turn indicates that a pair of complex conjugate roots exist at

$$
\begin{equation*}
s_{1,2}=-\zeta_{1} \omega_{\mathrm{n} 1} \pm \mathrm{j} \omega_{\mathrm{n} 1} \sqrt{1-\zeta_{1}^{2}}=-0.539 \pm \mathrm{j} 1.44 \tag{4.6.5}
\end{equation*}
$$

This complex root pair is in agreement with the results of [23].
The $\boldsymbol{\zeta}=0.35$ curve spirals outward continously from the origin . This means that all other complex roots on the principal sheet of the s-plane must lie below the radials $\boldsymbol{\zeta}=0.35$. This can be verified by noting that as the system gain is reduced from infinity, the operating point moves toward the origin of the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ plane along the $\boldsymbol{\beta}=0.3 \boldsymbol{a}$ line and pairs of roots thus move from the unshaded to the shaded side of the radial contour of Figure 4.6.2a. When the gain is reduced to 3.3 all complex root pairs except one, the fundamental complex conjugate roots (which lie on the radial) have moved below this radial. The curves for all values of $\zeta$ in this example must also spiral out from the origin. This is because they correspond to operation in region A of Figure 4.3.2c where the polarity of the exponent $\boldsymbol{\psi}$ is positive. Once a working point, say $M(3.3,0.99)$, has been set, the intersection of $\boldsymbol{a}-\boldsymbol{\beta}$ contours corresponding to other values of $\boldsymbol{\zeta}$ and the working point will yield the locations of the higher order complex root pairs.
5 A second intersection occurs at a lower value of gain. This indicates that there are two intersections of the $\boldsymbol{\zeta}=0.35$ radial and the first branch of the root locus curve in the s-plane. See[23].

It is of interest to compare this result of mapping the principal sheet of the s-plane with the results obtained if the distributed lag is replaced by transport lag. In this latter case there only one sheet to be mapped and Eisenberg[29] showed that the $\boldsymbol{a}-\boldsymbol{\beta}$ contours for all values of $\zeta>0$ eventually spiral inward toward the origin as $\omega_{n}$ approaches infinity. A contour that spirals inward toward the origin means that complex roots at successively higher values of $\omega_{n}$ must lie above the radial being mapped.

As observed by Ball [6] and Pierre [79], complex root pairs can be located on the secondary sheets of the Riemann surface equivalent of the s-plane. These roots can be located by first substituting the values of $-\psi$ and 8 in region $A$ of the second sheet

$$
\begin{equation*}
-\psi=-\sqrt{\frac{\omega_{n} T(1-\zeta)}{2}}, \quad \delta=\sqrt{\frac{\omega_{n} T(1+\zeta)}{2}} \tag{4.6.6}
\end{equation*}
$$

then setting $T=1$ and plotting the $\alpha \quad \beta$ curves for various values of $\omega_{\mathrm{n}}$. The result of plotting values of $\zeta$ between 0.996 and 0.999 are shown in Figure 4.6 .3 where it can be seen that the curve for
$\zeta=0.998$ is close to the operating point $M(3.30,0.99)$ at $\quad \boldsymbol{\omega}_{\mathrm{n}}=0.326$. This indicates that a pair of complex conjugate roots are located on the second sheet very close to the negative real axis at

$$
\begin{equation*}
s_{2 A, \bar{A}}=-0.32 \pm j 0.02 \tag{4.6.7}
\end{equation*}
$$

The remaining roots on the secondary sheet can be found by plotting $\alpha-\beta$ contours corresponding to other $\because$ values of $\zeta$ with $\omega_{n}$ as the

running parameter. Figure 4.6 .4 shows that the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ contour for $\zeta=0.68, \omega_{n}=35.6$ is coincident with the point $\alpha=3.30, \beta=0.99$ indicating that. a pair of complex conjugate roots are located on the second sheet at

$$
\begin{equation*}
s_{2 B, \bar{B}}=-24.25 \pm \mathrm{j} 26.1 \tag{4.6.8}
\end{equation*}
$$

### 4.7 Real Roots

The question of determining the real roots of the characteristic equation (4.2.5) will now be considered. The technique to be utilized is the one developed in sections 4.2 and 4.3 since this technique is applicable to any point in the s-plane.

In this case, only the real axis of the s-plane need to be considered substituting $s=\sigma+j 0$ (where $\sigma$ can take on positive or negative values) into the characteristic equation (4.2.5) gives

$$
\begin{equation*}
F(\sigma)=\sum_{k=0}^{n} a_{k}(\sigma) \sigma^{k}=0 \tag{4.7.1}
\end{equation*}
$$

Then substituting (4.2.6) into (4.7.1) yields

$$
\begin{equation*}
\alpha \sum_{k=0}^{n} \sigma^{k}\left(b_{k}+c_{k} e^{\gamma}\right)+\beta \sum_{k=0}^{n} \sigma^{k}\left(d_{k}+e_{k} e^{\gamma d}\right)+\sum_{k=0}^{n} \sigma^{k}\left(f_{k}+g_{k} e^{\gamma d}\right)=0 \tag{4.7.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\exp (\dot{\gamma} \mathrm{d})=\exp (\sqrt{(\sigma \mathrm{L}+\mathrm{R})(\sigma \mathrm{C}+\mathrm{G})} \cdot \mathrm{d}) \tag{4.7.2-a}
\end{equation*}
$$



For values of $\sigma$ which result in real values of $\gamma$ equation (4.7.2) contains only real terms and therefore a given value of represents a straight line in the $\boldsymbol{a}-\boldsymbol{\beta}$ plane. For example, $\boldsymbol{\gamma}$ will be positive and realfor all positive values of $\boldsymbol{\sigma}$. The function $\boldsymbol{\gamma}$ will also be positive and real for values of $\sigma$ between zero and $-a$, negative and real for values of $\boldsymbol{\sigma}$ between -b and minus infinity, and imaginary for values of $\sigma$ between the branch points (i.e., $-b \leqq \sigma \leqq-a$ ). Refocusing attention upon values of $\sigma$ which produce real values of $\boldsymbol{\gamma}$ every value of $\boldsymbol{\sigma}$ that satisfies (4.7.2) is a real root of (4.2.5). These real roots may be determined by graphing (4.7.2) for different values of $\sigma$ producing straight lines which intersect the working point $M\left(\alpha_{1}, \beta_{1}\right)$. The values of $\sigma$ that produce these intersections are the real roots of (4.2.5). Since (4.7.2) is the equation of a straight line when $\gamma$ is real, the graphing is not tedious and interpolation between curves is possible.

If a value of $\boldsymbol{\sigma}$ is selected which makes $\boldsymbol{\gamma}$ imaginary ${ }_{2}$ then the characteristic equation is complex and can be separated into its real and imaginary parts. That is $\mathrm{F}(\boldsymbol{\sigma})$ becomes

$$
\begin{equation*}
\alpha \sum_{k=0}^{n} \sigma^{k}\left(b_{k}+c_{k} \cos y\right)+\beta \sum_{k=0}^{n} \sigma^{k}\left(d_{k}+e_{k} \cos y\right)+\sum_{k=0}^{n} \sigma^{k}\left(f_{k}+\mathrm{g}_{k} \cos y\right)=0 \tag{4.7.3}
\end{equation*}
$$

and
where

$$
\mathrm{y}=\left|\gamma^{2}\right|^{1 / 2}{ }_{\mathrm{d}}
$$

As mentioned previously, values of $\boldsymbol{\sigma}$ which make $\boldsymbol{\gamma}$ imaginary occur for negative values of $\sigma$ which lie between the branch points $r_{1}=-R / L$ and $r_{2}=-G / C$. One solution of (4.7.4) is when $\sin \left(\left|\gamma^{2}\right|^{1 / 2} d\right)=0$ or when

$$
\left|\gamma^{2}\right| d^{2}=m^{2} \pi^{2} \quad \mathrm{~m}=(0, \pm 1, \pm 2, \ldots)
$$

Thus

$$
\begin{equation*}
\left|\gamma^{2}\right|=|(R-\sigma L) \cdot(G-\sigma C)|=\frac{m^{2} \pi^{2}}{d^{2}} \tag{4.7.5}
\end{equation*}
$$

Solving (4.7.5) for $\sigma$ as $m$ takes on successive integer values yields the absolute values of the real roots $\sigma_{R_{1}}, \sigma_{R_{2}} \ldots{ }^{\sigma_{R_{m}}}$.

These roots, when they are substituted into equation (4.7.3) (and noting that at these values of $\sigma, \cos \mathrm{y}=(-1)^{\mathrm{m}}$ ) yield the following family of straight lines for integer values of $m$

$$
\begin{align*}
a & \sum_{k=0}^{n}\left(-\sigma_{R}\right)^{k}\left(b_{k}+(-1)^{m} c_{k}\right)+\beta \sum_{k=0}^{n}\left(-\sigma_{R}\right)^{k}\left(d_{k}+(-1)^{m} e_{k}\right) \\
& +\sum_{k=0}^{n} \quad\left(-\sigma_{R}\right)^{k}\left(f_{k}+(-1)^{m} g_{k}\right)=0, \quad m=0,1,2 \ldots
\end{align*}
$$

The second general solution to (4.7.3) and (4.7.4) can occur when $\sin y \neq 0$ and these equations are independent. Under these conditions, each point $-\sigma_{i}$ on segment 3 of the negative real axis of the s-plane maps into a point $\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\beta}_{i}\right)$. Therefore only a working point located at $\left(\boldsymbol{\alpha}_{i}, \boldsymbol{\beta}_{i}\right)$ will produce real roots for values of $\boldsymbol{\sigma}$ between the branch points (with the exception of points where $\sin y=0$ ). If (4.7.3) and (4.7.4) are not independent, the mapping is indeterminate.

The system under consideration in section 4.6 will now be examined for real roots. Since $L=G=0, r_{1}=-\infty, r_{2}=0, \quad \gamma=\sqrt{R C \sigma}$ and equations (4.7.3) and (4.7.4) are applicable over the entire negative real axis. That is

$$
\begin{gather*}
\sigma^{2} \cos (d \sqrt{R C|\sigma|})+\alpha \sigma+\beta=0 \\
\sin (d \sqrt{R C|\sigma|}) \cdot \sigma^{2}=0 \tag{4.7.7}
\end{gather*}
$$

Considering values of $\sigma$ which make $\sin y=0$ gives from (4.7.5)

$$
\begin{equation*}
\left|\sigma_{R}\right|=\frac{m^{2} \pi^{2}}{R C d^{2}}=\frac{m^{2} \pi^{2}}{T}, m=0, \pm 1, \pm 2 \ldots \tag{4.7.8}
\end{equation*}
$$

Therefore values of $\sigma=-\sigma_{R}$ for various integer values of $m$ produce a family of straight lines through use of (4.7.6). These lines are

$$
\begin{equation*}
\beta=\frac{\mathrm{m}^{2} \pi^{2}}{\mathrm{~T}} \alpha+\frac{(-1)^{\mathrm{m}+1} \mathrm{~m}^{4} \pi^{4}}{\mathrm{~T}^{2}}, \mathrm{~m}=0, \pm 1, \pm 2, \ldots \tag{4.7.9}
\end{equation*}
$$

The characteristics of several lines from this family are summarized for $T=1$ in Table 4.7.1. None of the lines in this family enter $R_{1}$, which is the region of stability of Figure 4.6.1b. Therefore this system when stable cannot have any negative real roots. This result is contrary to the one presented in [23]. The angle-loci method [ 503 ] produced the following roots for operation at $\quad \zeta=0.35$, $T=1, W=0.3$, and $K \approx 2.1$

$$
\begin{gathered}
\mathrm{s}_{1 \mathrm{~A}, \overline{\mathrm{~A}}}=0.53 \pm \mathrm{j} 1.41 \\
\sigma_{1}=-0.33, \quad \sigma_{2}=-3.20
\end{gathered}
$$

As mentioned previously, the conjugate pair $s_{1 A}$ and $s_{1 A}$ are in close agreement with the root pair obtained from the $\zeta=0.35$ contour in Figure 4.6.2c (see equation (4.6.5)). However, the negative real root $\sigma_{2}$ is obviously an error because substitution of this root into the open loop transfer function

$$
G(-\sigma)=\frac{K(-\sigma+0.3) e^{-\sqrt{(-\sigma)}}}{(-\sigma)^{2}}=1 e^{ \pm j(2 n+1) \pi}
$$

does not satisfy the above root loci conditions. The negative real root $\sigma_{1}=-0.33$ is in all probability the pair of complex conjugate roots on the second sheet of the Riemann surface very close to the negative real axis at

$$
\mathrm{S}_{2 \mathrm{~A}, \overline{\mathrm{~A}}}=-0.32 \pm \mathrm{j} 0.02
$$

which were obtained in Section 4.6.

| m | $\sigma$ | EQUATION OF LINE | Gain at $\beta=0$ |
| :--- | :--- | :--- | :---: |
| 0 | 0 | $\beta=0$ | - |
| 1 | $-\pi^{2}$ | $\beta=\pi^{2} \alpha+\pi^{4}$ | $-\pi^{2}$ |
| 2 | $-4 \pi^{2}$ | $\beta=4 \pi^{2} \alpha-16 \pi^{4}$ | $+4 \pi^{2}$ |
| 3 | $-9 \pi^{2}$ | $\beta=9 \pi^{2} \alpha+81 \pi^{4}$ | $-9 \pi^{2}$ |
| 4 | $-16 \pi^{2}$ | $\beta=16 \pi^{2} \alpha-256 \pi^{4}$ | $+16 \pi^{2}$ |

Table 4.7.1. Equations of lines in $\boldsymbol{\alpha}-\boldsymbol{\beta}$ plane representing negative real roots along the branch cut.

## 4. 8 Alternate Procedure for Determining Real Roots

An alternate procedure can often be employed as an aid in determining real roots. This procedure can not only be used in determining how many real roots exist but also the approximate values of these roots. Consider the negative real axis of the s-plane for a feedback system containing a distributed parameter network with a transfer function given by (4.2.1). This half line can be divided into three segments as shown in Figure 4.5.1. Referring to this figure it was shown in section 4.7 that

- Segment 1 consists of values of $\sigma$ such that the value of $\gamma(s)$ evaluated at $s=-\sigma$ is positive, due to both the ( $R-\sigma L$ ) and ( $\mathrm{G}-\sigma \mathrm{C}$ ) terms of (4.3.1) being real and positive.
- Segment 2 consists of values of $\sigma$ such that $\gamma$ (s) is negative due to both the $(R-\sigma L)$ and ( $G-\sigma C$ ) terms of (4.3.1) being real and negative (i.e., vector with an argument of $\pi$ )
- Segment 3 which is the branch cut of the function of equation (4.2.1) consists of values of $\dot{\sigma}$ such that one of the terms (either (R- $\sigma L$ ) or ( $G-\sigma C$ )) is real and negative and the other is real and positive.
- Segment 4 (the positive real axis of the s-plane) consists of positive values of sigma.

The proof given in Appendix IV is applicable to systems in which the distributed parameter transfer function is of the form of (4.2.1). Thus the number of negative real roots of $F(s)=0$ is equal to the number of straight lines drawn through a working point $M\left(\alpha_{1}, \beta_{1}\right)$ in the $\alpha-\beta$ plane that are tangent to the $\zeta=+1$ curves for segments 1 and 2. Furthermore, the values of these roots are equal to the negative of the frequencies $\omega_{n 1}, \omega_{n 2} \ldots$ noted on the $\zeta+1$ curves corresponding to these segments. Positive real roots, if any, can be found by determining the number of tangent lines than can be drawn from the working point $M\left(\alpha_{1}, \beta_{1}\right)$ to the $\zeta=-1$ contour in the $\alpha-\beta$ plane. If any of these tangent lines exist, the system is unstable at that working point.

### 4.9 A Second Example

4.9.1 Stability and root locations. Given the feedback system of Figure 4.9.1 it would be instructive to investigate both its stability and the location of roots of its characteristic equation. The distributed parameter element in this case can be characterized by the following constants $d=L=C=G=1 ; R=2$ or the transfer function is

$$
\begin{equation*}
F_{D}(s)=\exp (-\sqrt{(s+1)(s+2)}) \tag{4.9.1}
\end{equation*}
$$

The open loop transfer function of the system of Figure 4.9.1 is

$$
\begin{equation*}
G(s)=\frac{K(s+W) \exp (-\sqrt{(s+1)(s+2)})}{s^{2}} \tag{4.9.2}
\end{equation*}
$$
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and the closed loop transfer function is given by

$$
\begin{equation*}
\frac{\mathrm{C}}{\mathrm{R}}(\mathrm{~s})=\frac{\mathrm{K}(\mathrm{~s}+\mathrm{W})}{\mathrm{s}^{2} \exp (\sqrt{(\mathrm{~s}+1)(\mathrm{s}+2)})+K s+\mathrm{KW}} \tag{4.9.3}
\end{equation*}
$$

Consider the characteristic equation in which $\alpha=K$ and $\beta=K W$.
That is

$$
\begin{equation*}
F(s)=s^{2} \exp (\sqrt{(s+1)(s+2)})+a s+\beta=0 \tag{4.9.4}
\end{equation*}
$$

Before proceeding with the mapping in the parameter plane, the relationships for the functions $\boldsymbol{\psi}$ and $\delta$ must be established. The $s$-plane diagram for the distributed parameter element is shown in Figure 4.9.2. The boundary line between the various regions is determined by equation 4.3 .13 to be the line $\sigma=-3 / 2$ and the values for $-\psi$ and $\delta$ in region A of the principal sheet are given by (4.2.17)
as

$$
\begin{align*}
& -\psi_{\mathrm{A}}=\frac{1}{\sqrt{2}} \cdot \sqrt{\mathrm{H}_{\mathrm{a}}^{1 / 2}+\mathrm{J}_{\mathrm{a}}}  \tag{4.9.5}\\
& \delta_{\mathrm{A}}=\frac{1}{\sqrt{2}}{\sqrt{\mathrm{H}_{\mathrm{a}}^{1 / 2}-\mathrm{J}_{\mathrm{a}}}}^{\text {. }}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{H}_{\mathrm{a}}=\left(\omega_{\mathrm{n}}^{2}-4 \zeta \omega_{\mathrm{n}}+4\right)\left(\omega_{\mathrm{n}}^{2}-2 \zeta \omega_{\mathrm{n}}+1\right) \\
& \mathrm{J}_{\mathrm{a}}=\left(2 \zeta^{2}-1\right) \omega_{\mathrm{n}}^{2}-3 \zeta \omega_{\mathrm{n}}+2
\end{aligned}
$$



The value of $\omega_{n_{1}}$ given by (4.3.14) at which a radial line $\zeta=\zeta_{1}$ crosses from region $A$ to region $B$ is

$$
\begin{equation*}
\omega_{n_{1}}=-\frac{3}{2 \zeta_{1}} \tag{4.9.6}
\end{equation*}
$$

In region $B$, the polarity of the function for $-\psi$ changes while the polarity of the function 8 remains the same. Thus in region B

$$
\begin{aligned}
-\psi_{\mathrm{B}} & =\psi_{\mathrm{A}} \\
\delta_{\mathrm{B}} & =\delta_{\mathrm{A}}
\end{aligned}
$$

With the exception of a different function for $\gamma(s)$, the characteristic equation (4.9.4) is of the same form as the characteristic equation in the problem for distributed lag discussed in Chapter 4 Section 6. Therefore the equations for $\alpha, \beta$ and $\Delta$ are identical to (4.6.3) and are repeated below

$$
\begin{align*}
& a=\omega_{n} e^{-\psi}\left[2 \zeta \cos \delta+\frac{\left(1-2 \zeta^{2}\right) \sin \delta}{\left(1-\zeta^{2}\right)^{1 / 2}}\right] \\
& \beta=\omega_{n}^{2} e^{-\psi}\left(\cos \delta-\frac{\zeta \sin \delta}{\left(1-\zeta^{2}\right) 1 / 2}\right) \tag{4.9.8}
\end{align*}
$$

$$
\Delta=-\omega_{n}\left(1-\zeta^{2}\right)^{1 / 2}
$$

where $-\psi$ and $\delta$ are defined by (4.9.5) for region $A$ of the principal sheet of the s-plane.

In order to investigate absolute stability, $\boldsymbol{\zeta}$ is set equal to zero and $\omega_{\mathrm{n}}$ is varied from zero to infinity. From Figure 4.9.2 it can be seen that only Region A need by considered when $\zeta=0$. The parameter plane equations for $\zeta=0$ are

$$
\begin{align*}
& a=\omega_{\mathrm{n}} \mathrm{e}^{-\psi} \sin \delta \\
& \beta=\omega_{\mathrm{n}}^{2} \mathrm{e}^{-\psi} \cos \delta  \tag{4.9.9}\\
& \Delta=-\omega_{\mathrm{n}}
\end{align*}
$$

where

$$
\begin{align*}
-\psi & =\sqrt{\frac{\left[\left(\omega_{n}{ }^{2}+1\right)\left(\omega_{n}{ }^{2}+4\right)\right]^{1 / 2}-\omega_{n}{ }^{2}+2}{2}}  \tag{4.9.10}\\
8 & =\sqrt{\frac{\left[\left(\omega_{n}{ }^{2}+1\right)\left(\omega_{n}{ }^{2}+4\right)\right]^{1 / 2}+\omega_{n}{ }^{2}-2}{2}}
\end{align*}
$$

This $\zeta=0$ contour is plotted in Figure 4.9.3. Note that as $\omega_{\mathrm{n}}$ is increased the contour spirals outward from the origin. The $\boldsymbol{\zeta}=0.3$ contour is plotted in Figure 4.9.4. Note in this case that as $\boldsymbol{\omega}_{\mathrm{n}}$ increases, the contour first spirals outward from the origin and then inward toward the origin as the s-plane path moves into region B. This transition from region A to region $B$ occurs at $\omega_{n}=10.0$. This means that as $\omega_{n}$ increases toward infinity the roots of $F(s)=0$ must eventually lie above the $\zeta=0.3$ radial. The first traversal of the $\zeta=0$ contour is also shown in Figure 4.9.4.
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FIGURE 4.9.4 ZETA $=0.3$ CONTOUR- SECOND EXAMPLE

The first traversal of the $\alpha=\boldsymbol{\beta}$ contours corresponding to various values of 5 between zero and 0.9 are shown in Figure 4.9.5. Also shown in this figure is the line $\boldsymbol{\beta}=0.3 \boldsymbol{\alpha}$ corresponding to a value of W equal to 0.3 . The intersection of this line and the $\boldsymbol{\zeta}=0$ contour indicates that when $\mathrm{W}=0.3$ the maximum gain for stable operation is 5.40 and the frequency of oscillation at this gain is 1.30 radians/sec. When $W$ is set equal to zero, the maximum allowable system gain for stability is $\mathbf{6 . 5 5}$.
4.9.2 $\zeta=+.1$ Contours. The $\zeta=+1$ contour must be considered for each of three line segments shown in Figure 4.9.2. On segment 1, which covers values of $\omega_{n}$ between zero and one, $\mathrm{F}_{1}(\zeta=1)$ of (4.5.9) is given by

$$
F_{1}(\zeta=1)=F_{1}(1)=\frac{\omega_{n}\left(3-2 \omega_{n}\right)}{2\left[\left(\omega_{n}-2\right)\left(\omega_{n}-1\right)\right]^{1 / 2}}
$$

In addition, the functions $-\psi$ and $\delta$ are given by (4.5.2) as

$$
-\psi_{1}=\left[\left(2-\omega_{n}\right)\left(1-\omega_{n}\right)\right]^{1 / 2}, \quad 8_{1}=0
$$

and the parameter plane equations $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are obtained by application of (4.5.11) utilizing (4.5.10), and (4.5.5). That is

$$
\begin{aligned}
& \alpha=\omega_{\mathrm{n}} \mathrm{e}^{-\psi}\left(2-\mathrm{F}_{1}(1)\right) \\
& \beta=\omega_{\mathrm{n}}^{2} \mathrm{e}^{-\psi}\left(1-\mathrm{F}_{1}(1)\right)
\end{aligned}
$$



This contour is plotted in Figure 4.9.6 for values of $\omega_{n}$ between zero and one.

Similarly along line segment 2 , which covers values of $\omega_{n}$ between 2 and infinity, the following equations are obtained

$$
\begin{aligned}
& F_{2}(S=1)=F_{2}(1)=\frac{\omega_{n}\left(2 \omega_{n}-3\right)}{2 \sqrt{\left(\omega_{n}-2\right)\left(\omega_{n}-1\right)}}=-F_{1}(1) \\
& -\psi_{2}=-\sqrt{\left(\omega_{n^{-2}}\right)\left(\omega_{n^{-1}}\right)} \\
& \delta 2=0 \\
& -42 \\
& a=\omega_{n} \mathrm{e} \quad\left(2-\mathrm{F}_{2}(1)\right) \\
& \beta=\omega_{n}^{2} e^{-\psi_{2}}\left(1-F_{2}(1)\right)
\end{aligned}
$$

This contour is also plotted in Figure 4.9.6 for values of $\omega_{n}$ greater than two.

To examine the $\zeta=1$ curve along segment 3 (i.e. values of $\omega_{n}$ between 1 and 2), first values of $\omega_{n}$ for which $\sin \delta=0$ must be found and then the remainder of the segment (if determinate) is mapped. Values of $\omega_{n}$ along segment3 of the negative real axis which make $\sin \delta=0$ can be found by solving (4.5.14) for values of the integer m . Since $R / L$ is greater than $G / C$ and $d=1_{3}$ equation (4.5.14) becomes

$$
\left(2-\omega_{n}\right)\left(\omega_{n}-1\right)= \pm m^{2} \pi^{2}
$$

for values of $\omega_{n}$ along segment 3 . When $m=0$


$$
\omega_{n}^{2}-3 \omega_{n}+2=0
$$

Thus $\omega_{n}=2$ and $\omega_{n}=1$. For values of $m$ other than zero the values of $\omega_{n}$ fall outside of segment 3 and therefore do not apply. Applying equation (4.5.6) and (4.5.15) to the two roots found when $m=0$ produces two straight lines

$$
\begin{aligned}
& \beta=\alpha-1 \\
& \beta=2 \alpha-4
\end{aligned}
$$

Operating points chosen along one of these lines will yield a real root at the indicated value of sigma. For the remainder of segment 3 , equation (4.5.13) is applied and results in

$$
\Delta_{3}=\sin \delta\left[\left(-\omega_{n}\right) \cdot 0-(1) \cdot 0\right]=0
$$

and the $S=1$ curve is therefore indeterminate between the branch points.

### 4.10 Constant Sigma Contours

Contours which consist of constant sigma lines (instead of constant dimensionless damping lines) will now be discussed. A typical constant sigma line is shown in Figure 4.3.2a. Also shown in the figure are the branch points and branch cut associated with the distributed parameter element as well as line $Q$, the branch cut bisector. In the upper half of the principal sheet of the s-plane, the constant sigma line can be either region $A$, region $B$ or coincident with line $Q$, the boundary between the two regions. When in either regions $A$
or $B$, the polarity of the function $-\psi$ should conform with the polarity specified in Table 4.3.1. When the constant settling time line is on the boundary, the value of $-\psi$ is zero.

The mapping of constant sigma lines can be accomplished by either deriving the $\alpha-\beta$ equations in terms of $\sigma$ and $\omega$ or by modifying the parameter plane coefficients of equations (4.2.12). In this case, the s-plane path consists of a contour of constant $\sigma=-S \omega_{\mathrm{n}}$ and it therefore becomes necessary to eliminate either $S$ or $\omega_{n}$ in order to effect the mapping. Again, it should be noted that when symmetrically enclosing the left half, of the s-plane or a region therein, it is only necessary to compute values of $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ for $\omega_{n}>0$ (see Appendix II). A constant sigma line can be mapped by either

1. Setting $\sigma$ equal to a constant and varying $\omega_{n}$ from the absolute value of $\sigma$ to infinity or
2. Setting $\boldsymbol{\sigma}$ equal to a constant and varying $\boldsymbol{S}$ from +1 to zero. The generalized $\alpha-\beta$ equations for systems containing a distributed parameter element will be derived for both cases.
4.10.1 Case 1 - Parameter plane equations which are functions of $\sigma$ and $\omega_{n}$. The equations for the parameter plane coefficients, (4.2.12) and the distributed parameter functions (4.3.17) must be rearranged so that the variable $S$ never appears alone, but only in the product $\sigma=-\zeta \omega_{n}$. This is accomplished by multiplying the numerator and
denominator of all terms containing unconverted $\zeta$ terms by $\omega_{n}$ thereby permitting the $\zeta^{`}$ term to be converted into a $\sigma$ term. Thus for region $A$, sheet 1 (4.3.17) becomes

$$
\begin{align*}
-\psi & =\frac{\mathrm{d}}{\sqrt{2}} \sqrt{\mathrm{H}_{1}^{1 / 2}+\mathrm{J}_{1}} \\
\delta & =\frac{\mathrm{d}}{\sqrt{2}} \sqrt{\mathrm{H}_{1}^{1 / 2}-\mathrm{J}_{1}} \tag{4.10.1}
\end{align*}
$$

where

$$
\begin{align*}
& \mathrm{H}_{1}=\left(\omega_{\mathrm{n}}^{2} \mathrm{~L}^{2}+2 \sigma R L+\mathrm{R}^{2}\right) \cdot\left(\omega_{\mathrm{n}}^{2} \mathrm{C}^{2}+2 \sigma \mathrm{GC+} \mathrm{G}^{2}\right) \\
& \mathrm{J}_{1}=\mathrm{LC}\left(2 \sigma^{2}-1\right)+\mathrm{RG}+\sigma(\mathrm{RC}+\mathrm{LG}) \tag{4.10.2}
\end{align*}
$$

Values of $-\boldsymbol{\psi}$ and $\delta$ for region $B$, sheet 1 are obtained by reversing the polarity of the expression for $-\psi$ above and using the above value of 8 directly.

Furthermore the following expression can be expressed as

$$
\begin{equation*}
\left(1-\zeta^{2}\right)^{1 / 2}=\frac{\left(\omega_{n}^{2}-\sigma^{2}\right)^{1 / 2}}{\omega_{n}} \tag{4.10.3}
\end{equation*}
$$

Since the Chebychev polynominals are also functions of $\zeta$ they can be rewritten as

$$
\begin{align*}
& \mathrm{P}_{\mathrm{k}}\left(\sigma, \omega_{\mathrm{n}}^{2}\right)=(-1)^{\mathrm{k}} \omega_{\mathrm{n}}^{\mathrm{k}_{\mathrm{T}_{k}}(S)}  \tag{4.10.4}\\
& \mathrm{Q}_{\mathrm{k}}\left(\sigma, \quad \omega_{\mathrm{n}}^{2}\right)=(-1)^{\mathrm{k}+1} \omega_{\mathrm{n}}^{\mathrm{k}-1} \mathrm{U}_{\mathrm{k}}(S)
\end{align*}
$$

The $P_{k}$ and $Q_{k}$ functions can be obtained from the following recur-sion formulas
$r$

$$
\begin{aligned}
& P_{k}\left(\sigma, \omega_{n}^{2}\right)-2 \dot{\sigma} P_{k}\left(\sigma, \omega_{n}^{2}\right)+\omega_{n}^{2} P_{k-1}\left(\sigma, \omega_{n}^{2}\right)=0 \\
& Q_{k}\left(\sigma, \omega_{\mathrm{n}}^{2}\right)-2 \sigma Q_{k}\left(\sigma, \omega_{\mathrm{n}}^{2}\right)+\omega_{\mathrm{n}}^{2} \mathrm{Q}_{\mathrm{k}-1}\left(\sigma, \omega_{\mathrm{n}}^{2}\right)=0
\end{aligned}
$$

where

$$
\begin{array}{ll}
\mathrm{P}_{0}=1, & \mathrm{P}_{1}=\sigma, \\
\mathrm{P}_{2}=2 \sigma^{2}-\omega \omega_{\mathrm{n}}^{2} \\
& \mathrm{Q}_{1}=1,
\end{array} \quad \mathrm{Q}_{2}=2 \sigma .
$$

Thus, under the condition that $\omega_{\mathrm{n}} \geqq|\sigma|$, equations (4.2.12) can be rewritten as

$$
\begin{align*}
& B_{1}=\sum_{k=0}^{n} Z_{0 s} b_{k}+e^{-\psi} c_{k} z_{1 s} \\
& C_{1}=\sum_{k=0}^{n} Z_{0 s} d_{k}+e^{-\psi} e_{k} z_{1 s} \\
& D_{1}=\sum_{k=0}^{n} Z_{0 s} f_{k}+e^{-\psi} g_{k} z_{1 s}  \tag{4.10.6}\\
& B_{2}=\sum_{k=0}^{n} Z_{2 s} b_{k}+e^{-\psi} c_{k} Z_{3 s} \\
& C_{2}=\sum_{k=0}^{n} \quad Z_{2 s} d_{k}+e^{-\psi} e_{k} z_{3 s}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{Z}_{0 \mathrm{~s}}=\mathrm{P}_{\mathrm{k},} \mathrm{Z}_{2 \mathrm{~s}}=\mathrm{Q}_{\mathrm{k}}\left(\omega_{\mathrm{n}}{ }^{2}-\sigma^{2}\right)^{1 / 2} \\
& \mathrm{Z}_{1 \mathrm{~s}}=\mathrm{P}_{\mathrm{k}} \operatorname{Cos} 8-\left(\omega_{\mathrm{n}}{ }^{2}-\sigma^{2}\right)^{1 / 2} \mathrm{Q}_{\mathrm{k}} \operatorname{Sin} 8 \\
& \mathrm{Z}_{3 \mathrm{~s}}=\mathrm{Q}_{\mathrm{k}}\left({\omega_{\mathrm{n}}}^{2}-\sigma^{2}\right)^{1 / 2} \operatorname{Cos} 8+\mathrm{P}_{\mathrm{k}} \operatorname{Sin} 8
\end{aligned}
$$

where $-\psi$ and $\delta$ are defined by (4.10.1) for region $A$ of sheet 1 . For mapping constant sigma contours in other regions in sheet 1 , the polarity of the variables $-\psi$ and 8 are determined by Table 4.3.1. Through use of (4.10.6) $\sigma$ can be set equal to a constant and $\omega_{n}$ varied from the absolute value of $\sigma$ to infinity with the parameter $!$ plane coefficients, $\alpha$, and $\beta$ being computed for each value of $\omega_{n}$.
4.10.2 Case 2-Parameter plane equations which are functions of $\sigma$ and 5 . By eliminating the variable $\omega_{\mathrm{n}}$ from (4.3.17) through use of the relationship $\sigma=-\zeta \omega_{n}$ the following is obtained for region $A$ of sheet 1 of the s-plane

$$
\begin{align*}
-\psi & =\frac{\mathrm{d}}{\sqrt{2}} \sqrt{\mathrm{H}_{2}^{1 / 2}+\mathrm{J}_{2}}  \tag{4.10.7}\\
8 & =\frac{\mathrm{d}}{\sqrt{2}} \sqrt{\mathrm{H}_{2}^{1 / 2}-\mathrm{J}_{2}}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{H}_{2}=\left(\frac{\sigma^{2} \mathrm{~L}^{2}}{\zeta^{2}}+2 \sigma \mathrm{RL}+\mathrm{R}^{2}\right)\left(\frac{\sigma^{2} \mathrm{C}^{2}}{\zeta^{2}}+2 \sigma \mathrm{GC}+\mathrm{G}^{2}\right) \\
& \mathrm{J}_{2}=\frac{\sigma^{2} \mathrm{LC}}{\zeta^{2}}\left(2 \zeta^{2}-1\right)+\mathrm{RG}+\sigma(\mathrm{RC}+\mathrm{LG})
\end{aligned}
$$

Expressions for $-\psi$ and $\delta$ in other regions of the s-plane can be determined through use of Table 4.3.1 and (4.10.7). The parameter plane coefficients of (4.2.12) upon elimination of the variable $\omega_{n}$ become

$$
\begin{align*}
& B_{1}=\sum_{k=0}^{n} z_{0 d} b_{k}+e^{-\psi} c_{k} z_{1 d} \\
& C_{1}=\sum_{k=0}^{n} Z_{0 d} d_{k}+e^{-\psi} e_{k} z_{1 d} \\
& D_{1}=\sum_{k=0}^{n} z_{0 d} f_{k}+e^{-\psi} g_{k} z_{1 d}  \tag{4.10.9}\\
& B_{2}=\sum_{k=0}^{n} Z_{2 d} b_{k}+e^{-\psi} c_{k} Z_{3 d} \\
& C_{2}=\sum_{k=0}^{n} z_{2 d} d_{k}+e^{-\psi} e_{k} z_{3 d} \\
& D_{2}=\sum_{k=0}^{n} Z_{2 d} f_{k}+e^{-\psi} g_{k} z_{3 d}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{Z}_{0 \mathrm{~d}}=\frac{\sigma^{\mathrm{k}}}{\xi^{\mathrm{k}}} \quad \mathrm{~T}_{\mathrm{k}} \quad, \quad \mathrm{Z}_{2 \mathrm{~d}}=\frac{\sigma^{\mathrm{k}}}{\xi^{\mathrm{k}}} \mathrm{U}_{\mathrm{k}}\left(1-\boldsymbol{\zeta}^{2}\right)^{1 / 2} \\
& Z_{1 d}=\frac{\sigma^{k}}{\xi^{k}}\left(T_{k} \operatorname{Cos} \delta+\left(1-S^{2}\right)^{1 / 2} U_{k} \operatorname{Sin} \delta\right) \\
& Z_{3 d}=\frac{\sigma}{\rho^{k}}\left(-U_{k}\left(1-S^{2}\right)^{1 / 2} \cos \delta+T_{k} \sin .8\right)
\end{aligned}
$$

Mathematically, it makes little difference whether constant sigma lines (i.e. $\sigma=-\sigma_{1}$ ) are mapped with either $\omega_{n}$ or as the running parameter. In most applications, however, $\omega_{n}$ is chosen as the running parameter because of its range (i.e. $|\sigma| \leqq \omega_{n} \leqq \infty$ as opposed to $1 \geqq S \geqq 0$ ) and its physical interpretation.

## CHAPTER 5

ANALYSIS OF FEEDBACK SYSTEMS CONTAINING DISTRIBUTED
PARAMETER ELEMENTS WITH TRANSFER FUNCTIONS OF THE FORM $\exp \left[-(\mathrm{sT})^{\mathrm{g}} / \mathrm{q}\right]$

### 5.1 INTRODUCTION

A class of transfer functions which contain both transport and distributed lag as special cases will now be investigated. This class of transfer functions is expressed by

$$
\begin{equation*}
F_{D}(s)=\left[-(s T)^{p / q}\right] \tag{5.1.1}
\end{equation*}
$$

where

$$
\mathrm{T} \text { is a constant }
$$

$s$ is the complex variable
$p$ and $q$ are integers with $p \leqq q$

When the integers $p$ and $q$ are equal, (5.1.1) is the familiar expression for transport lag. When $2 p=q$, (5.1.1) becomes the transfer function for distributed lag. When an element with transfer function describable by (5.1.1) is present in a feedback system, the absolute and relative stability as well as roots of the characteristic equation can be determined by applying the methods of Chapter 4. However these methods would have to be applied to each case individually.

A new method of analysis of feedback systems containing distributed parameter elements is presented in this chapter. This method makes use of a complex variable transformation which, in essence, maps a $q$-sheeted Riemann surface onto a single sheet. Parameter plane techniques are then applied in the transformed domain in order to determine stability and roots of the characteristic equation. The root values can be converted back to their original " $s$ " plane values by an inverse complex variable transformation.

### 5.2 Transformation of Singularities in The s-Plane into the w-Plane

It is known [ 6 ]that a simple pole in the s-plane transformed into a complex conjugate pair of poles on the imaginary axis of the w-plane under the transformation $s=w^{2}$. In addition, under this transformation, a complex conjugate pair of s-plane poles transformed into a quartet of realcomplex conjugate poles in $w$ (see Figure 5.2.1). In generalizing this concept consider a simple pole at $s=-a$. That is

$$
\begin{equation*}
F(s)=\frac{1}{s+a} \tag{5.2.1}
\end{equation*}
$$

Under the transformation $w^{q}=s$, (5.2.1) becomes

$$
\begin{equation*}
F(w)=\frac{1}{\left(w^{q}+a\right)} \tag{5.2.2}
\end{equation*}
$$

The transformed function now possesses poles at points determined by the roots of the denominator of (5.2.2)

$$
\mathrm{w}^{\mathrm{q}}=\mathrm{a} \exp (\mathrm{j}(\pi+2 \pi \mathrm{n})), \quad \mathrm{n}=(0,1, \ldots, \mathrm{q}-1)
$$

or




FIGURE 5.2.1 s-PLANE AND w-PLANE DIAGRAMS FOR

$$
\mathrm{w}^{2}=\mathrm{s} \quad \text { AND } \mathrm{w}^{4}=\mathrm{s} \quad \text { TRANSFORMATIONS }
$$

$$
\begin{equation*}
\mathrm{w}=\mathrm{a}^{1 / \mathrm{q}} \exp \left(\mathrm{j} \quad \frac{\pi(1+2 \mathrm{n})}{\mathrm{q}}\right) \tag{5.2.3}
\end{equation*}
$$

Similarly, it can be shown that poles appearing in complex conjugate pairs at $\mathbf{s}=\mathbf{r} \exp ( \pm \mathrm{j} \theta)$ in the s -plane transform, under the transformation $w^{q}=s$, into poles at

$$
\begin{equation*}
\mathrm{w}=\mathrm{r}^{1 / \mathrm{q}} \exp \left(\mathrm{j} \frac{ \pm \theta+2 \pi \mathrm{n}}{\mathrm{q}}\right), \quad \mathrm{n}=(0,1,2, \ldots, \mathrm{q}-1) \tag{5.2.4}
\end{equation*}
$$

The result is that a simple pole in the $s$-plane transforms into $q$ simple poles in the $w$-plane under a $w^{q}=s$ transformation. Each of these $q$ poles in $w$ appears in a sector of $w$ which represents the image of one of the sheets of the " q " sheeted Riemann surface in " s ". An example of this transformation of poles is illustrated in Figure 5.2.1. This figure depicts a simple pole at $\mathbf{s}=\mathbf{- 1 6}$ mapped into w under a $w^{4}=s$ transformation. In addition, the figure shows the sector of the w-plane occupied by each of the four sheets comprizing the Riemann surface.

Other properties of the transformation $\quad w^{q}=s$ are

1. A circle of radius $\omega_{\mathrm{n} 1}$ in the s-plane maps into a circle of radius $\left(\omega_{n 1}\right)^{1 / q}$ in the $w$-plane.
2. A constant zeta radial in the s-plane maps into a constant zeta radial in the $w$-plane. This is illustrated in Figure 5.2.2 where an s-plane radial at an angle $\boldsymbol{\theta}=\boldsymbol{\theta}_{1}$ maps into a $w$-plane radial at an angle $\phi=\frac{\theta_{1}}{q}$.


### 5.3 Application of the Conformal - Parameter Plane Mapping Technique

 to Systems Containing Distributed Parameter Elements with Transfer Functions of the Form $\exp \left(-(s T)^{p / q}\right)$Consider the linear unity feedback control system with a hypothetical distributed parameter element in the forward path shown in Figure 5.3.1. The ratio of $C(s)$ to $R(s)$ is

$$
\begin{equation*}
\frac{C}{\bar{R}}(s)=\frac{K N(s) e^{-(s T)^{p / q}}}{D(s)+K N(s) e^{-(s T)^{p / q}}}=\frac{K N(s)}{D(s) e^{(s T)^{p / q}}+K N(s)} \tag{5.3.1}
\end{equation*}
$$

where $N(s)$ and $D(s)$ are rational polynominals in $s$, $T$ is a constant of the distributed parameter element, $p$ and $q$ are integers with $p<q$ and $s$ is the complex variable.

$$
\begin{equation*}
s=\sigma+j \omega=-\zeta \omega_{n}+j \omega_{n}\left(1-\zeta^{2}\right)^{1 / 2} \tag{5.3.2}
\end{equation*}
$$

Since the ratio of $p$ to $q$ is less than unity the characteristic equation will be multivalued as well as transcendental. The characteristic equation $F(s)$ is given by

$$
\begin{equation*}
F(s)=D(s) \exp (s T)^{p / q}+K N(s)=0 \tag{5.3.3}
\end{equation*}
$$

is a " $q$ " valued function of " $s$ ". If $F(s)$ is mapped onto a complex plane " $w$ " where $w$ is defined as $w^{q}=s$, the characteristic equation can be represented as a single valued function of $w$. Therefore

$$
\begin{equation*}
F(w)=D\left(w^{q}\right) \exp \left(w^{p} T^{p / q}\right)+K N\left(w^{q}\right)=0 \tag{5.3.4}
\end{equation*}
$$



FIGURE 5.3.1 DIAGRAM OF SYSTEM CONTAINING HYPOTHETICAL WITH TRANSFER FUNCTION $\exp \left[-(\mathrm{sT})^{\mathrm{p} / \mathrm{q}}\right]$

The above transformation has mapped a " $q$ " sheeted Riemann surface in s onto a single sheet in $w$. The principal sheet of the Riemann surface in s has been reduced to a sector with angle $\phi= \pm \pi / \mathrm{q}$. The equivalent of the left half and right half planes of the principal sheet "s" are also shown in Figure 5.2.2.

### 5.3.1 Systems in which $p$ is equal to unity. Consider equation (5.3.4)

when $\mathrm{p}=1$. Under this restriction

$$
\begin{equation*}
F(w)=D\left(w^{q}\right) \exp \left(w T^{1 / q}\right)+K N\left(w^{q}\right)=0 \tag{5.3.5}
\end{equation*}
$$

and the characteristic equation appears similar in form to one which would result if the distributed parameter element were transport lag. Therefore application of Eisenberg's technique[29] is possible for this case. The procedure for this class of systems is to first
determine roots of $F(w)=0$ by parameter plane techniques.
Applying the technique in Chapter 3 Section 6, of separating real and imaginary terms and noting that in the w-plane

$$
\begin{align*}
\zeta_{\mathrm{w}}= & -\cos (\theta / \mathrm{q}), \quad \omega_{\mathrm{w}}=\left(\omega_{\mathrm{n}}\right)^{1 / q}, \quad \zeta=-\cos \theta,  \tag{5.3.6}\\
& -\psi_{\mathrm{w}}=-\zeta_{\mathrm{w}} \omega_{\mathrm{w}} \mathrm{~T}^{1 / \mathrm{q}}, \quad \delta_{\mathrm{w}}=\omega_{\mathrm{w}}\left(1-\zeta_{\mathrm{w}}^{2}\right)^{1 / 2} \mathrm{~T}^{1 / \mathrm{q}} \tag{5.3.7}
\end{align*}
$$

the characteristic equation (5.3.5) can be written as

$$
\begin{align*}
& F\left(\omega_{w}, \zeta_{w}\right)=a_{w} B_{1 w}+\beta_{w} C_{1 w}+D_{1 w} \\
& +j\left[\quad a_{w} B_{2 w}+\beta_{w} C_{2 w}+D_{2 w}\right] \tag{5.3.8}
\end{align*}
$$

where upon referring to (4.2.12) and taking note of (5.3.6) and (5.3.7)

$$
\begin{align*}
& \mathrm{B}_{1 \mathrm{w}}=\mathrm{B}_{1}\left(\zeta_{\mathrm{w}}, \omega_{\mathrm{w}}, \psi_{\mathrm{w}}, \boldsymbol{\delta}_{\mathrm{w}}\right) \\
& \mathrm{C}_{1 \mathrm{w}}=\mathrm{C}_{1}\left(\zeta_{\mathrm{w}}, \omega_{\mathrm{w}}, \psi_{\mathrm{w}}, \delta_{\mathrm{w}}\right) \\
& \mathrm{D}_{1 \mathrm{w}}=\mathrm{D}_{1}\left(\zeta_{\mathrm{w}}, \omega_{\mathrm{w}}, \psi_{\mathrm{w}}, \delta_{\mathrm{w}}\right) \\
& \mathrm{B}_{2 \mathrm{w}}=\mathrm{B}_{2}\left(\zeta_{\mathrm{w}}, \omega_{\mathrm{w}}, \psi_{\mathrm{w}}, \boldsymbol{\delta}_{\mathrm{w}}\right)  \tag{5.3.9}\\
& \mathrm{C}_{2 \mathrm{w}}=\mathrm{C}_{2}\left(\zeta_{\mathrm{w}}, \omega_{\mathrm{w}}, \psi_{\mathrm{w}}, \boldsymbol{\delta}_{\mathrm{w}}\right) \\
& \mathrm{D}_{2 \mathrm{w}}=\mathrm{D}_{2}\left(\zeta_{\mathrm{w}}, \omega_{\mathrm{w}}, \psi_{\mathrm{w}}, \delta_{\mathrm{w}}\right)
\end{align*}
$$

Setting $F(\mathrm{w})=0$ by setting both the real and imaginary parts of (5.3.8) equal to zero gives

$$
\begin{align*}
& \alpha_{w} B_{1 w}+\beta_{w} C_{1 w}=-D_{1 w}  \tag{5.3.10}\\
& \alpha_{w} B_{2 w}+\beta_{w} C_{2 w}=-D_{2 w}
\end{align*}
$$

Solving (5.3.10) for $\alpha_{w}$ and $\beta_{w}$ gives

$$
\begin{gather*}
a_{w}=\frac{C_{1 w} D_{2 w}-D_{1 w} C_{2 w}}{\Delta} \quad \beta_{w}=\frac{D_{1 w} B_{2 w}-D_{2 w} B_{1 w}}{\Delta}  \tag{5.3.11}\\
\Delta_{w}=B_{1 w} C_{2 w}-C_{1 w} B_{2 w}
\end{gather*}
$$

The above procedure provides the $\alpha_{w}-\beta_{w}$ equations via a double mapping operation. The first mapping operation $s=w^{q}$ is conformal (i.e. angles relationships are preserved). The second mapping which
involves mapping from the complex $w$ plane onto the algebraic $\alpha_{w}-\beta_{w}$ plane is not conformal. It should be noted that constant zeta radials in the s-plane map into constant zeta radials in the w -plane in accordance with the relationship

$$
\zeta=-\cos (\theta / q) \text { where } \zeta=-\cos \theta
$$

for the $S=0$ radial $\theta=\pi / 2$, and $S_{w}=-\cos (\pi / 2 q)$. Furthermore constant $\quad \omega_{n}$ contours on the s-plane map onto constant $\omega_{w}$ contours on the w -plane according to the relationship $\omega_{w}=\left(\omega_{n}\right)^{1 / q}$. Therefore a circle of radius $\omega_{n 1}$ in " $s$ " maps into a circle of radius $r=\left(\omega_{n 1}\right)^{1 / q}$ in $w$ (see Figure 5.2.2). Also, while the degree of the characteristic equation is increased by a factor of " $q$ " in the transformation from $s$ to $w$, the number of terms remain constant. That is the transformed characteristic equation will contain only terms in $w^{q n}$, $w^{q(n-1)}, \quad w^{q(n-2)} \cdot . . \quad w^{0}$. Thus the number of terms of $F(w)$ involved in the derivation of the $\alpha_{w}-\beta_{w}$ equations is the same as the number of terms in $F(s)$, used in the derivation of $\alpha-\beta$ equations.

The results presented above are now illustrated by means of the following example. Consider the example of the control system of Figure 4.6.1 in Chapter 4. From Figure 4.6.1

$$
\begin{equation*}
G(s)=\frac{N(s+W)}{D(s)}=\frac{K(s+W)}{s^{2}} \tag{5.3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{C}{\mathrm{R}}(\mathrm{~s})=\frac{\mathrm{K}(\mathrm{~s}+\mathrm{W})}{\mathrm{s}^{2} \exp \left[(\mathrm{sT})^{1 / 2}\right]+\mathrm{Ks}+\mathrm{K} \mathrm{~W}} \tag{5.3,13}
\end{equation*}
$$

For stability investigation of this sytem, form the characteristic equation

$$
\begin{equation*}
F(s)=s^{2} \exp \left[(s T)^{1 / 2}\right]+K s+K W=0 \tag{5.3.14}
\end{equation*}
$$

Introducing the transformation $\mathrm{w}^{2}=\mathrm{s}$ into (5.5.14) yields

$$
\begin{equation*}
F(\mathrm{w})=\mathrm{w}^{4} \exp \left(\mathrm{w}^{1 / 2}\right)+K \mathrm{w}^{2}+\mathrm{KW}=0 \tag{5.3.15}
\end{equation*}
$$

Defining $\alpha_{w}=K, \beta_{w}=K W, F(w)$ becomes

$$
\begin{equation*}
F(w)=w^{4} \exp \left(\mathrm{wT}^{1 / 2}\right)+\alpha_{w} \mathrm{w}^{2}+\beta_{\mathrm{w}}=0 \tag{5.5.16}
\end{equation*}
$$

The contours corresponding to $\zeta=0$ and $\zeta=0.35$ in the s-plane are

$$
\zeta_{\mathrm{w}}=-0.707 \text { and } \zeta_{\mathrm{w}}=-0.570 \text { respectively in the } \mathrm{w} \text { plane. }
$$

These contours are shown in Figure 5.3.2 for $\mathrm{T}=1$.
5.3.2 Systems in which $p$ is greater than unity. When the value of $p$ in equation (5.1.1) is greater than unity, the transformed characteristic equation, $F(w)=0$, of (5.3.1) becomes

$$
\begin{equation*}
F(w)=D\left(w^{q}\right) \exp \left(w^{p} T^{p / q}\right)+K N\left(w^{q}\right)=0 \tag{5.3.17}
\end{equation*}
$$

where $p$ is an integer. Now consider the exponential term of (5.3.17)

$$
F_{D}(w)=\exp \left(w^{p} T^{p / q}\right)
$$

where $\mathrm{T}^{\mathrm{p} / \mathrm{q}}$ is a constant and w is a complex variable defined as

$$
w=-S_{w} \omega_{w}+j \omega_{w}\left(1-\rho_{w}^{2}\right)^{1 / 2}
$$



FIGURE 5.3.2 $\alpha_{w}-\beta_{w}$ CONTOURS CORRESPONDING TO

$$
\zeta=0 \text { AND } S_{=0.35 \mathrm{IN} \text { s-PLANE }\left(\mathrm{w}^{2}=\mathrm{s}\right), ~}^{\text {a }}
$$

From equations (4.2.7) and (4.2.8) in chapter 4,

$$
\begin{equation*}
\mathrm{w}^{\mathrm{p}}=\omega_{\mathrm{w}}^{\mathrm{p}}\left[(-1)^{\mathrm{p}} \mathrm{~T}_{\mathrm{p}} \cdot\left(\zeta_{\mathrm{w}}\right)+j(-1)^{\mathrm{p}+1}\left(1-\zeta_{\mathrm{w}}^{2}\right)^{1 / 2} \mathrm{U}_{\mathrm{p}}\left(\zeta_{\mathrm{w}}\right)\right] \tag{5.3.19}
\end{equation*}
$$

where $T_{p}\left(S_{w}\right)$ and $U_{p}\left(S_{w}\right)$ are respectively Chebychev functions of the first and second kind. Expressing (5.3.18) in polar vector notation by making use of (5.3.19) produces
$\exp \left(\mathrm{w}^{\mathrm{p}} \mathrm{T}^{\mathrm{p} / q^{2}}\right)=\exp \left(-\psi_{\mathrm{w}_{-}}+\mathrm{j} \cdot \boldsymbol{\delta}_{\mathrm{w}}\right)$
$=\exp \left\{\mathrm{T}^{\mathrm{p} / q} \omega_{\mathrm{w}}^{\mathrm{p}}\left[(-1)^{\mathrm{p}} \mathrm{T}_{\mathrm{p}}\left(\zeta_{\mathrm{w}}\right)+\mathrm{j}(-1)^{\mathrm{p}+1}\left(1-\zeta_{\mathrm{w}}^{2}\right)^{1 / 2_{\mathrm{U}}}{ }_{\mathrm{p}}\left(\zeta_{\mathrm{w}}\right)\right]\right\}(5.3 .20)$
Thus

$$
\begin{align*}
-\psi_{w} & \left.=(-1)^{p} T^{p} / q_{( } \omega_{w}\right)^{p} T_{p}\left(\zeta_{w}\right)  \tag{5.3.21}\\
\delta_{w} & =(-1)^{p+1} T^{p / q}\left(\omega_{w}\right)^{p}\left(1-\xi^{2}\right)^{1 / 2} U_{p}\left(\xi_{w}\right)
\end{align*}
$$

These equations for $-\psi_{\mathrm{w}}$ and $\delta_{\mathrm{w}}$ coupled with (5.3.6), the equations for $\boldsymbol{a}_{\mathrm{w}}$ and $\boldsymbol{\beta}_{\mathrm{w}}$ allow application of the technique of Chapter 4 in order to map from the complex $w$-plane to the algebraic $\alpha_{\mathrm{w}}-\beta_{\mathrm{w}}$ plane. Specifically, (5.3.21) and (5.3.6) are used to obtain the parameter plane coefficients (5.3.9) which are in turn used in (5.3.11) to obtain $\alpha_{w}, \beta_{w}$ and $\Delta_{w}$. Thus the parameter plane technique can now be applied to feedback systems containing transfer functions of the form $\exp \left(s^{p} T\right)$ where $p$ is an integer greater than unity. Polynominals for $-\psi_{\mathrm{w}}$ and $\delta_{\mathrm{w}}$ corresponding to various values of the integer p are summarized in Table 5.3.1.


These results are now illustrated by means of the following example. Consider again the control system of Figure 4.6.1 and represent the distributed lag transfer function as

$$
\begin{equation*}
F_{D}(s)=\exp \left(-(T s)^{2 / 4}\right) \tag{5.3.22}
\end{equation*}
$$

Introducing the transformation $\dot{w}^{4}=s$ gives

$$
\begin{equation*}
F(w)=w^{8} \exp \left(w^{2} T^{2 / 4}\right)+K w^{4}+K W=0 \tag{5.3.23}
\end{equation*}
$$

Defining $\alpha_{W}=K, \beta_{W}=K W$, and setting $T=1$ gives
$F(s)=w^{8} \exp \left(w^{2}\right)+a_{w} w^{4}+\beta_{w}=0$
The contours corresponding to $\mathcal{S}=0$ and $\boldsymbol{S}=0.35$ the s-plane are $\boldsymbol{S}_{w}=-0.9239$ and $\boldsymbol{S}_{w}=-0.8860$ respectively in the $w-$ plane. The first traversal of these contours are shown in Figure 5.3.3. A more complete plot of the $S_{W}=-0.9239$ contour contained in Figure 5.3.4.

## 5.4 w-plane Equivalent of Constant Sigma Lines in the s-plane

The parameter plane contours for constant sigma lines in the splane can be found by utilizing the parameter plane equations developed in Chapter 4, section 10. However, when the characteristic equation $F(s)=0$ is transformed by a transformation of the type


FIGURE 5.3.3 $\alpha_{w}-\beta_{w}$ CONTOURS CORRESPONDING TO

$$
\boldsymbol{S}=0 \quad \text { AND } S=0.35 \mathrm{IN} \mathrm{~s}-\mathrm{PLANE}\left(\mathrm{w}^{4}=\mathrm{s}\right)
$$



FIGURE 5.3.4 MORE COMPETE PLOT OF $a_{w}-\beta_{w}$ CONTOUR SHOWING SEVERAL TRAVERSALS ( ${ }^{4}=s$ )
$w^{q}=s$, ( $q$ being an integer), it is of interest to determine first the equivalent contour in the w -plane and then how this w -plane contour may be mapped directly into the $\alpha_{w}-\beta_{w}$ plane.

The parameter plane equation corresponding to a w-plane contour equivalent of a constant sigma line in the s-plane can be found by utilizing (5.3.11) and (5.3.9) in which $\zeta_{\mathrm{w}}$ and $\omega_{\mathrm{w}}$ are appropriately defined. In order to define these variables consider the s-plane and w-plane diagrams of Figure 5.2.2. Referring to this figure, and assuming $w^{q}=s$ the following relationships hold

$$
\begin{align*}
& \omega_{\mathrm{n} 1}=\left(\sigma_{1}^{2}+\omega^{2}\right)^{1 / 2}  \tag{5.4.1}\\
& \theta_{1}=\operatorname{Tan}^{-1}\left(-\frac{\omega}{\sigma_{1}}\right)  \tag{5.4.2}\\
& \omega_{\mathrm{w}}={\omega_{\mathrm{n}}}^{1 / \mathrm{q}}=\left(\sigma_{1}^{2}+\omega^{2}\right)^{1 / 2 \mathrm{q}}  \tag{5.4.3}\\
& \phi_{1}=\frac{\theta_{1}}{\mathrm{q}}=\frac{1}{\mathrm{q}} \operatorname{Tan}^{-1}\left(\frac{\omega}{\sigma_{1}}\right)  \tag{5.4.4}\\
& \zeta_{\mathrm{w}}=-\cos \phi_{1} \tag{5.4.5}
\end{align*}
$$

Equations (5.4.3) and (5.4.5) are the transitional relationships which enable the $\underset{\mathrm{w}}{a_{\mathrm{w}}}-\boldsymbol{\beta}_{\mathrm{w}}$ contours to be obtained. For a given value of $\sigma=\sigma_{1}$, and a given value of $q$ each value of $\omega$ provides a pair of values $\omega_{w}$ and $\zeta_{w}$ through use of (5.4.3) and (5.4.5) respectively. These values of $\omega_{\mathrm{w}}$ and $\zeta_{\mathrm{w}}$ coupled with values of $-\psi_{\mathrm{w}}$ and $\boldsymbol{\delta}_{\mathrm{w}}$ (defined either
by (5.3.7) or (5.3.21)) are used to produce values for the functions of (5.3.9) which in turn are used to give values of $\dot{\alpha}_{w}$ and $\beta_{w}$ through (5.3.11).

The application of this method can be demonstrated by considering the problem of Section 5.3 in which the characteristic equation is

$$
\begin{equation*}
F(s)=s^{2} \exp (\sqrt{s})+\alpha s+\beta=0 \tag{5.4.6}
\end{equation*}
$$

When the transformation $\mathrm{w}^{2}=\mathrm{s}$ is applied

$$
\begin{equation*}
F(w)=w^{4} \exp (w)+\dot{\alpha} w^{2}+\beta=0 \tag{5.4.7}
\end{equation*}
$$

where

$$
\begin{align*}
& \omega_{\mathrm{w}}=\left({\sigma_{1}}^{2}+\omega^{2}\right)^{1 / 4}  \tag{5.4.8}\\
& \zeta_{\mathrm{w}}=-\cos \left(1 / 2 \operatorname{Tan}^{-1}\left(\frac{\omega}{\sigma_{1}}\right)\right)
\end{align*}
$$

by equation (5.3.7)

$$
\begin{align*}
& \psi_{w}=-\zeta_{w} \omega_{w}  \tag{5.4.9}\\
& \delta_{w}=\omega_{w}\left(1-\zeta_{w}^{2}\right) 1 / 2
\end{align*}
$$

If the imaginary axis $\left(\sigma_{1}=0\right)$ is to be mapped $\omega_{n}=\omega$ and

$$
\begin{align*}
\omega_{\mathrm{w}} & =\omega_{\mathrm{n}}^{1 / 2}, \quad \zeta_{\mathrm{w}}=-0.707  \tag{5.4.10}\\
-\psi_{\mathrm{w}} & =\sqrt{\frac{\omega}{2}}, \quad \delta_{\mathrm{w}}=\sqrt{\frac{\omega}{2}}
\end{align*}
$$

and (5.3.9) become

$$
\begin{align*}
& \mathrm{B}_{1 \mathrm{w}}=0, \quad C_{1 \mathrm{w}}=1, \\
& \mathrm{D}_{1 \mathrm{w}}=-\omega^{2} \cos \left(\sqrt{\frac{\omega}{2}}\right) \exp \left(\sqrt{\frac{\omega}{2}}\right)  \tag{5.4.11}\\
& \mathrm{B}_{2 \mathrm{w}}=\omega, \quad C_{2 \mathrm{w}}=0 \\
& \mathrm{D}_{2 \mathrm{w}}=-\omega \cdot^{2} \sin \left(\sqrt{\frac{\omega}{2}}\right) \exp \left(\sqrt{\frac{\omega}{2}}\right)
\end{align*}
$$

Substitution into (5.3.11) gives

$$
\begin{aligned}
& a_{\mathrm{w}}=\omega \exp \left(\sqrt{\frac{\omega}{2}}\right) \sin \left(\sqrt{\frac{\omega}{2}}\right) \\
& \beta_{\mathrm{w}}=\omega^{2} \exp \left(\sqrt{\frac{\omega}{2}}\right) \cos \left(\sqrt{\frac{\omega}{2}}\right) \\
& \Delta_{\mathrm{w}}=-\omega
\end{aligned}
$$

Equations (5.4.12) are identical in form to equations (4.6.4) of Chapter 4. This is to be expected since they both represent mapping of the same contour in the same system.

In general, the value of sigma is not zero and the value of $\zeta_{\mathrm{w}}$ in (5.4.5) is a function of $\omega$. The mapping of the equivalent contour in the w-plane is then easily performed with the aid of a digital computer.

## CHAPTER 6

## ANALYSIS OF SMITH LINEAR PREDICTOR CONTROL SYSTEMS

## WITH PLANTS CONTAINING DISTRIBUTED LAG

## 6. 1 Introduction

The technique of linear predictor control for feedback systems containing transport lag was first suggested by Smith[105]. This technique utilizes a system controller, see Figure 6.1.1, that contains a model of the system plant and transport lag. The manner in which this controller compensates for the transport lag contained in the system plant can be explained as follows. When a step function $u(t)$ is introduced at the input there is no output $\mathrm{c}(\mathrm{t})$ for T seconds due to the transport lag $\mathrm{e}^{-\mathrm{sT}}$ in the plant. However this step change appears as an input to the minor feedback loop at point $A$ and arrives immediately at point B. Since the plant dynamics are simulated in the minor feedback loop, the controller is energized for the first $T$ seconds. When $T$ seconds has elapsed the minor feedback loop opens and the input signal is transferred through the outer loop which includes the system transport lag. Thus the minor loop predicts what the system output will eventually be and introduces this in feedback until the actual output appears. The philosophy of this type of control is to separate out the transport lag, which is a part of the system for which it is impossible to compensate. After the design for the control of the remainder of the system is

completed, the transport lag is reintroduced. If similar reasoning is applied to a control system in which the plant contains a distributed lag (instead of a transport lag), then a minor feedback loop can also be designed which predicts the system output. The block diagram of the predictor configuration applied to plants containing distributed lag is shown in Figure 6.1.2. From the configuration of Figure 6. 1.2 if $N_{p} / D_{p}$ is set equal to $\exp (-\sqrt{\mathrm{ST})}$, the system transfer function is given by

$$
\begin{equation*}
\frac{C(s)}{R(s)}=\frac{G_{A}(s) G_{c}(s) \exp \left[-(s T)^{1 / 2}\right]}{1+G_{A}(s) G_{c}(s)} \tag{6.1.1}
\end{equation*}
$$

The numerator of equation (6.1.1) contains a transcendental term $\exp \left[-(s T)^{1 / 2}\right]$. The denominator of equation (6.1.1), however, does not contain a transcendental term, so that reasonably large values of controller gain can be selected as in the case of systems without distributed lag.

This technique requires, however, that an exact model of the system plant and distributed lag be incorporated in the controller. Theoretically, this is possible but practical implementation contains many difficulties. These difficulties arise because it is difficult to perfectly synthesize the distributed lag term, $\exp \left[-(s T)^{1 / 2}\right]$, in the controller. One method of synthesis is to use a polynomial approximation to the transcendental function. However, there are many classes of polynomial functions both rational and irrational. One class of approximations to the

FIGURE 6.1.2 PREDICTOR MODEL APPLIED TO PLANT WITH DISTRIBUTED LAG
transcendental function, $\exp \left[-(s T)^{1 / 2}\right]$ was given by Pierre[80]. This class of approximants for a distributed lag are ratios of rational polynomials which have negative real roots. There are various orders of approximants with the higher order approximant being closer approximations to the transcendental function than the lower order approximants. However, the best choice of the approximation to the distributed lag in any given system should take into consideration the order of the system plant as well as plant time constants. Thus, choice of a lower order approximant may be, in addition to being easier to synthesize, a better choice from the viewpoint of performance than one of the higher order approximants. It is proposed to present a method by which various approximations to the distributed lag appearing in the controller can be examined. This treatment will employ parameter plane techniques and proceed in a manner similar to the one used by Eisenberg 30] in treating systems containing transport lag. However, the general s-plane variable $s=\sigma+j \omega$ (instead of $s=j \omega$ ) will be used in the derivation so that both absolute and relative stability can be investigated.

It was also observed, (in applying rational polynomial approximants to systems with distributed lag), that certain types of systems ${ }^{(1)}$ were render ed stable for all positive values of controller gain. However, this
(1) These types of systems are ones in which the denominator term of (6. 1. 1) is at most a second order polynomial in the complex variable s.
unconditional stability with gain variation could be accompanied by extremely sluggish transient response unless the parameters associated with the polynomial approximant were optimized. Thus it is also proposed to investigate a method in which a rational polynomial approximant is used to achieve absolute stability for a system along with a minimum of deterioration in its transient response characteristics. This method also involves the use of parameter plane techniques and polynomial approximants[80]in a control system arranged in the predictor configuration.

### 6.2 Derivation of Parameter Plane Equations for the Predictor

Configuration Applied to Systems with Distributed Parameter
Elements.
The derivation will be presented of the $\alpha-\beta$ equations for a control system with a distributed lag element and a PI controller arranged in the predictor configuration. Application of either these equations or the more general equations of Chapter 4 Section 2 enables a designer to determine the "best" ${ }^{(2)}$ choice of polynomial approximant to use in the predictor loop.

Consider the linear predictor control system shown in Figure 6.2.1 where $R(s)$ is the Laplace transform of the input, $C(s)$ is the Laplace transform of the output response and where
(2) Best choice is based on some criterion such as permits the largest system gain variation without becoming unstable.

FIGURE 6\&2.1 GENERALIZED PREDICTOR MODEL WITH DISTRIBUTED PARAMETER ELEMENT
$s=\sigma+j \omega$
$G_{c}(s)=\frac{N_{c}(s)}{D_{c}(s)}$ the system controller
$G_{A}(s)=\frac{N_{A}(s)}{D_{A}(s)}$ the system plant
$\exp (-\gamma(s) d)=$ the transfer function of the distributed parameter element
$\gamma(s)=\sqrt{(L s+R)(C s+G)}$
$\frac{\mathrm{Np}(\mathrm{s})}{\mathrm{Dp}(\mathrm{s})}=$ the polynomial approximation to $\exp (-\gamma(\mathrm{s}) \mathrm{d})$ appearing in the Smith predictor controller
The system transfer function $\frac{C(s)}{R(s)}$ is given by

$$
\begin{equation*}
\frac{C(s)}{R(s)}=\frac{N_{A}(s) N_{c}(s) D_{p}(s) \exp (-\gamma(s) d)}{D_{A}(s) D_{c}(s) D_{p}(s)+N_{A}(s) N_{c}(s)\left[D_{p}(s)-N_{p}(s)+D_{p}(s) \exp (-\gamma(s) d)\right]} \tag{6.2.1}
\end{equation*}
$$

If $G_{c}(s)$ is a controller of the proportional-integral (PI) type then

$$
\begin{equation*}
G_{c}(s)=\frac{N_{c}(s)}{D_{c}(s)}=K\left(1+\frac{1}{s T_{R}}\right)=K\left(\frac{s+W}{s}\right) \tag{6.2.2}
\end{equation*}
$$

where $K$ is the controller gain and $W$ is the reciprocal of the reset time. Substituting (6.2.2) into (6.2.1) and defining

$$
\begin{equation*}
\boldsymbol{a}=\mathrm{K}, \quad \boldsymbol{\beta}=\mathrm{K} \mathbf{W}=\mathrm{W} \boldsymbol{\alpha} \tag{6.2.3}
\end{equation*}
$$

gives

$$
\begin{equation*}
\frac{C(s)}{R(s)}=\frac{N_{A}(s) D_{p}(s)(\alpha s+\beta) \exp (-\gamma(s) d)}{F(s)} \tag{6.2.4}
\end{equation*}
$$

where $F(s)=0$, the system characteristic equation, is

$$
\begin{align*}
F(s)= & s\left[D_{A}(s) D_{p}(s)+a N_{A}(s)\left\{D_{p}(s)-N_{p}(s)+D_{p} \exp (-\gamma(s) d)\right\}\right] \\
& +\beta N_{A}(s)\left[D_{p}(s)-N_{p}(s)+D_{p} \exp (-\gamma(s) d)\right]=0 \tag{6.2.5}
\end{align*}
$$

In order to investigate the stability of the system define

$$
\begin{equation*}
s=-\zeta \omega_{n}+\omega_{n}\left(1-\zeta^{2}\right)^{1 / 2} \tag{6.2.6}
\end{equation*}
$$

and also define

$$
\begin{align*}
& N_{A}(s)=N_{A R}+j N_{A I}, \quad D_{A}(s)=D_{A R}+j D_{A I} \\
& N_{p}(s)=N_{p \cdot R}+j N_{p I}, \quad D_{p}(s)=D_{p R}+j D_{p I} \\
& \exp (-\gamma(s) d)=\exp (\psi-j \delta)=e^{\psi} \cos \delta-j e e^{\psi} \sin \delta \tag{6.2.7}
\end{align*}
$$

where $\boldsymbol{\psi}$ and $\boldsymbol{\delta}$-are defined in Region A of the principal sheet of the s-plane by equations (4.3.17) for the general case of the electrical transmission line. Note that for the case of distributed lag (i. e., $L=G=0$ ) equations (4.3.17) become

$$
\begin{equation*}
\psi=-\sqrt{\frac{\omega_{\mathrm{n}} \mathrm{~T}(1-\zeta)}{2}}, 8=\sqrt{\frac{\omega_{\mathrm{n}} \mathrm{~T}(1+\zeta)}{2}} \tag{6.2.8}
\end{equation*}
$$

Substituting (6.2.7) and (6.2.6) into (6.2.5), separating real and imaginary parts, and equating each part to zero gives

$$
\begin{align*}
& a B_{1}+\beta C_{1}=-D_{1} \\
& \alpha_{B_{2}}+\beta C_{2}=-D_{2} \tag{6.2.9}
\end{align*}
$$

where

$$
\begin{align*}
& \mathrm{B}_{1}=-\zeta \omega_{\mathrm{n}} \mathrm{Re}_{3}-\omega_{\mathrm{n}}\left(1-\zeta^{2}\right)^{1 / 2} \operatorname{Im}_{3} \\
& \mathrm{C}_{1}=\operatorname{Re} 3 \\
& \mathrm{D}_{1}=-\zeta \omega_{\mathrm{n}} \mathrm{Re}_{1}-\omega_{\mathrm{n}}\left(1-\zeta^{2}\right)^{1 / 2} \operatorname{Im}_{1} \\
& \mathrm{~B}_{2}=-\zeta \omega_{\mathrm{n}} \operatorname{Im}_{3}+\omega_{\mathrm{n}}\left(1-\zeta^{2}\right)^{1 / 2} R e_{3} \\
& \mathrm{C}_{2}=\operatorname{Im}_{3} \\
& \mathrm{D}_{2}=-\zeta \omega_{\mathrm{n}} \operatorname{Im}_{1}+\omega_{\mathrm{n}}\left(1-\zeta^{2}\right)^{1 / 2} \operatorname{Re}_{1} \tag{6.2.10}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{Re}_{1} & =\mathrm{D}_{\mathrm{AR}} \mathrm{D}_{\mathrm{pR}}-\mathrm{D}_{\mathrm{AI}} D_{\mathrm{pI}} \\
\mathrm{Im}_{1} & =\mathrm{D}_{\mathrm{AR}} \mathrm{D}_{\mathrm{pI}}-\mathrm{D}_{\mathrm{AI}} \mathrm{D}_{\mathrm{pR}} \\
\mathrm{Re}_{3} & =\mathrm{N}_{\mathrm{AR}}\left(\mathrm{D}_{\mathrm{pI}}-\mathrm{N}_{\mathrm{pR}}{ }^{+\mathrm{D}_{\mathrm{pR}}} \exp (\psi) \cos 8+\mathrm{D}_{\mathrm{pI}} \exp (\psi) \sin 8\right) \\
& -\mathrm{N}_{\mathrm{AI}}\left(\mathrm{D}_{\mathrm{pI}}-\mathrm{N}_{\mathrm{pI}}+\mathrm{D}_{\mathrm{pI}} \exp (\psi) \sin 8-\mathrm{D}_{\mathrm{p} \cdot \mathrm{R}} \exp (\psi) \cos 8\right) \\
\mathrm{Im}_{3} & =\mathrm{N}_{\mathrm{AI}\left(\mathrm{D}_{\mathrm{pR}}-\mathrm{N}_{\mathrm{pR}}+\mathrm{D}_{\mathrm{pR}} \exp (\psi) \cos 8+\mathrm{D}_{\mathrm{pI}} \exp (\psi) \sin 8\right)} \\
& +\mathrm{N}_{\mathrm{AR}}\left(\mathrm{D}_{\mathrm{pII}}-\mathrm{N}_{\mathrm{pI}}+\mathrm{D}_{\mathrm{pI}} \exp (\psi) \sin \delta-\mathrm{D}_{\mathrm{p} \cdot \mathrm{R}} \exp (\psi) \cos \delta\right) \tag{6.2.11}
\end{align*}
$$

Equations (6.2.9) can be solved for the controller parameters $\alpha=K_{c}$ and $\beta=K_{c} W$ giving (4.2.13) repeated below

$$
\begin{align*}
& a=\frac{\mathrm{C}_{1} \mathrm{D}_{2}-\mathrm{D}_{1} \mathrm{C}_{2}}{\Delta}, \beta=\frac{\mathrm{D}_{1} \mathrm{~B}_{2}-\mathrm{D}_{2} \mathrm{~B}_{1}}{\Delta} \\
& \Delta=\mathrm{B}_{1} \mathrm{C}_{2}-\mathrm{B}_{2} \mathrm{C}_{1} \tag{6.2.12}
\end{align*}
$$

This method of representing the variable system parameter is a special case of the general parameter plane approach to systems with distributed parameter elements developed in section 4.2 of chapter 4. Through application of (6.2.12) in conjunction with (6.2.11), (6.2.10) and (4.3.17), the absolute as well as relative stability can be determined. This determination can be made as a function of $\frac{N_{p}(s)}{D_{p}(s)}$, the polynomial approximation chosen in addition to variation of the two free system parameters $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$.

Since the choice of the polynomial approximation is of importance, some of these polynomials should be examined. A family of rational polynomial approximants were developed by Pierre[80]and these will be considered here. The development of these polynomials for the case of a distributed lag as well as the more general case of a transmission line with non-zero values of $R, L, G$, and $C$ is set forth in Appendix VI.

### 6.3 Example of the Predictor Configuration with a Distributed Lag

## Element in the Plant

The parameter plane technique and the results of Appendix VI will now be applied to a feedback control system containing a distributed lag. The system configuration is shown in Figure 6.1.2. The transfer function of the plant is

$$
\begin{equation*}
G_{A}(s)=\frac{N_{A}(s)}{D_{A}(s)}=\frac{1}{s} \tag{6.3.1}
\end{equation*}
$$

The controller is of the proportional integral type with transfer function given by (6.2.2) repeated below:

$$
\begin{equation*}
G_{c}(s)=\frac{N_{c}(s)}{D_{c}(s)}=\frac{K(s+W)}{s} \tag{6.3.2}
\end{equation*}
$$

The polynomial approximations to the controller distributed lag which will be used in the local feedback loop around the controller are given below:

1) No Prediction

$$
\begin{equation*}
\frac{N_{p}(s)}{D_{p}(s)}=1, \quad D_{1}(s)-N_{p}(s)=0 \tag{6.3.3}
\end{equation*}
$$

2) Exact Prediction

$$
\begin{equation*}
\frac{N_{p}(s)}{D_{p}(s)}=e^{-\sqrt{s T}}, \quad D_{p}(s)-N_{p}(s)=1-e^{-\sqrt{s T}} \tag{6.3.4}
\end{equation*}
$$

3) Polynomial Approximants

$$
\begin{align*}
G_{1,1}= & \frac{N_{p}(s)}{D_{p}(s)}=\frac{1}{1+s h T} ; D_{p}(s)-N_{p}(s)=s h T  \tag{6.3.5}\\
G_{1,2}= & \frac{N_{p}(s)}{D_{p}(s)}=\frac{1+\operatorname{shT}}{1+s(2 h+1) T+s^{2} h T^{2}} ; \\
& D_{p}(s)-N_{p}(s)=s(h+1) T+s^{2}{ }_{h T} T^{2} \tag{6.3.6}
\end{align*}
$$

$$
G_{2,2}=\frac{N_{p}(s)}{D_{p}(s)}=\frac{1}{\frac{1+s(2 h+1) T}{4}+\frac{s^{2} h^{2} T^{2}}{16}}
$$

$$
\begin{align*}
& D_{p}(s)-N_{p}(s)=\frac{s(2 h+1) T}{4}+\frac{s h^{2} T^{2}}{16}  \tag{6.3.7}\\
G_{1,3}=\frac{N_{p}(s)}{D_{p}(s)}= & \frac{1+s(2 h+1) T+s^{2} h T^{2}}{1+s(3 h+3) T+s^{2}(4 h+1) T^{2}+s^{3} h T^{3}} \\
& D_{p}(s)-N_{p}(s)=s(h+2) T+s^{2}(3 h+1) T^{2}+s^{3} h T^{3} \tag{6.3.8}
\end{align*}
$$

Where $T$ is the distributed lag constant and $h$ is the loading constant of Appendix VI. The parameter $h$ is a positive real constant which relates the load admittance, $Y_{L}$, of the finite network approximation for the distributed lag to the network load admittance $Y$, that is, referring to Figure VI. 1 in Appendix VI

$$
\begin{equation*}
h=\frac{Y_{L}}{Y} \tag{6.3.9}
\end{equation*}
$$

For the system of Figure 6.1.2, the transformation is

$$
\begin{equation*}
\frac{C}{R}(s)=\frac{K(s+W) D_{p} e^{-\sqrt{s T}}}{s^{2} D_{p}+K(s+W)\left(D_{p}-N_{p}\right)+K(s+W) D_{p} e^{-\sqrt{s T}}} \tag{6.3.10}
\end{equation*}
$$

and the characteristic equation is

$$
\begin{equation*}
F(s)=s^{2} D_{p}+K(s+W)\left(D_{p}-N_{p}\right)+K(s+W) D_{p} e^{-\sqrt{s T}}=0 \tag{6.3.11}
\end{equation*}
$$

Considering now, the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ contours when $\zeta=0$ for each of the approximations to $\exp \left(-(S T)^{1 / 2}\right.$ ) given by (6.3.3) to (6.3.8) inclusive produces the following results.
6.3.1 No prediction. When $\frac{N_{p}(s)}{D_{p}(s)}=1,(6.3 .11)$ becomes

$$
\begin{equation*}
F(s)=s^{2}+K(s+W) e^{-\sqrt{s T}}=0 \tag{6.3.12}
\end{equation*}
$$

When $T=1$, the system reduces to the one discussed in chapter 4 , section 6 . The $a-\beta$ contour when $\zeta=0$ for this system is shown in Figure 4.6.2 where

$$
\begin{equation*}
\dot{\alpha}=\mathrm{K}, \quad \boldsymbol{\beta}=\mathrm{KW} \tag{6.3.13}
\end{equation*}
$$

This curve is repeated in Figure 6.3.1.
6.3.2 Exact prediction. If the ratio $N_{p}(s) / D(s)$ is defined by (6.3.4), the characteristic equation (6.3.11) becomes

$$
\begin{equation*}
F(s)=s^{2}+K s+K W=0 \tag{6.3.14}
\end{equation*}
$$

When $\alpha$ and $\beta$ are defined by (6.3.13)

$$
F(s)=s^{2}+\alpha s+\beta=0
$$

Applying : parameter plane techniques (Chapter 3 section 5) gives

$$
\begin{align*}
& \alpha=\omega_{\mathrm{n}} \mathrm{U}_{2}(\zeta) \\
& \beta=\omega_{n}^{2} \tag{6.3.15}
\end{align*}
$$

For $\quad \zeta=0,(6.3 .15)$ reduces to

$$
\begin{equation*}
\alpha=0, \quad \beta=\omega_{\mathrm{n}}^{2} \tag{6.3.16}
\end{equation*}
$$

and for $S=1$

$$
\begin{equation*}
\alpha=2 \omega_{n}, \beta=\omega_{n}^{2} \tag{6.3.17}
\end{equation*}
$$

Both curves are plotted in Figure 6.3.1 along with the $S=0$ curve corresponding to the no prediction system of equation (6.3.12)


### 6.3.3 Polynomial approximantsi= <br> If the ratio $N_{p}(s) / D_{p}(s)$ is

defined by $(6.3 .5)$, the characteristic equation ( 6.3 .11 ) becomes

$$
\begin{align*}
\mathrm{F}(\mathrm{~s})= & \mathrm{s}^{3} \mathrm{hT}+\mathrm{s}^{2}\left(1+\alpha \mathrm{hT}+\alpha \mathrm{hTe} \mathrm{e}^{-\sqrt{\mathrm{sT}}}\right)+\mathrm{s}\left(\beta \mathrm{hT}+\alpha \mathrm{e}^{-\sqrt{\mathrm{sT}}}\right. \\
& \left.+\beta \mathrm{hTe}^{-\sqrt{s \mathrm{~S}}}\right)+\beta \mathrm{e}^{-\sqrt{\mathrm{sT}}}=0 \tag{6.3.18}
\end{align*}
$$

Notice that in addition to $\alpha$ and $\boldsymbol{\beta}$ the characteristic equation is also a function of parameters $h$ and $T$. The absolute stability of the system with characteristic equation (6.3.18) will be examined with $T$ set equal to unity when $h$ takes on various values. The $\alpha-\beta$ equations for this system are obtained through use of either the method of Section 6.2 or the method of Chapter 4. The $\alpha-\beta$ equations for the $\boldsymbol{\zeta}=0$ radial corresponding to various values of h are shown in Figure 6.3.2. From this figure, it can be seen that the contour for $h=0$ corresponds to the case of no prediction where when $h \geqq 1$, the $\zeta=0$ contours approach the positive portion of the $\beta$ axis. Figure 6.3.2 also shows the when $h$ is less than 0.03 the $\alpha-\beta$ contour crosses the $\alpha$ axis first on its initial traversal whereas when $h$ is equal to or greater than 0.03 the contour crosses the positive portion of the $\beta$ axis first and never crosses the positive portion of the $\alpha$ axis. Thus for values of $h$ greater than 0.03 there is no intersection with $\beta=0.3 \alpha$ line in the first quadrant. This means that when $W=0.3$ and $h \geqq .0 .03$ no positive value of system gain can cause the system to become unstable. The $\alpha-\beta$ contours corresponding to values of $h$ between 0.029 and 0.030 are plotted in


Figure 6.3.3. This figure indicates that when $h$ is greater than 0.0298 values of $W$ ranging from 0 to 1.7 can be used and still produce an unconditionally stable system with respect to gain.

The mapping of $\alpha-\beta$ contours corresponding to higher order approximants are presented in Figures 6.3.4, 6.3.5, and 6.3.6. These contours are to be expected since by referring to Table VI. 2 Appendix VI it can be seen that

$$
\lim _{h \rightarrow 0} G(m, n)=\lim _{h \rightarrow 1} G(m, n-1)
$$

Thus the polynominal $G(1,2)$ at $h=0, T=1$ is equivalent to $G(1,1)$ at $h=1, T=1$. These contours corresponding to the higher order approximations of the distributed lag all cross the positive portion of the $\beta$ axis first. Use of these approximants also result in systems in which are stable for positive values of gain.

Since, in this case, the use of almost any approximant results in an unconditionally stable system the question to be considered is which approximant will also produce the fastest response for a given working point $\mathbf{M}\left(\boldsymbol{a}_{1}, \boldsymbol{\beta}_{1}\right)$ in the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ plane. Thus the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ contour for $\zeta=0.35$ will be determined for various values of $h$ when approximant $\mathrm{G}(1,1)$ is used. These contours are shown in Figure 6.3.7. This figure shows that point $M$ on the $h=0$ contour corresponds to operation at $K=3.30$, $W=0.3$ in the system with no prediction (see section 4.6). The $h=0.03$





curvĕ in Figure 6.3.7 is slightly displaced from the $h=0$ curve. This curve thus provides a system which is unconditionally stable with respect to system gain and also indicates that there is only a slight damping of the transient response compared with the uncompensated system at a given operating point. Thus the system of (6.3.10) can be made unconditionally stable with gain variations (when $\mathrm{T}=1$ ) through use of a network with transfer function

as an approximation for the distributed lag. This polynomial approximation will produce the least amount of damping of the uncompensated response at the specified value of gain and reset time consistent with this unconditional stability.

## CHAPTER 7

## TRANSIENT RESPONSE OF LINEAR FEEDBACK SYSTEMS WITH <br> DISTRIBUTED LAG USING DOMINANT ROOT <br> AND GEOMETRIC TECHNIQUES

## 7-1. Introduction

For a given feedback system containing lumped parameter elements Mulligan [71] showed that properties of its transient response such as time to peak, first peak overshoot and settling time can be easily determined from the s-plane location of a pair of complex conjugate roots of the characteristic equation. This pair of roots, however, must be dominant in nature. The effect of the non-dominant roots as well as zeros of the closed loop transfer function upon time to peak, first peak overshoot and settling time were considered by Chu [24]. He presented a geometric interpretation of time to peak as a function of angles between other 'roots and the dominant root of the characteristic equation as well as angles between system zeros and the dominant root. Similarly, he showed that the peak overshoot can be determined by considering the ratio of the length of lines in the s-plane between all other roots and one of the dominant roots to the length of lines between all other roots and the origin. Eisenberg [30] extended the technique to feedback systems with transport lag. He showed that the dominant
root and geometric approaches remained valid if one referenced the time measurements from the value of the transport lag instead of from time zero.

The purpose of this chapter is to extend the dominant root and geometric methods to feedback systems with distributed lag. This extension is complicated by the fact that the characteristic equation for the system with distributed lag is multi-valued as well as transcendental. These properties give rise to irrational integrals when determining the transient response by the inverse Laplace transform technique.

### 7.2 Derivation of the Transient Response Equations

Consider the linear feedback system of Figure 7.2.1. The system shown consists of a combination of lumped parameter elements with transfer function, $G(s)$, and a distributed parameter network with transfer function $\mathrm{F}_{\mathrm{D}}(\mathrm{s})$ in cascade. The transfer function of the distributed parameter network is defined as

$$
\begin{equation*}
\mathbf{F}_{\mathrm{D}}(\mathrm{~s})=\exp (-\gamma(\mathrm{s}) \mathrm{d}) \tag{7.2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(s)=\sqrt{(L s+R)(C s+G)} \tag{7.2.2}
\end{equation*}
$$

and where $d$ is the length of the network, $L, C, R$, and G are respectively the inductance, capacitance, resistance and conductance per unit length. Also, $s$ is the complex variable

166

$$
\begin{equation*}
\mathrm{s}=\sigma+\mathrm{j} \omega=-5 \omega_{\mathrm{n}}+\mathrm{j} \omega_{\mathrm{n}} \sqrt{1-\dot{\zeta}^{2}} \tag{7.2.3}
\end{equation*}
$$

where $\int_{D}$ is the dimensionless ratio and $\omega_{n}$ is the undamped natural frequency. The system transfer function is given by

$$
\begin{equation*}
\frac{C}{R}(s)=\frac{G(s) \exp (-\gamma(s) d)}{1+G(s) \exp (-\gamma(s) d)}=\frac{K N(s) \exp (-\gamma(s) d)}{D(s)+K N(s) \exp (-\gamma(s) d)} \tag{7.2.4}
\end{equation*}
$$

where $K$ is the gain and $G(s)$ is defined in Figure 7.2.1 as $\frac{K N(s)}{D(s)}$. The characteristic equation is therefore

$$
\begin{equation*}
F(s)=D(s)+K N(s) \exp (-\gamma(s) d)=0 \tag{7.2.5}
\end{equation*}
$$

It is assumed in equation (7.2.4) that the order of $N(s)$ is equal to or smaller than the order of $\mathrm{D}(\mathrm{s})$ and that no multiple roots of $F(s)$ exist. The first assumption is true in most applications. Also, the second assumption can be realized since the designer utilizing either parameter plane [122] or root locus techniques [40] can control s-plane root locations and therefore prevent the existence of multiple roots.

In this discussion, a unit step function is selected as the standard test input signal. This type of test signal has been chosen because many other types of input signals can be approximated by combinations of step functions. Assuming a unit step input signal applied to the system of (7.2.4), the Laplace transform of the output signal $c(t)$ is :

$$
\begin{equation*}
C(s)=\frac{K N(s) \exp (-\gamma(s) d)}{s F(s)} \tag{7.2.6}
\end{equation*}
$$

The output response function $c(t)$ is found by taking the inverse Laplace transform of (7.2.6) utilizing the Bromwich-Wagner integral. That is

$$
\begin{equation*}
\mathrm{c}(\mathrm{t})=\operatorname{LIM}_{\beta \rightarrow \infty} \frac{1}{2 \pi \mathrm{j}} \int_{\boldsymbol{Q}-\mathrm{j} \beta}^{\boldsymbol{\alpha}+\mathrm{j} \beta} \mathrm{C}(\mathrm{~s}) \exp (\mathrm{st}) \mathrm{ds} \tag{7.2.7}
\end{equation*}
$$

The transient response is evaluated by performing a contour integration around the path shown in Figure 7.2.2. Note that if the general form of equation (7.2.2) is assumed (i.e., L, R, C and G not equal to zero), two branch points exist in the s-plane. These points are located on the negative real axis at $s_{1}=-R / L$ and $s_{2}=$ $-G / C$ with the variable -a representing the larger (less negative) and variable -b representing the smaller (more negative) of these two branch points. In addition, singularities exist which are produced by the roots of the characteristic equation as well as the singularity at the origin due to the unit step function. A typical s-plane configuration depicting branch points, singularities of $F(s)$, and a singularity at the origin due to a-unit step input is shown in Figure 7.2.2. Since the path of integration chosen is closed and simply connected, the contour integral is equal to the sum of the residues at the enclosed singularities. Furthermore the integral of (7.2.7) represents the integral along path A'A of Figure 7.2.2.


FIGURE 7.2 .2 s-PLANE CONFIGURATION SHOWING PATH OF INTEGRATION FOR SYSTEM WITH DISTRIBUTED PARAMETER ELEMENT

Therefore

$$
\begin{align*}
& c(t)=\frac{-1}{2 \pi j}\left[\begin{array}{l}
\mathrm{I} \\
\mathrm{AB}^{+} \mathrm{BC}^{+} \mathrm{CD}^{+} \mathrm{EE}^{\prime+}{ }^{\mathrm{I}} \mathrm{E}^{\prime} \mathrm{D}^{\prime^{+}} \mathrm{D}^{\prime} \mathrm{C}^{+^{+}} \mathrm{C}^{\prime} \mathrm{B}^{\prime+}{ }^{\mathrm{I}} \mathrm{~B}^{\prime} \mathrm{A}^{\prime}
\end{array}\right] \\
& +\begin{array}{l}
\text { Residue of } C(s) e^{s t} \\
\text { at } s=0
\end{array}+\sum_{i=1}^{n} \begin{array}{l}
\text { Residues of } C(s) e^{s t} \\
\text { of roots of } F(s)=0 \\
\text { falling within contour } \\
\text { evaluated at } s=s_{i}
\end{array} \tag{7.2.8}
\end{align*}
$$

where

$$
I_{X Y}=\int_{X}^{Y} \quad C(s) e^{s t} d s
$$

and the residue of $C(s) e^{s t}$ at a root $s=s_{i}$ is given by,

$$
\begin{equation*}
\text { Residue }=\frac{K N\left(s_{i}\right) \exp \left(-\quad \gamma\left(s_{i}\right) d\right) \exp \left(s_{i} t\right)}{s_{i} F^{\prime}\left(s_{i}\right)} \tag{7.2.9}
\end{equation*}
$$

It should also be noted that " $n$ ", the upper limit of summation of residues evaluated at roots of $F(s)=0$ in (7.2.8) will be finite in many cases although the characteristic equation is transcendental. This is because the remaining infinite number of roots will be in the secondary sheet of the s-plane which need not be considered because the contour of integration avoids the s-plane branch cut [27].

Focusing attention upon the integral portion of (8), all integrals except $I_{D E}$ and $I_{E \prime} D^{\prime}$ can be shown to be equal to zero. ${ }^{1}$

Defining $s=r \exp (j \pi)$ in $I_{D E}$ and $s=r \exp (-j \pi)$ in $I_{E^{\prime} D^{\prime}}$ and combining the sum of these two integrals into one expression $I_{B R}$ produces
$I_{B R}=j 2 K \int_{a}^{b} \frac{N(-r) D(-r) \exp (-r t) \operatorname{Sin}(Y d) d r}{\left[D^{2}(-r)+K^{2} N^{2}(-r)+2 K D(-r) \operatorname{Cos}(Y d)\right] r}$
where $Y=\sqrt{\|(-L r+R)(-C r+G) \mid}$
Evaluating the residue of $\mathbf{C}(\mathrm{s}) \exp (\mathrm{st})$ at $\mathrm{s}=0$ yields

$$
\begin{equation*}
\underset{s=0}{\text { Res. }}=\frac{K N(0) \exp \left(-d(R G)^{1 / 2}\right)}{F(0)}=c(\infty) \tag{7.2.11}
\end{equation*}
$$

Substituting (7.2.11) and (7.2.10) into (7.2.8) gives

$$
c(t)=c(\infty)+\sum \sum \begin{align*}
& \text { Residues of } C(s) \exp (s t) \\
& \text { at roots of } F(s)=0  \tag{7.2.12}\\
& \text { within contour of } \\
& \text { integration (i.e., at } \\
& \left.s=s_{i}\right)
\end{align*} \quad-\frac{I_{B R}}{2 \pi j}
$$

$1_{\text {When }} \mathrm{a}=0$ the singularity due to the input step function exists at the branch point. In this case $I_{E^{\prime} E^{\prime}}$ has a non zero value equal to $\frac{K N(0) \exp (-\sqrt{R G d})}{F(0)}$ and the residue of $C(s) e^{s t}$ at $s=0$ is no longer reqüirè̃.

This form of the solution obtained from the complex inversion integral provides some insight into the behavior of $c(t)$. The first two terms appear to be similar to those obtained when systems with either lumped parameter elements, transport lag or combinations of both are considered. The integral term, which results from integration along the branch cut, sarises when treating systems with characteristic equations that are multivalued functions of s. For example, in systems with transport lag the integral term is equal to zero. This integral is of the Laplace type with finite limits (if one considers the variable $t$ to represent $s$ and $r$ to represent $t$ ) and its value tends to zero as t approaches infinity, representing a component of the transient response which diminishes with time. Although this integral term will be ignored initially, methods of evaluating its contribution at specific values of time will be outlined in a subsequent section. The first two terms are the more important terms in (7.2.12). In particular the first term represents the final value of $c(t)$ while the second term represents the results of evaluation of the residues of $C(s) \exp (s t)$ at the roots of $F(s)=0$ within the contour of integration.

The time to peak, $T_{p}$, is found by differentiating (7.2.12) with respect to time, setting the derivative equal to zero, and solving the resulting equation for the smallest value of $t$.

Thus

$$
\frac{\mathrm{dc}(\mathrm{t})}{\mathrm{dt}}=0=\sum_{\mathrm{i}=1}^{\mathrm{n}} \frac{\mathrm{KN}\left(\mathrm{~s}_{\mathbf{i}}\right) \exp \left(\mathrm{s}_{\mathrm{i}} \mathrm{t}\right) \exp \left(-\quad \gamma\left(s_{i}\right) \mathrm{d}\right)}{F^{\prime}(\mathrm{s})}-\frac{1}{2 \pi j} \frac{d I_{B R}}{d t}
$$

(7. 2. 13)
represents the equation from which $T_{p}$ can be determined. $A$ good approximation to this equation of computing $T_{p}$ is obtained by neglecting the derivative term $\frac{d \mathrm{I}}{\mathrm{BR}} \mathrm{dt}$. Once $\mathrm{T}_{\mathrm{p}}$ has been determined the fractional amount of the first overshoot, $M$, is found by evaluating

$$
\begin{equation*}
M=\frac{c\left({ }^{T} p\right)-c(\infty)}{c(\infty)} \tag{7.2.14}
\end{equation*}
$$

or upon substituting (7.2.12) into (7.2.14) and noting the residue evaluation formula (7.2.9) gives
$M=\quad \frac{N\left(s_{i}\right) \exp \left(-\gamma\left(s_{i}\right) \exp \left(s_{i} T_{p}\right) F(0)\right.}{N(0) \exp \left(-d(R G)^{1 / 2}{ }_{s_{i}} F^{\prime}\left(s_{i}\right)\right.}-\frac{F(0) I_{B R}}{K 2 \pi j N(0) \exp \left(-d(R G)^{1 / 2}\right)}$
There are different criteria for settling time. Using the definition of the time at which the response falls to within two per cent of its final value, the settling time is found to be

$$
\begin{equation*}
T_{s}=\frac{4}{\left|\sigma_{d}\right|} \quad \text { seconds } \tag{7.2.16}
\end{equation*}
$$

where $\sigma_{d}$ is the real part of either the dominant pole or dominant complex conjugate pole pair. Note that while (7.2.13) and (7.2.14) were developed without regard to dominance of roots (7.2.16) assumes the existence of a dominant root or root pair.

### 7.3 Transient Response Assuming Dominant Roots

In the design of lumped parameter feedback systems, the determination of controller parameters is often guided by the concept of placing the poles and zeros of the transfer function in s-plane locations so as to achieve the desired transient response. Furthermore, it is desirable to place the remaining roots and zeros of the transfer function in s-plane locations which will maintain this dominance. This dominant root philosophy is maintained in this work on feedback systems with distributed parameter elements because of the following reasons:

1. System parameters which permit root placement in the desired locations can be easily determined.
2. Although the characteristic equation for this type of system is, in general, both multi-valued and transcendental, there is a subclass of distributed parameter networks in which only a finite number of roots of $F(s)=0$ exist within the contour of integration. Therefore residues need only be evalued at a
finite number of points in the s-plane in determining the transient response. Furthermore, for systems in which an infinite number of roots exist within the contour of integration, the dominant root philosophy can still be used in determining transient response.
3. The integral term of equation (7.2.12) can in most cases be neglected when considering the response at values of time equal to or greater than the time to peak $T_{p}$. Thus in a design procedure its contribution can be neglected initially and its actual contribution evaluated later.

Therefore assuming

1) The placement of dominant roots at $s_{1}=\sigma_{1}+j \omega_{1}$ and

$$
s_{1}=\sigma_{1}-j \quad \omega_{1}
$$

2) The integral $I_{B R}$ of (7.2.12) can be neglected initially.
3) $\quad \mathrm{F}_{\mathrm{D}}(\mathrm{s})=\exp (-\gamma(\mathrm{s}) \mathrm{d})=\exp (\psi-\mathrm{j} \delta)$
where $\psi$ and $\delta$ are defined on the upper half of the principal sheet

$$
\begin{align*}
& \psi=-d \sqrt{\frac{H^{1 / 2}+J}{2}}  \tag{7.3.2}\\
& \delta=d \quad \sqrt{\frac{H^{1 / 2}-J}{2}} \tag{7.3.3}
\end{align*}
$$

and where

$$
\begin{align*}
& \mathrm{H}=\left(\omega_{\mathrm{n}}^{2} \mathrm{~L}^{2}-2 R L^{\zeta} \omega_{\mathrm{n}}+\mathrm{R}^{2}\right)\left(\omega_{\mathrm{n}}^{2} \mathrm{C}-2 \mathrm{GC} \zeta_{\omega_{n}+G^{2}}^{)}\right.  \tag{7.3.4}\\
& \mathrm{J}=\omega_{\mathrm{n}}^{2} \mathrm{LC}\left(2 \zeta^{2}-1\right)+\mathrm{RG}-\zeta \omega_{\mathrm{n}}(\mathrm{RC}+\mathrm{LG}) \tag{7.3.5}
\end{align*}
$$

Equation (7.2.12) is approximated by

$$
\mathrm{c}(\mathrm{t}) \approx \frac{\mathrm{KN}(0) \exp (\mathrm{d} \sqrt{\mathrm{RG}})}{\mathrm{F}(0)}+
$$

$$
\begin{equation*}
\left|\frac{2 K N\left(s_{1}\right) e^{\psi\left(s_{1}\right)}}{s_{1} F^{\prime}\left(s_{1}\right)}\right| e^{\sigma_{1} t} \operatorname{Cos}\left(\omega_{1} t+/ N\left(s_{1}\right)-/ s_{1}-/ F^{\prime}\left(s_{1}\right)-\delta\left(s_{1}\right)\right) \tag{7.3.6}
\end{equation*}
$$

Also the time to peak, $\mathrm{T}_{\mathrm{p}}$, and the fractional amount of first overshoot, M, are given by

$$
\begin{equation*}
T_{p}=\frac{1}{\omega_{1}}\left[\frac{\pi}{2}-/ N\left(s_{1}\right)+/ F^{\prime}\left(s_{1}\right)+\delta\left(s_{1}\right)\right] \tag{7.3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
M=\frac{2 \omega_{1}}{\omega} \frac{N\left(s_{1}\right) F(0) \exp \left(\psi\left(s_{1}\right)\right)}{N} \quad \frac{\operatorname{N}(0) F^{\prime}\left(s_{1}\right) \exp \left(-d(R G)^{1 / 2}\right)}{\exp \left(\sigma_{1} T_{p}\right)} \tag{7.3.8}
\end{equation*}
$$

Equations (7.3.7) and (7.3.8) can be interpreted geometrically when the distributed parameter element is a distributed lag networik. Before showing this it is noted that,for lumped parameter systems,

Chu [24] presented an s-plane interpretation for $T_{p}$ and M. The basis for this interpretation is that one pair of s-plane roots $\left(s=\sigma_{1}+j \omega_{1}\right)$ of $F(s)=0$ are dominant. Thus he expressed $T_{p}$ and M as

$$
\left.\begin{array}{rl}
T_{p}=\frac{1}{\omega_{1}}\left[\begin{array}{l}
\frac{\pi}{2}
\end{array} \quad \begin{array}{l}
\text { Sum of angles from } \\
\text { the zeros to the dominant } \\
\text { root } s_{1}=\sigma_{1}+j \omega_{1}
\end{array}\right\}  \tag{7.3.9}\\
& +\left[\begin{array}{l}
\text { Sum of angles from the } \\
\text { other roots of } F(s)=0 \\
\text { to the dominant root } \\
s_{1}=\sigma_{1}+j \omega_{1}
\end{array}\right\}
\end{array}\right]
$$

$M=\frac{2 \omega_{1}}{\omega{ }^{2}} \times\left[\begin{array}{l}\text { Product of distances } \\ \text { from zeros to the } \\ \text { dominant root } s_{1} \\ n_{1} \\ \sigma_{1}+j \omega_{1} \\ \left.\frac{\begin{array}{l}\text { Product of distances } \\ \text { from zeros to the } \\ \text { origin }\end{array}}{} \quad \times\left[\begin{array}{l}\text { Product of distances } \\ \text { from the roots of } \\ F(s)=0 \text { to the } \\ \text { origin } \\ \frac{\text { Product of distances }}{\text { from the other roots }} \\ \text { of } F(s)=0 \text { to the } \\ \text { dominant root } s_{1} \\ \sigma_{1}+j \omega_{1}\end{array}\right] e \sigma_{1}^{\sigma_{p}}\right] .\end{array}\right]$

Eisenbetg [ 30 ] extended Chu's interpretation to systems with transport lag, showing that $T_{p}$ and $M$ can still be interpreted from s-plane root locations if $T_{p}$ is measured relative to $t=T$ (the amount of transport lag).

For systems with distributed lag, equations (7.3.7) and (7.3.8) can be interpreted geometrically in the following manner. This double-valued function can be represented as a single valued function on a two sheeted Riemann surface with the principal sheet defined the angular range $-\pi \leqq \theta \leqq+\pi$ and the secondary sheet defined by $\pi \leqq \theta \leqq 3 \pi$. However, the root locations representing solu: tions of the characteristic equation can exist on either sheet of this Riemann surface. Thus a problem exists when attempting to measure a distance and angle between a root or the second sheet and the dominant root on the first sheet of the s-plane. This difficulty can be resolved by performing measurements of distances and angles in a plane which renders the characteristic equation single valued. This plane is defined as the complex w-plane (see Figure 7.3.1) where for distributed lag the complex variable $w$ is related to the complex variable s by the transformation

$$
\begin{equation*}
\mathrm{w}^{2}=\mathrm{s} \tag{7.3.11}
\end{equation*}
$$

Under this transformation, a dominant roots of $F(s)=0$ located at

$$
\begin{equation*}
s_{1}=\omega_{n_{1}} \exp \left(j \theta_{1}\right)=\sigma_{1}+j \omega_{1} \tag{7.3.12}
\end{equation*}
$$

is transformed to a w-plane location

$$
\begin{equation*}
\mathrm{w}_{1}=\sqrt{\omega_{\mathrm{n}_{1}}} \exp \left(\mathrm{j} \theta_{1} / 2\right)={u_{1}}+j \mathrm{v}_{1} \tag{7.3.13}
\end{equation*}
$$
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Furthermore as illustrated in Figure 7.3.1, roots located on the second sheet of the s-plane transform into roots located in the left hand portion of the w -plane. Also, a simple zero located at $\mathrm{s}=$ $-\sigma_{3}$ transforms into a complex conjugate pair of roots located at $w= \pm j \sqrt{\sigma_{3}}$

Returning to the question of interpreting (7.3.7) and (7.3.8) for systems with distributed lag, the w-plane equivalent to the various terms comprising these equations will now be examined. Consider the transformed characteristic equation $F(w)=0$ given by

$$
\begin{equation*}
F(w)=\prod_{m=1}^{\infty}\left(w-w_{m}\right)\left(w-\bar{w}_{m}\right) \tag{7.3.14}
\end{equation*}
$$

The function $F(s)=0$ is represented in the $w$-plane as $F(w)=0$ the magnitude of which is equal to the product of the distances from all w-plane roots to the origin. The derivative of $F(s)$ with respect to $s$ is given by

$$
\begin{equation*}
F^{\prime}(s)=F^{\prime}(w) \frac{d w}{d s} \tag{7.3.15}
\end{equation*}
$$

and $F^{\prime}(s)$ evaluated at $s=s_{1}$ is found by evaluating $F^{\prime}(w)$ and $d w / d s$ at $w=w_{1}$, the image of $s_{1}$ in the $w$-plane.

Taking the derivative of (7.3.14) at $w=w_{1}$ and noting that $\frac{d w}{d s}$ for distributed lag is $\frac{1}{2 w},(7.3 .15)$ becomes

$$
\begin{equation*}
F^{\prime}(s)=\frac{\left(w_{1}-\bar{w}_{1}\right)}{2 w_{1}} \prod_{m=2}^{\infty}\left(w_{1}-\bar{w}_{m}\right)\left(w_{1}-w_{m}\right) \tag{7.3.16}
\end{equation*}
$$

The magnitude of (7.3.16) is equal to the product of the distances from all other w -plane roots to the dominant root $\mathrm{w}_{1}=\mathrm{u}_{1}+j \mathrm{v}_{1}$ divided by twice the distance from the origin to the dominant root. The phase of (7.3.16) is equal to the sum of the w-plane angles from the other roots of $F(w)=0$ to the dominant root minus the angle of the dominant root.

The numerator function, $\mathrm{N}(\mathrm{s})$, of $\mathrm{G}(\mathrm{s})$ in Figure 7.2.1 is a single valued function of $s$ and it can be shown that the sum of the s-plane angles from zeros (i.e., roots of $N(s)=0$ ) to the dominant root $s_{1}=\sigma_{1}+j \omega_{1}$ is equal to the sum of the $w$-plane angles from the images of the zeros to the image of the dominant root. Also, the ratio of the product of $s$-plane distances between zeros and the origin remains unchanged upon transformation from the s-plane to the $w$-plane.

The functions - $\delta\left(s_{1}\right)$ and $\exp \left(\psi\left(s_{1}\right)\right)$ are respectively the phase and magnitude of the distributed parameter transfer function. For distributed lag, $L=G=O$ and $T=R C d^{2}$. Thus $F_{D}(s)=\exp (-\sqrt{s T})$ and for roots on the upper half of the principal sheet

$$
\begin{equation*}
\delta\left(\mathrm{s}_{1}\right)=\sqrt{\omega_{\mathrm{n}_{1}} \mathrm{~T}} \operatorname{Sin}\left(\theta_{1} / 2\right)=\sqrt{\mathrm{T} \mathrm{w}_{1}} \operatorname{Sin} \emptyset_{1} \tag{7.3.17}
\end{equation*}
$$

$\exp \left(\psi\left(s_{1}\right)\right)=\exp \left[-\sqrt{\omega_{n_{1}}} \mathrm{~T} \operatorname{Cos}\left(\frac{\theta 1}{2}\right)\right]=e^{-\sqrt{T W}} \cos \emptyset_{1}$
where

$$
\emptyset_{1}=\theta_{1} / 2 \text { and } w_{1}=\sqrt{\omega_{n_{1}}}
$$

Substituting the above transformation for $F(s), F^{\prime}(s), N(s)$ and $F_{D}(s)$ where appropriate into (7.3.7) and (7.3.8) and noting that for distributed lag

$$
\begin{array}{r}
\omega_{1}=2 \mathrm{u}_{1} \mathrm{v}_{1}, \exp \left(-\mathrm{d}(\mathrm{RG})^{1 / 2}\right)=1, \sigma_{1}=\mathrm{u}_{1}^{2}-\mathrm{v}_{1}^{2}  \tag{7.3.18}\\
\omega_{\mathrm{n}_{1}}=\left(\mathrm{u}_{1}^{2}+\mathrm{v}_{1}^{2}\right)
\end{array}
$$

equation (7.3.7) becomes

$$
\left.\begin{array}{rl}
\mathrm{T}_{\mathrm{p}}= & \frac{1}{2 \mathrm{u}_{1} \mathrm{v}_{1}}\left[\frac{\pi}{2}-\left\{\begin{array}{l}
\text { Sum of angles } \\
\text { from zeros to } \\
\text { the dominant } \\
\text { root } \mathrm{w}_{1}=\mathrm{u}_{1}+\mathrm{jv} v_{1} \\
\text { in the } \mathrm{w}-\mathrm{plane}
\end{array}\right\}+\left\{\begin{array}{l}
\text { Sum of angles } \\
\text { from all other } \\
\text { roots to the } \\
\text { dominant root } \\
\mathrm{w}_{1}=\mathrm{u}_{1}+\mathrm{jv} \mathrm{v}_{1} \text { in }
\end{array}\right\}\right. \\
\text { the w-plane } \tag{7.3.19}
\end{array}\right\}
$$

where $w_{1}=\sqrt{\omega_{n_{1}}}$ and $\emptyset_{1}=\theta_{1} / 2$ are the magnitude and phase of the $w$-plane vector from the origin to the dominant root $w_{1}=u_{1}+j v_{1}$.

Considering equation (7.3.16) for the fractional overshoot $M$ and noting

1) The distance from each of the two dominant roots to the origin in the $w$-plane is $\left(\omega_{n_{1}}\right)^{1 / 2}$
2) The distance between dominant roots in the w-plane is $2\left(\omega_{n_{1}}\right)^{1 / 2} \operatorname{Sin}\left(\theta_{1} / 2\right)$
3) The interpretation for $F(s)=0$ and $F^{\prime}\left(s_{1}\right)$ in the w-plane is obtained from (7.3.14) and (7.3.16) respectively.
4) The identities $\operatorname{Sin}\left(\theta_{1} / 2\right)=\frac{\operatorname{Sin} \theta_{1}}{2 \operatorname{Cos}\left(\theta_{1} / 2\right)}$ and $\omega_{1}=\omega_{n_{1}} \operatorname{Sin} \theta_{1}$

The expression for fraction overshoot (7.3.16) can be rewritten as $\mathrm{M}=\left[\begin{array}{l}\begin{array}{l}\text { Product of the distances } \\ \text { from the zeros to the domi- } \\ \text { nant root } \mathrm{w}_{1}=\mathrm{u}+\mathrm{jv}_{1}\end{array} \\ \begin{array}{l}\text { Product of the distances } \\ \text { from the zeros to the origin } \\ \text { of the w-plane. }\end{array}\end{array}\right] \times\left[\begin{array}{l}\text { Product of the distances } \\ \text { from all roots except the } \\ \text { dominant pair to the origin } \\ \text { of the w-plane }\end{array}\right]$ $x \exp \left(-\sqrt{\omega_{n_{1}} T} \cos \left(\theta_{1} / 2\right)\right) \exp \left(\left(u_{1}^{2}-v_{1}^{2}\right) T_{p}\right) \times 4 \operatorname{Cos}\left(\theta_{1} / 2\right)$
where $\sqrt{\omega_{n_{1}}}$ and $\theta_{1} / 2$ are the magnitude and phase of the vector
from the origin to the dominant root $u_{1}+j v_{1}$.

### 7.4 Approximation for $T \mathrm{p}$ and M in Systems with Distributed Lag Considering Only Dominant Roots

Approximate values for $T_{p}$ and $M$ can be obtained for feedback systems with distributed lag from a set of universal curves under the following conditions:

1) A dominant pair of roots of $F(s)=0$ exists.
2) Either roots of $F(w)=0$ or system zeros (i. e., roots of $N(w)=0)$ lie sufficiently far to the left of the dominant pair in the w-plane so that their contributions to the output transient response are negligible.
3) The location of system zeros either close to the origin or near the dominant root in the w -plane, and their resultant effect on system transient response, are cancelled by roots of the system characteristic equation located nearby.

If a system is assumed which meets the above mentioned conditions, the approximate equation for $T_{p}$ becomes

$$
\begin{equation*}
\mathbf{T}_{\mathrm{p}}=\frac{1}{\omega_{1}}\left[\pi+\sqrt{\omega_{\mathrm{n}} \mathrm{~T}} \operatorname{Sin}(\theta / 2)-\theta / 2\right] \tag{7.4.1}
\end{equation*}
$$

defining $\omega_{1}=\omega_{n} \sin \theta, x^{2}=\omega_{n} T$ and $y=\frac{T p}{T}$ yields upon substitution into (7.4.1) and solving for x gives

$$
\begin{equation*}
x=\frac{\operatorname{Sin}(\theta / 2)}{2 y \operatorname{Sin} \theta} \pm 1 / 2 \sqrt{\frac{\operatorname{Sin}^{2}(\theta / 2)}{y^{2} \operatorname{Sin}^{2} \theta}+\frac{4(\pi-\theta / 2)}{y \operatorname{Sin} \theta}} \tag{7.4.2}
\end{equation*}
$$

Since only the second quadrant of the s-plane is of interest and $y$ is positive, one of the solutions of (7.4.2) is positive and one is negative. Considering only the positive solution yields upon squaring (7.4.2)

$$
\begin{equation*}
x^{2}=\omega_{n} T=\frac{\operatorname{Sin}^{2}(\theta / 2)}{4 y^{2} \operatorname{Sin}^{2} \theta} \quad\left[1+\sqrt{1+\frac{4(\pi-\theta / 2) y \operatorname{Sin} \theta}{\operatorname{Sin}^{2}(\theta / 2)}}\right]^{2} \tag{7.4.3}
\end{equation*}
$$

Equation (7.4.3) represents the magnitude of a vector in the sT-plane as a function of the sT-plane angle $\theta$ and a dimensionless constant $y$. A family of curves can be obtained in which $x^{2}$ is plotted as a function of $\theta$ with $y$ as a parameter. These curves are shown in Figure 7.4.1. Given a point in the sT-plane and the value of the distributed lag constant $T$, the root location $\sigma_{1}+j \omega_{1}$ and the time to peak $T_{p}$ can be determined by means of Figure 7.4.1. Thus this figure relates dominant root locations in the s-plane to time to peak for feedback systems with distributed lag.

The approximation for settling time ( $2 \%$ criterion) assuming the presence of a dominant root pair if $T_{S}=\frac{4}{|\sigma|}=\frac{4 \mathrm{~T}}{|\sigma \mathrm{~T}|}$ or

$$
\begin{equation*}
\frac{\mathrm{T}}{\mathrm{~S}}=\frac{4}{|\sigma \mathrm{~T}|} \tag{7.4.4}
\end{equation*}
$$



Thus given a value of $\sigma T, \frac{T_{S}}{T}$ is determined and since $\frac{T_{S}}{T} \geqq \frac{T_{p_{i}}}{T}$ this value determines a boundary limit for the $\frac{T_{p}}{T}$ curves as a function of $\sigma \mathrm{T}$. This boundary is also shown in Figure 7.4.1. For roots located below this boundary, the settling time constant dominates and there is practically no peaking of the transient response.

The fractional overshoot M for a dominant root system with distributed lag is given by (7.3.20) as

$$
\begin{equation*}
M=4 \operatorname{Cos}\left(\theta_{1} / 2\right) \exp \left[\sqrt[i]{\omega_{n_{1}} T} \operatorname{Cos}\left(\theta_{1} / 2\right] \exp \left(\sigma_{1} T_{p}\right)\right. \tag{7.4.5}
\end{equation*}
$$

Substituting the value of $T_{p}$ from (7.4.1) into (7.4.5) and noting that $\operatorname{Tan} \theta_{1}=\omega_{1} / \sigma_{1}$ yields

Taking the natural logarithm of (7.4.6) and re-arranging terms gives

$$
\begin{equation*}
\ln \left(\frac{M}{4 \operatorname{Cos}\left(\theta_{1} / 2\right.}\right)-\frac{\left(\pi-\theta_{1} / 2\right)}{\operatorname{Tan} \theta_{1}}=\sqrt{\omega_{n_{1}} T}\left[\frac{\operatorname{Sin}\left(\theta_{1} / 2\right)}{\operatorname{Tan} \theta_{1}}-\operatorname{Cos}\left(\theta_{1} / 2\right)\right] \tag{7.4.7}
\end{equation*}
$$

Setting $x^{2}=\omega_{n_{1}} T$ and noting that

$$
\begin{equation*}
\left(\frac{\operatorname{Sin} \theta / 2}{\operatorname{Tan} \theta}-\operatorname{Cos} \theta / 2\right)=-\frac{1}{2 \operatorname{Cos}(\theta / 2)} \tag{7.4.8}
\end{equation*}
$$

upon solving for $x^{2}$ gives
$x^{2}=\omega_{n_{1}} T=4 \operatorname{Cos}^{2}\left(\theta_{1} / 2\right)\left[\frac{\left(\pi-\theta_{1} / 2\right)}{\operatorname{Tan} \theta_{1}}+\ln \left(\frac{4 \operatorname{Cos}\left(\theta_{1} / 2\right)}{M}\right)\right]^{2}$

Equation (7.4.9) represents the magnitude of a vector in the sT-plane as a function of the sT-plane angle $\theta$, and the fractional peak overshoot M. A family of curves can be obtained from (7.4.9) in which $\mathrm{x}^{2}$ is plotted as a function of $\theta_{1}$ with $M$ as a parameter. Some curves from this family are also shown in Figure 7.4.1. These are curves of constant fractional overshoot as $\theta_{1}$ is varied from $\pi / .2$ to $\pi$.

### 7.5 Illustrative Example

The use of equations (7.3.19) and (7.3.20) as well as Figure 7.4.1 will be demonstrated by an example. Consider the feedback system with distributed lag shown in Figure 7.5.1. This system has been treated previously by a number of authors [32] and [81]. When the gain is unity Elgerd [32] showed that the characteristic equation

$$
\begin{equation*}
F(s)=s+e^{-\sqrt{s}}=0 \tag{7.5.1}
\end{equation*}
$$

is satisfied by an infinite number of pairs of roots and that the two root pairs are

$$
\begin{gather*}
s_{1, \overline{1}}=-0.5108 \pm \mathrm{j} 0.5105=0.72 \angle \pm 135^{\circ}  \tag{7.5.2}\\
s_{2, \overline{2}}=-11.91 \pm \mathrm{j} 36.72=38.4 \not \pm 469^{\circ}
\end{gather*}
$$

FIGURE 7.5.1 SYSTEM DIAGRAM - ILLUSTRATIVE EXAMPLE

Notice that the first pair of roots appear on the principal sheet of the Riemann surface while the second pair of roots are on the second sheet. The w-plane locations of these roots under the transformation $w^{2}=s$ are

$$
\begin{array}{ll}
w_{1, \overline{1}}=0.325 \pm j 0.785=.849 & \not \pm 67.5^{0}  \tag{7.5.3}\\
w_{2, \overline{2}}=3.595 \pm j 5.04+6.2 & \angle \pm 234.5^{0}
\end{array}
$$

These roots are shown in the w-plane representation of Figure 7.5.2 Apply (7.3.19) to Figure 7.5.2 yields.

$$
\begin{aligned}
& \mathrm{T}_{\mathrm{p}}=\frac{1}{0.5105}\left[\frac{\pi}{2}+\frac{\pi}{2}-\operatorname{Tan}^{-1}\left(\frac{4.255}{3.925}\right)+\operatorname{Tan}^{-1}\left(\frac{5.825}{3.925}\right)+\right. \\
& \left..849 \operatorname{Sin}\left(67.5^{\circ}\right)-\frac{67.5 \times \pi}{180}\right]=\frac{2.895}{0.5105}=5.65 \text { seconds }
\end{aligned}
$$

Similarly, applying the data from Figure 7.5.2 to (7.3.20) gives
$\mathrm{M}=4 \operatorname{Cos}\left(67.5^{\mathrm{O}}\right) \times \frac{(6.2)(6.2)}{(5.77)(7.01)} \times \mathrm{e}$
$\mathrm{M}=0.0632$
The transient response for this network was calculated by Pierre [ 81] and is shown in Figure 7.5.3. Referring to Figure 7.5.3, the time to peak $T_{p}$ is 5.1 seconds and the fractional overshoot is 0.11. Thus application of equations (7.3.19) and (7.3.20) produces approximate errors of $11 \%$ in $T_{p}$ and an absolute error of 0.05 in M .


The results obtained from (7.3.19) and (7.3.20) will be compared to those obtained through application of (7.3.6) which also neglects the integral term. For the system of Figure 7.5.1

$$
N(s)=1, F(s)=s+K e^{-\sqrt{s}} \quad=0, L=G=0
$$

and the roots in the principal sheet corresponding to $K=1$ are located at

$$
\begin{equation*}
s_{1, \overline{1}}=-0.5108 \pm \mathrm{j} 0.5105=0.72 \quad \angle \pm 135^{\circ} \tag{7.5.4}
\end{equation*}
$$

Substituting the preceding information into (7.3.6) and noting that $F^{\prime}(s)$ can be written as

$$
\begin{equation*}
F^{\prime}(s)=1-\frac{K e^{-\sqrt{s}}}{2 \sqrt{s}}=1+\frac{\sqrt{s}}{2}=0 \tag{7.5.5}
\end{equation*}
$$

yields

$$
\begin{equation*}
c(t)=1+1.775 \mathrm{e}^{-0.51 t} \cos \left(0.51 t-113.1^{\circ}\right) \tag{7.5.6}
\end{equation*}
$$

This equation is also plotted as a function of time in Figure 7.5.3. Notice that the difference between these two curves is a maximum at $\mathrm{t}=0$ and decreases with time. The amplitude error in the vicinity of $T_{p}$ (i.e., $t \approx 5$ seconds) is approximately 0.04 . Equation (7.3.6) takes into account the amplitude and phase contributions of all roots of $F(s)=0$ through the evaluation of $F(s)$ at each of the roots of $F(s)=0$ on the principal sheet. A third method of estimating $T_{p}$ and $M$ is through use of Figure 7.4.1.


For the dominant root $s=-0.511+j 0.511$, Figure 7.4.1 indicates $T_{p}=5.4$ seconds and $M=0.07$. The results of the four methods of obtaining $T_{p}$ and $M$ are summarized in the table below.

| $K=1$ <br> $F(S)=S$$e^{-\sqrt{S}=0}$ | Exact. <br> Method | Geometric <br> Interpretation <br> 2 prs. of roots | Approx. <br> Method <br> Equation <br> $(7.3 .6)$ | Dominant <br> Root Method <br> Figure 7.4.1 |
| :--- | :---: | :---: | :---: | :---: |
| $T_{p}$ in seconds | 5.10 | 5.65 | 5.20 | 5.40 |
| $M$ | 0.110 | 0.063 | 0.08 | 0.07 |

Calculations for the system of Figure 7.5.1 are repeated for system gains of 2 and 4 respectively. The values of $T_{p}$ and $M$ by the exact method, the geometric interpretation method using two pairs of roots, the approximate method of equation (7.3.6) and the dominant root method of Figure 7.4.1 are presented below.

| $\begin{gathered} K=2 \\ F \cdot(S)=S+2 e^{-\sqrt{s}}=0 \end{gathered}$ | Exact Method | Geometric Interpretation 2 prs. of roots | Approx. Method Equation <br> (7.3.6) | Dominant Root Method Figure 7.4 .1 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{\mathrm{p}}$ in seconds | 2.9 | 3.23 | 3.1 | 3.05 |
| M | 0.21 | 0.12 | 0.17 | 0.15 |
| $\mathrm{K}=4$ |  |  |  |  |
| $\begin{aligned} & F(s)=s+4 e^{-\sqrt[y]{s}}=0 \\ & T_{p} \text { in sec. } \end{aligned}$ | 1.80 | 2.01 | 1.85 | 1.90 |
| M | 0.34 | 0.21 | 0.31 | 0.25 |

### 7.6 Methods of Evaluating the Irrational Integral Term

The transient response equation (7.2.12) consists of the sum of the rational component and the irrational integral component given by

$$
\begin{equation*}
c(t)=-\frac{I_{B R}}{2 \pi j} \tag{7.6.1}
\end{equation*}
$$

where $I_{B R}$ is defined by (7.2.10). The integral defined by this equation is with respect to the function $\mathbf{r}$ (the distance along the negative real axis of the $s$-plane is a parameter) and $t$ (the time variable). The value of this integral decreases at $t$ increases because of the exponential term $\exp (-\mathrm{rt})$. The contribution of (7.6.1) to the transient response was neglected in developing the various approximations because of the assumption that $\mathbf{c}(\mathrm{t}) \operatorname{Irr}$ can be neglected for values of $t$ equal to or greater than the time to peak $T_{p}$. This assumption should be verified.

The irrational integral term of equation (7.6.1) can be evaluated in any one of the following ways:

1. Direct numerical integration of equation (7.2.10) - that is set $t=T_{1}$, select a value for $d r$ and integrate.
2. Numerical Integration using Gauss Quadrature Techniques this involves substituting a finite summation for the integration operation. This technique is described in detail by Bellman [11] . However, care should be taken in applying these techniques since they are designed for rational polynomials.
3. Asymptotic Expansion - this method consists of:
a) Substituting the series expansions of $\sin (Y d)$ and $\cos (Y d)$ in equation (7.2.10).
b) Performing the division operation.
c) Integrating term by term.

If the limits of integrations of (7.2.10) are zero and infinity, the integration is equivalent to a transform operation.

The asymptotic expansion method will be illustrated for the sample problem. For the system of Figure 7.5.1,

$$
\mathrm{N}(-\mathrm{r})=1, \mathrm{D}(-\mathrm{r})=-\mathrm{r}, \mathrm{Y}=(\mathrm{RCr})^{1 / 2}
$$

and upon evaluating $I_{B R}$ utilizing (7.2.10), (7.6.1) becomes

$$
\begin{equation*}
{ }^{c}(\mathrm{t})_{\operatorname{Irr}}=\frac{K}{\pi} \int_{0}^{\infty} \frac{\exp (-\mathrm{rt}) \sin (\sqrt{\mathrm{r}}) \mathrm{dr}}{\left.\mathrm{~K}^{2}-2 K \mathrm{~K} \cos (\sqrt{r})+\mathrm{r}^{2}\right] \mathrm{r}}=\frac{-\mathrm{I}_{\mathrm{BR}}}{2 \pi j} \tag{7.6.2}
\end{equation*}
$$

Expanding $\sin (\sqrt{\mathbf{r}})$ and $\cos (\sqrt{\mathbf{r}})$ and dividing the resultant polynomial fraction yields

$$
c(t) \operatorname{Irr}=\frac{K}{\pi} \int_{0}^{\infty}\left[\frac{r^{1 / 2}}{K^{2}}+\frac{(12-K) r^{3 / 2}}{6 K^{3}}+\frac{\left(\mathrm{K}^{2}-160 K+360\right) r^{5 / 2}}{120 K^{4}}+\cdots\right] e^{-r t} d r
$$

Taking the Laplace transform of each term yields
$c(t ; K)_{\operatorname{Irr}}=\frac{K}{\pi}\left[\frac{\Gamma(3 / 2)}{K^{2} t^{3 / 2}}+\frac{\Gamma(5 / 2)(12-K)}{6 K^{3} t^{5 / 2}}+\frac{\Gamma(7 / 2)\left(K^{2}-160 K+360\right)}{K^{4120} \mathrm{t}^{7 / 2}}+\cdots\right]$
where $\Gamma(\mathrm{n})=(\mathrm{n}-1) \Gamma(\mathrm{n}-1)$ and $\Gamma(1 / 2)=1.722$
thus for $\mathrm{K}=1$, and $\mathrm{t}=\mathrm{T}_{\mathrm{p}}=5.2$, (7.6.4) becomes
$\mathrm{c}(5.2 ;)_{\mathrm{Irr}}=\frac{1}{\pi}^{(0.073+0.040+0.017)}=+0.041$
The value of $c(t){ }^{\operatorname{Irr}}{ }^{\text {in (7.6.5) accounts for most of the error in }}$ evaluating $M$ in Section 7.5. Thus correcting the values of $M$ computed in table for $\mathrm{K}=1$ yields values of M of $0.104,0.121$ and 0.111 for the three different approximate methods compared to the exact value of 0.110 thereby reducing the error in $\cdot \mathrm{M}$ subsfantially.

### 7.7 Conclusions and Discussion

The transient response for a feedback system with a distributed parameter element can be thought of consisting of the sum of two types of terms; a rational function and an irrational integral function. This response can be approximated for values of time equal to or greater than the time to peak, $T_{p}$, by neglecting the irrational integral term. The transient response for these types of systems can therefore consist of evaluation of residues in much the same manner as lumped constant systems.

The geometric method developed by Chu [24]for lumped constant systems has been extended to systems with distributed lag through the use of a transformation in which the complex s-plane
is mapped into a complex w-plane. The extension of the geometric method can be used to determine transient response parameters $T_{p}$ and $M$ although results obtained are not as accurate as those obtained through the additional evaluation of the rational portion of the transient response equation.

The curves of Figure 7.4.1 in which the location of the dominant root in the s-plane is related to transient response parameters $T_{p}, M$, and $T_{s}$, can be used to yield an accurate approximation of $T_{p}$. However, larger errors result in determining the overshoot parameter, M. There is however a large systematic component in this error because the approximation for $M$ is based upon the use of the approximate value of $T_{p}$. Since approximate values $T_{p}$ tend to be higher than the actual values, approximate values of $M$ in Figure 7.4.1 tend to be lower than actual values. More accurate values of $M$ can be obtained through evaluation of the irrational integral term at $t=T$.

## CHAPTER 8

## CONCLUSIONS

A method has been presented for the determination of absolute and relative stability as well as s-plane root locations of linear time invariant feedback systems containing distributed parameter elements. This method represents an extension of par ameter plane techniques as developed by Vishnegradski [120], Neimark [72], Mitrovic [69 ], Siljak [99], and Eisenberg [29 ]. Results are presented in terms of two variable system parameters as opposed to conventional techniques (such as root locus, Nyquist, and Bode diagrams ) which can treat stability with respect to at most only one variable system parameter. Although development of the method is accomplished utilizing the uniform transmission line model, the method is general and can be applied to other types of distributed parameter elements. The investigation of stability is not any more complex for multi-loop feedback systems than for single loop systems because the closed loop system transfer function is utilized in parameter plane. Furthermore, the technique is well suited for solution utilizing a digital computer and higher order systems can be treated with practically the same ease as low -order systems. The method includes treatment of multivalued functions of the complex variable $s$, branch points, and branch cuts as well as Riemann surfaces. In addition, a theorem is derived
by which the number of real roots (and their values) can be determined for a system with specified parameters $\left(\alpha_{1}, \beta_{1}\right)$ in the parameter plane.

The parameter plane is applied to a hypothetical class of transfer functions of the form

$$
F_{D}(s)=\exp \left(-(s T)^{p / q}\right)
$$

where $p$ and $q$ are integers and $p$ is less than $q$. This method uses a complex transformation which maps a function from the s-plane to a w-plane in which the function is single valued. Parameter plane techniques are then introduced in order to determine absolute and relative stability.

The parameter plane is then applied to control systems in which an auxiliary predictor loop is added around the conventional controller. This predictor loop is designed to cancel the effects of the distributed parameter element in the plant. The problem of a system with distributed lag is considered and since a distributed lag element is difficult to synthesize, the predictor loop utilizes a rational polynomial approximation for this element. The application of the parameter plane here presents the designer with a method
of determining the optimum polynomial approximant to use in order to achieve a system which will remain stable with variations of two system parameters (such as system gain and reset time) and retain practically the same transient response as the uncompensated system.

The parameter plane is also applied in order to place roots of the system characteristic equation in s-plane locations so that a desired transient response can be achieved. Transient response characteristics such as time to first peak, $T_{p}$, first peak overshoot, $M$, and settling time, $\mathrm{T}_{\mathrm{S}}$, are related to s -plane locations of "dominant roots" for systems with distributed lag. Several different techniques are developed and compared. A set of curves is presented which relate $T_{p}, M$, and $T_{s}$ to s-plane locations of the dominant root in systems with distributed lag. These curves can then serpe as a tool in the design of systems with distributed lag when transient response is specified.

## CHAPTER 9

## SUGGESTIONS FOR FUTURE INVESTIGATION

The theory and techniques developed in this dissertation can be applied in a number of areas. Specifically, application of the parameter plane theory to systems in which the distributed parameter element has a transfer function other than the uniform transmission line would provide insight into their behavior. These types of systems are often formulated as models of biological elements and processes and the response of these systems when two or more parameters are varied simultaneously would be of value. The approach here would be to first develop the expressions for $-\boldsymbol{\psi}$ and $\boldsymbol{\delta}$, then determine the manner in which branch points of the function effect the partitioning of the $s$ - plane, and finally map $s$ - plane contours into the $\boldsymbol{\alpha}-\boldsymbol{\beta}$ plane.

There are many instances in the design of systems : where the sensitivity of the system to parameter variations is of concern. The generalized Mitrovic method was applied to the sensitivity problem by Kokotovic [52] and real and complex root sensitivities were defined. These definitions can be applied to systems with distributed parameters. If for example:

$$
F(s)=\sum_{k=0}^{n} a_{k} s^{k}=0
$$

and

$$
a_{k}=\alpha\left(b_{k}+c_{k} e^{\gamma d}\right)+\beta\left(d_{k}+e_{k} e^{\gamma d}\right)+f_{k}+g_{k} e^{\gamma d}
$$

where

$$
\boldsymbol{\gamma}=\sqrt{(\mathrm{Ls}+\mathrm{R})(\mathrm{Cs}+\mathrm{G})} \quad ; \mathrm{d} \text { is a unit of length }
$$

The coefficients $a_{k}$ are therefore a function of line parameters $\mathrm{L}, \mathrm{C}, \mathrm{R}, \mathrm{G}$, and d and the various sensitivities of roots of $\mathrm{F}(\mathrm{s})=0$ with respect to variations in these parameters can be found.

Other extensions of the parameter plane technique to systems with distributed parameter elements include :

- Systems in which parameters $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ occur non-linearly as products in the expression for the coefficient $a_{k}$. That is, the coefficients are expressed by :

$$
\begin{aligned}
a_{k}= & \alpha b_{k}+\alpha c_{k} e^{\gamma(s) d}+\beta d_{k}+\beta e_{k} e^{\gamma(s) d}+f_{k}+g_{k} e^{\gamma(s) d} \\
& +\boldsymbol{\alpha} \beta h_{k} e^{\gamma(s) d}+\boldsymbol{\alpha} \beta i_{k} e^{\gamma(s) d}
\end{aligned}
$$

- To systems in which the distributed parameter element is terminated in an arbitrary load impedance.
- To systems which contain more than one type of distributed parameter element. An example of such a system is one which contains both transport and distributed lag.

Another area of interest is the determination of the transient response of feedback systems containing an element belonging to the hypothetical class of functions discussed in Chapter 5. The author has begun further work in this area. For example, curves
of constant $T_{p} / T$ and $M$ in the sT-plane have been derived for various ratios of $p / q$ assuming the effect of a dominant root pair only. (see Chapter 7, Section 4 for a description of the method). Some of these curves are shown in Figures 9.1 and 9.2 . However, the resultant error in determining transient response characteristics compared with the exact method has to be determined.

The concept of approximating the closed loop response of an unknown system by choosing a model in which the open loop response of the system is approximated by a specific of the class of functions discussed in Chapter 5 is one worthy of investigation. The equations for the open loop response of this class of functions can be developed and specific responses obtained by numerical integration usin, a computer. The question of how errors between the measured open loop response and the open loop response of the model chosen effect the closed loop response of the system is of interest. here.

Finaliy, in the determination of the transient response of systems containing a transmission line type of distributed parameter element further work should be done in :

- attempting to identify and isolate systematic errors.
- developing iterative techniques for obtaining the transient response parameters from the location of the dominant roots
- developing techniques for determining the bounds of the irrational integral term in the transient response equation. 1




## APPENDIX I <br> CONSDERATION OF INITIAL CONDITIONS IN

DISTRRIBUTED PARAMETER SYSTEMS

Given a uniform RLGC tramsmission line, the voltage along the line, $v(x, t)$, is expressible in a partial differential equation of the form

$$
\begin{equation*}
\frac{\partial^{2} v(x, t)}{\partial x^{2}}=\quad L C \frac{\partial^{2} v(x, t)}{\partial t^{2}}+(R C+L G) \frac{\partial v(x, t)}{\partial t}+R G v(x, t) \tag{I.1}
\end{equation*}
$$

If the initial conditions on the line are defined as $\mathrm{v}(\mathrm{x}, 0+)$ and $\mathrm{v}(\mathrm{x}, 0+)$ respectively, the Laplace transform of the time variable of (I. 1) isgiven by the ordinary differential equation

$$
\begin{align*}
\frac{d^{2} V(x, s)}{d x^{2}} & =s^{2} L C V(x, s)-s L C v(x, 0+)-\frac{L C d v(x, 0+)}{d t} \\
& +s(R C+L G) V(x, s)-(R G+L G) v(x, 0+)+R G V(x, s) \tag{I.2}
\end{align*}
$$

Upon combining terms (I. 2) can be expressed as
$\frac{d^{2} V(x, s)}{d x^{2}}-W(s) V(x, s)=-U(s) v(x, 0+)-\frac{L C d v(x, 0+)}{d t}$
where
$W(s)=s^{2} L C+s(R C+L G)+R G$
and
$\mathrm{U}(\mathrm{s})=\mathrm{s} L \mathrm{C}+(\mathrm{RC}+\mathrm{LG})$
Since ( I .3 ) is a second order linear differential equation in x , its solution can be written as the sum of the complementary and particular
solutions. That is
$V(x, s)=V(x, s)_{c}+V(x, s)_{p}$
where the complementary solution is obtained by considering ( $\mathrm{I}_{3} 3$ )
with the right half portion set equal to zero. Thus
$V(x, s)_{c}=A \exp (-\sqrt{W(s)} x)+B \exp (+\sqrt{W(s)} x)$
and the particular solution is
$V(x, s)_{p}=F_{p}\left(x_{p} s\right)$
that is, some function of $x$ and $s$ defined by the initial conditions on the line at $t=0$ and consideration of the right hand portion of equation (I. 3). If the line is assumed to be terminated in its characteristic impedance, $B=0$ and (I.4) becomes

$$
\begin{equation*}
V(x, s)=A \exp (-\sqrt{W(s)} x)+F_{p}(x, s) \tag{I.7}
\end{equation*}
$$

If the source voltage is defined, the boundary condition $\mathrm{V}(0, \mathrm{~s})$ is specified and evaluation of ( I .7 ) at $\mathrm{x}=0$ yields
$V(0, s)=A+F_{p}(0, s)$
Thus

$$
\begin{equation*}
A=V(0, s)-F_{p}(0, s) \tag{I.9}
\end{equation*}
$$

and (I. 7) can be rewritten as
$V(x, s)=\left[V(0, s)-F_{p}(0, s)\right] \exp (-\sqrt{W} x)+F_{p}(x, s)$
where the functional dependence of $W$ on $s$ is understood and has
been omitted. The output voltage at the termination (i.e. $x=d$ ) is
$V(d, s)=\left[V(0, s)-F_{p}(0, s)\right] \exp (-\sqrt{W} d)+F_{p}(d, s)$

Equation (I. 11) can be . represented at $\mathrm{t}=0$ by the transfer function diagram of Figure I. 1 . Once initial conditions $v(x, 0+)$ and $\mathrm{dv}\left(\mathrm{x}, 0_{+}\right)$are specified, $\mathrm{F}_{\mathrm{p}}(\mathrm{x}, \mathrm{s})$ can be evaluated by one of a number of dt of methods (i.e. undetermined coefficients, variation of parameters).

Consider the system diagram of Figure I. 2 in which the distributed parameter is combined with lumped constant elements. Assuming the initial conditions of the lumped elements are zero, the transform of the closed -loop response at $\mathrm{t}=0$ is

$$
\begin{equation*}
C(s)=\frac{F_{p}(d, s)-F_{p}(0, s) \exp (-\psi d)+R(s) H(s) \exp (-\psi d)}{(1+H(s) \exp (-\boldsymbol{\gamma} d))} \tag{I.12}
\end{equation*}
$$

Equation (I. 12) consists of three terms; the first two terms are due to initial conditions associated with the distributed parameter element and the third term is due to the system when all initial conditions are zero. Equation (I.12) is not necessarily stable if the transform
$\mathrm{C}(\mathrm{s})_{o}=\frac{\mathrm{R}(\mathrm{s}) \mathrm{H}(\mathrm{s}) \exp (-\gamma \mathrm{d})}{1+\mathrm{H}(\mathrm{s}) \exp (-\gamma \mathrm{d})}$
does not contain any singularities in the right portion of the principal
branch of the s-plane because the functions due to initial conditions appear to be arbitrary. However, if the following is assummed;

1. The impulse response of (I.13) is bounded

$$
\text { (i. e. } \operatorname{limimit}_{t \rightarrow \infty} c(t)=0 \text {; }
$$

2. The only means of producing functions $F_{p}(d, s)$ and

FIGURE I. 1 TRANSFER FUNCTION DIAGRAM AT $\uparrow=$ SHOWING DISTRIBUTED
parameter and initial conditions

$\begin{aligned} \text { FIGURE I. } 2 & \text { SYSTEM DIAGRAM AT } t=0 \text { ShOWING LUMPED ELEMENTS } \\ & \text { AND A DISTRIBUTED ELEMENT WITH ITS INITIAL CONDITIONS }\end{aligned}$
$F_{p}(0, s)$ is through excitation applied to the input terminals of the distributed parameter element at some time'previous to $\mathrm{t}=0$ 。
3. This excitation function $v(0, t)$ is bounded
(i. e. $v(0, t)=0$ as $t$ approaches zero with $-\infty \leqq t \leqq 0$ ).
then the initial condition functions $F_{p}(d, s)$ and $F_{p}(0, s)$ are constrained such that a stable system results. This is because an observer at time $t=t_{1} \geqq 0 \quad$ cannot distinguish whether the state of the system is due to a system with initial conditions $v(x, 0+)$ and $\frac{d v(x, 0+)}{d t}$ coupled with an input $c_{1}(t)$ or a system with zero initial conditions and an input $c(t)=c_{0}(t)+c_{1}(t)$ where $c_{0}(t)$ alone would produce the aforementioned initial conditions at $t=0$.

## APPENDIX II



The objective is to prove that it is only necessary to compute values of $\alpha, \beta$ for $\omega_{n}>0$ when considering an s-plane contour which is symmetrical with respect to the real axis.

This can be proven by referring to equations (4.2.12) and noting that the equations for $B_{1}, C_{1}$, and $D_{1}$ remain unchanged and equations $B_{2}, C_{2}$, and $D_{2}$ change sign when the signs of variables $\omega_{n}, \zeta$ and $\delta$ are reversed.

Now Figure 4.3. 2a illustrates the s-plane as consisting of three pairs of symmetrical regions separated by the real axis. These pairs are $B$ and $C, A_{L}$ and $D_{L}, A_{R}$ and $D_{R}$. The signs of variables $\psi_{n}$, 5,8 and $-\psi$ associated with each of these regions are summarized below. The signs of $\omega_{n}$ and $\zeta$ are obtained from Figure 4.2.2 and the signs of $\delta$ and $-\psi$ are obtained from Table 4.3.1.

| Variable | Symmetrical Pair |  | Symmetrical Pair |  | Symmetrical Pair |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | B | C |  | $\mathrm{D}_{\mathrm{L}}$ | $\mathrm{A}_{\mathrm{R}}$ | $\mathrm{D}_{\mathrm{R}}$ |
| $\omega_{n}$ | + | - | + | - | + | - |
| $\zeta$ | $+$ | - | + | - | - | + |
| 8 | $+$ | - | + | - | + | - |
| $\psi$ | - | - | + | $\dagger$ | + | + |

Since the signs of $\omega_{n}, \zeta$ and $\delta$ change and the sign of $-\psi$ remains unchanged for symmetrical points in the lower half plane

$$
\begin{aligned}
& B_{1}\left(-\omega_{n}\right)=B_{1}\left(\omega_{n}\right) \\
& C_{1}\left(-\omega_{n}\right)=C_{1}\left(\omega_{n}\right) \\
& D_{1}\left(-\omega_{n}\right)=D_{1}\left(\omega_{n}\right) \\
& B_{2}\left(-\omega_{n}\right)=-B_{2}\left(\omega_{n}\right) \\
& C_{2}\left(-\omega_{n}\right)=-C_{2}\left(\omega_{n}\right) \\
& D_{2}\left(-\omega_{n}\right)=-D_{2}\left(\omega_{n}\right)
\end{aligned}
$$

Therefore for $\omega_{\mathrm{n}}<0$ substitution into (4.2.13) gives

$$
a\left(-\omega_{n} \cdot \alpha=a\left(\omega_{n}\right), \beta\left(-\omega_{n}\right)=\beta\left(\omega_{n}\right), \Delta\left(-\omega_{n}\right)=-\Delta\left(\omega_{n}\right)\right.
$$

Thus, when traversing contours in the s-plane for values of $\omega_{n}<0$, the sign of $\Delta$ changes but the values of $\alpha$ and $\beta$ are the same. It follows that the $\alpha-\beta$ curve for $\omega_{n}<0,5 \leqslant 0$ falls directly over the curve obtained for $\omega_{n}>0, \zeta>0$ and is shaded on the same side. The result is a doubly shaded curve.

## APPENDIX III

## DERIVATION OF THE LIMIT FUNCTION $\mathrm{F}_{1}(\zeta=1)$

It is required that the limit be found for the function

$$
\begin{equation*}
F_{1}(\zeta=1)=F_{1}(1)=\lim _{S \rightarrow 1} \frac{\sin \delta}{\left(1-S^{2}\right)^{1 / 2}} \tag{III.1}
\end{equation*}
$$

where 8 is defined by (4.3.17).
Since $8=0$ and $\zeta=1$ along segment 1 of Figure 4.7.1, equation (III. 1) is indeterminate when taken to the limit. Applying L'Hospital's rule to (III. 1) gives

$$
\begin{equation*}
F_{1}(1)=-\operatorname{limit}_{\xi \rightarrow 1} \frac{d \delta}{d \xi}\left(1-\xi^{2}\right)^{1 / 2} \tag{III.2}
\end{equation*}
$$

The derivative function of (III. 2) can be found by differentiating the function 8 in (4.3.17) with respect to the variable .5 . This gives

$$
\begin{equation*}
\frac{d \delta}{d S}=\frac{A(\xi)}{8} \tag{III.3}
\end{equation*}
$$

where for segment 1

$$
\begin{equation*}
A_{1}(1)=-\frac{d^{2} \omega_{n}^{2}\left[2 \omega_{n} L C-(R C+L G)\right]^{2}}{4\left(\omega_{n} L-R\right)\left(\omega_{n} C-G\right)} \tag{III.4}
\end{equation*}
$$

Thus (III. 2) can be rewritten as

$$
\begin{equation*}
F_{1}(1)=-A_{1}(1) \operatorname{limit}_{S \rightarrow 1} \frac{\left(1-S^{2}\right) 1 / 2}{\delta}=-A_{1}(1) N_{1}(1) \tag{III.5}
\end{equation*}
$$

Equation (III. 5) is also indeterminate when taken to the limit. Thus applying L'Hospitals rule again gives

$$
\begin{equation*}
F_{1}(1)=A_{1}(1) \operatorname{limit}_{S \rightarrow 1} \frac{1}{\left(1-S^{2}\right)^{1 / 2} \frac{d \delta}{d S}} \tag{III.6}
\end{equation*}
$$

which by virtue of (III. 3) is

$$
\begin{equation*}
F_{1}(1)=\operatorname{limit}_{\zeta \rightarrow 1} \frac{8}{\left(1-S^{2}\right)^{1 / 2}}=\frac{1}{N_{1}(1)} \tag{III.7}
\end{equation*}
$$

Substituting (III. 7) into (III. 5) and noting that ( $\mathrm{RC}+\mathrm{LG}$ ) is greater than $2 \cdot \omega_{n} \mathrm{LC}$ on segment 1 gives
$F_{1}(1)=\left(-A_{1}\right)^{1 / 2}=\frac{d \omega_{n}\left(R C+L G-2 \omega_{n} L C\right)}{2\left[\left(\omega_{\mathrm{n}} L-R\right)\left(\omega_{n} C-G\right)\right]} 1 / 2$
Equation (III. 8) is valid for segment 1 of the negative real axis.
Along segment 2, the limit function can be shown to be
$F_{2}(1)=\frac{d \omega_{n}\left(2 \omega_{n} L C-(R C+L G)\right)}{2\left[\left(\omega_{n} L-R\right)\left(\omega_{n} C-G\right)\right]^{1 / 2}}$
since $\quad 2 \omega_{n} L C$ is greater than. ( $R C+L G$ ) along this segment.
However, along segment 3, 8 is not, in general, equal to zero and thus the limit of (III.1) does not apply.

When $\boldsymbol{S}=-1$ (i.e., along the positive real axis) a similar development to the one used above will show

$$
\begin{equation*}
\mathrm{F}_{4}(\mathscr{L}=-1)=\mathrm{F}_{4}(-1)=\frac{\mathrm{d} \omega_{\mathrm{n}}\left(2 \omega_{\mathrm{n}} \mathrm{LC}+\mathrm{RC}+\mathrm{LG}\right)}{2\left[\left(\omega_{\mathrm{n}} \mathrm{~L}+\mathrm{R}\right)\left(\omega_{\mathrm{n}} \mathrm{C}+\mathrm{G}\right)\right]^{1 / 2}} \tag{III.10}
\end{equation*}
$$

## APPENDIX IV <br> PROOF OF THEOREM FOR DETERMINING REAL ROOTS

A theorem will be proven which states that the number of negative real roots of the characteristic equation $F(s)=0$ for a system with a distributed parameter element with transfer function

$$
F_{D}(s)=\exp (-\gamma(s) d)
$$

is equal to the number of straight lines drawn through a working point $M\left(\alpha_{1}, \beta_{1}\right)$ that are tangent to certain portions of the $S=1$ curve. Also, the walues of these roots are equal to the negative of the frequencies $\omega_{n 1}, \omega_{n 2}, \ldots \ldots \omega_{n k}$ noted on this curve.

The validity of this theorem will be examined for values of the negative real roots on each of the three line segments of Figure 4.7.1. Along segment 1, the real, root equation is

$$
\begin{equation*}
F(\sigma)=\sum_{k=0}^{n} a_{k}(\sigma) \sigma^{k}=0 \tag{IV.1}
\end{equation*}
$$

where $\sigma$ takes on negative values in the range $-\mathrm{a}<\sigma \leqq 0$. Substituting equation (4.2.6), Chapter 4 into (IV.1) above gives (4.7.2) repeated below

$$
\begin{equation*}
\alpha \sum_{k=0}^{n} \sigma^{k}\left(b_{k}+c_{k} e^{\gamma d}\right)+\beta_{k=0}^{n} \sigma^{k}\left(d_{k}+e_{k} e^{\gamma d}\right)+\sum_{k=0}^{n} \sigma^{k}\left(f_{k}+g_{k} e^{\gamma d}\right)=0 \tag{IV.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(\sigma)=[(L \sigma+R)(C \sigma+G)]^{1 / 2} \tag{IV.3}
\end{equation*}
$$

The value of $\gamma(\sigma)$ will be real and positive along segment 1 and thus equation (IV.2) will only contain real terms. Thus for a given value of $\sigma$ on seg:ment 1 (IV.2) represents a straight line in the $\alpha-\beta$ plane. For a given working point $M\left(\alpha_{1}, \beta_{1}\right)$ in the $\alpha-\beta$ plane, every value of $\sigma$ that satisfies (IV.2) is a real root of the characteristic equation. Therefore, if the slope of the $\boldsymbol{S}=1$ curve is the same as the slope of (IV.2), the value of the slope of the $\boldsymbol{\mathscr { S }}=1$ curve where it is tangent to ( V .2 ) is also a real root of $\mathrm{F}(\mathrm{s})=0$ at the operating point $\mathrm{M}\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\beta}_{1}\right)$.

To prove this consider the slope of (IV.2) at the point $\alpha=\boldsymbol{\alpha}_{1}, \boldsymbol{\beta}=\boldsymbol{\beta}_{1}$
$\frac{d \beta}{d \boldsymbol{\alpha}}=-\frac{\sum_{k=0}^{n} \frac{\sigma^{k}\left(b_{k}+c_{k} \exp (\gamma(\sigma) d)\right.}{\sum_{k=0}^{n}} \sigma^{k}\left(d_{k}+e_{k} \exp (\gamma(\sigma) d)\right.}{}$
Now consider equation (4.5.11) Chapter 4 and determine $\frac{d \boldsymbol{\beta}}{\mathrm{~d} \boldsymbol{\alpha}}$ when $S=+1$. Note that when $S_{=+1}$

$$
\begin{equation*}
s=-\omega_{n}=\sigma \tag{IV.5}
\end{equation*}
$$

or the real root value of $\sigma$ equals the negative of the frequency. Therefore, the theorem will be proven for segment 1 if the targent at any point on the $\alpha-\beta$ curve for $\mathbb{S}_{=+1}$ between $0 \leqq \omega_{n} \leqq$ a is identical to the straight line obtained when mapping this segment of the negative real axis. The expression for this tangent to the $\alpha-\beta$ curve for $\boldsymbol{\zeta}=+1$ is found by determining the derivative $\frac{d \beta}{d \boldsymbol{\alpha}}$ of equations (4.2.13).

Performing this operation gives

$$
\begin{equation*}
\frac{d \beta}{d \alpha}=\frac{d \beta / d \omega_{n}}{d a / d \omega_{n}}=\frac{N_{2}^{\prime}{ }^{\prime}-N_{2} J^{\prime}}{\mathrm{N}_{1}^{\prime} J-N_{1} J^{\prime}} \tag{IV.6}
\end{equation*}
$$

where
$N_{2}=D_{1} B_{2}-D_{2} B_{1}$
$N_{1}=C_{1} D_{2}-C_{2} D_{1}$
$J=B_{1} C_{2}-B_{2} C_{1}$

The prime denotes differentiation with respect to $\omega_{n}$ and the functions $B_{1}, C_{1}, D_{1}, B_{2}, C_{2}$, and $D_{2}$ are defined by equations (4.2.12).

Performing the indicated operations of (IV.6) produces a sixteen term expression with each term consisting of the product of four functions in both the numerator and denominator.

However, considering (IV. 6) when $\mathcal{S}=1$ and assuming initially that values of $\omega_{n}$ will be restricted to segment 1 produces

$$
\begin{equation*}
\frac{\mathrm{d}_{1}}{\mathrm{~d}{a_{1}}_{1}}=\frac{\mathrm{N}_{2,1}^{\prime} \mathrm{J}_{1}-\mathrm{N}_{2,1^{J^{\prime}} 1}^{\mathrm{N}_{1,1}^{\prime} \mathrm{J}_{1}}-\mathrm{N}_{1,1^{J^{\prime}}}^{1}}{} \tag{IV.7}
\end{equation*}
$$

where
$N_{2,1}=D_{1,1} \quad \bar{B}_{2,1} \quad \overline{-D}_{2,1} \quad B_{1,1}$
$N_{1,1}=C_{1,1} \overline{\mathrm{D}}_{2,1} \overline{\overline{-C}_{2,1}} \quad \mathrm{D}_{1,1}$
$\mathrm{J}_{1} \quad=\mathrm{B}_{1,1} \quad \overline{\mathrm{C}}_{2,1} \quad{\overline{-\mathrm{B}_{2,1}}}^{\mathrm{C}_{1,1}}$
the prime denotes differentiation with respect to $\omega_{n}$ and the functions $\mathrm{B}_{1,1}, \mathrm{C}_{1,1}, \mathrm{D}_{1,1}, \overline{\mathrm{~B}}_{2,1}, \overline{\mathrm{C}}_{2,1}$, and $\mathrm{D}_{2,1}$ are defined by equations (4.5.5) and (4.5.10).

Consider the function $B_{1,1}$ of (4.5.5). Differentiating with respect to $\omega_{n}$ gives

$$
B_{1,1}^{\prime}=\sum_{k=0}^{n}-k\left(-\omega_{n}\right)^{k-1}\left[b_{k}+c_{k} \exp \left(-\psi_{1}\right)\right]-\left(-\omega_{n}\right)^{k} c_{k} \exp \left(-\psi_{1}\right) \psi_{1}^{\prime}
$$

where $\psi_{1}^{\prime}$ for a uniform transmission line is obtained by differentiating (4.5.2) and is given by

$$
\begin{equation*}
\psi_{1}^{\prime}=\frac{d \psi_{1}}{d \omega_{n}}=\frac{d\left[L G+R C-2 \omega_{n} L C\right]}{2\left[\left(R-\omega_{n} L\right)\left(G-\omega_{n} C\right)\right]^{1 / 2}} \tag{IV.9}
\end{equation*}
$$

Also considering $\overline{\mathrm{B}_{2}}, 1$ from (4.5.10)

$$
\begin{equation*}
\bar{B}_{2,1}=\sum_{k=0}^{n}-k\left(-\omega_{n}\right)^{k}\left[b_{k}+c_{k} \exp \left(-\Psi_{1}\right)\right]+\left(-\omega_{n}\right)^{k} c_{k} \exp \left(-\Psi_{1}\right) F_{1}(1) \tag{IV.10}
\end{equation*}
$$

wher eby (4.5.9)

$$
\begin{equation*}
F_{1}(1)=\frac{\omega_{n} d\left[L G+R C-2 \omega_{n} L C\right]}{2\left[\left(R-\omega_{n} L\right)\left(G-\omega_{n} C\right)\right]^{1 / 2}}=\omega_{n} d \Psi_{1} / d \omega_{n} \tag{IV.11}
\end{equation*}
$$

Thus if the relationship of (IV.11)holds, upon comparing (IV. 8) and (IV.10) it can be shown that

$$
\begin{equation*}
-\omega_{\mathrm{n}} \mathrm{~B}_{1,1}^{\prime}=\overline{B_{2,1}} \tag{IV.82}
\end{equation*}
$$

Similarly for segment 1 it can also be shown that

$$
\begin{align*}
& -\omega_{\mathrm{n}}{c_{1,1}^{\prime}}_{1, \mathrm{C}_{2,1}}  \tag{IV.13}\\
& -\omega_{\mathrm{n}} \mathrm{D}_{1,1}^{\prime}={\overline{D_{2,1}}}_{2,1}
\end{align*}
$$

Returning to (IV 7), performing the indicated operations and substituting the identities (IV.12) and (IV,13) yields after considerable manipulation

$$
\begin{equation*}
\frac{\mathrm{d} \beta_{1}}{\mathrm{~d} a_{1}}(\underline{\mathscr{C}}=1)=\frac{-\mathrm{B}_{1,1}}{\mathrm{C}_{1,1}} \tag{IV.14}
\end{equation*}
$$

A similar argument can be used to show that (IV.14)also holds for segment 2 as well as for the positive real axis $\left(S_{=-1}\right)$. That is

$$
\frac{\mathrm{d} \beta_{2}}{\mathrm{~d} \alpha_{2}}(\zeta=1)=\frac{-\mathrm{B}_{1,2}}{\mathrm{C}_{1,2}}, \text { and } \frac{\mathrm{d} \beta}{\mathrm{~d} \alpha}\left(\zeta_{=-1)}^{-B_{1}(\zeta=-1)}{\frac{C_{1}}{1}}_{(\text {IV .15 })}^{(\rho)}\right.
$$

Substituting equations (4.5.5) into (IV.14) yields

$$
\begin{equation*}
\frac{d \beta}{d \alpha}\left(\omega_{n}, S=1\right)=-\frac{\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left(b_{k}+c_{k} \exp \left(-\psi_{1}\right)\right)}{\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left(d_{k}+e_{k} \exp \left(-\psi_{1}\right)\right)} \tag{IV.16}
\end{equation*}
$$

where $-\boldsymbol{\psi}_{1}$ by (4.5.2) is

$$
\begin{equation*}
-\psi_{1}=d\left[\left(R-\omega_{n} L\right)\left(G-\omega_{n} C\right)\right]^{1 / 2} \tag{IV.17}
\end{equation*}
$$

By virtue of(IV.5) substituting into (IV.16) and into (IV.17) gives

$$
\frac{d \beta}{d \alpha}\left(\omega_{n}=-\sigma, \varrho^{\rho}=1\right)=\frac{d \beta_{1}}{d \alpha_{1}}
$$

and

$$
\begin{equation*}
-\psi_{1}\left(\omega_{n}=-\sigma\right)=\gamma(\sigma) \tag{IV.19}
\end{equation*}
$$

Thus the slope at any point $\omega_{n 1}\left(\right.$ where $\left.0 \leqq \omega_{n 1} \leqq a\right)$ on the $\alpha-\beta$ plane curve for $S_{=+.1}$ is equal to the slope obtained when mapping segment 1 of the negative real axis at the point $\sigma_{1}=-\omega_{n 1}$. A similar argument can be used to show that the theorem also holds along segment 2 of the negative real axis.

Values of sigma along segment 3 produce imaginary values of the distributed parameter variable gamma. Thus equation (IV.2) is no longer purely real and is expressed by

$$
\begin{align*}
& \alpha \sum_{k=0}^{n} \sigma^{k}\left(b_{k}+c_{k} \cos Y\right)+\beta \sum_{k=0}^{n} \sigma^{k}\left(d_{k}+e_{k} \cos Y\right)  \tag{IV.20}\\
& +\sum_{k=0}^{n} \sigma^{k}\left(f_{k}+g_{k} \cos Y\right)+j\left[\alpha \sum_{k=0}^{n} \sigma^{k} c_{k}+\beta \sum_{k=0}^{n} \sigma^{k} e_{k}+\sum_{k=0}^{n} \sigma^{k} g_{k}\right] \sin Y
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{Y}(\sigma)=\mathrm{d}[|(L \sigma+\mathrm{R})(\mathrm{C} \sigma+\mathrm{G})|]^{1 / 2} \tag{IV.21}
\end{equation*}
$$

and $-b \leqq \sigma \leqq-\mathrm{a}$. The equations for $S=+1$ along segment 3 are found by by substituting equation(4.5.12) into (4.2.11). Equation (4.2.11) is given by

$$
\begin{align*}
F\left(\omega_{n},+1\right) & =\alpha \sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left[b_{k}+c_{k} \cos 8\right]+\beta \sum_{k=0}^{n}\left(-\omega_{n}\right)^{k}\left[d_{k}+e_{k} \cos 8\right] \\
& +\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k_{n}}\left[f_{k}+g_{k} \cos \delta\right]+j\left[\operatorname { s i n } 8 \left(\alpha \sum_{k=0}\left(-\omega_{n}\right)^{k} c_{k}\right.\right. \\
& \left.\left.+\beta \sum_{k=0}^{n}\left(-\omega_{n}\right)^{k} e_{k}+\sum_{k=0}^{n}\left(-\omega_{n}\right)^{k} g_{k}\right)\right]=0 \tag{IV.22}
\end{align*}
$$

where 8 is defined by (4.5.4). Since $\sigma=-\omega_{n}$ along the negative. real axis

$$
\begin{equation*}
\delta\left(-\omega_{n}\right)=Y(\sigma) \tag{IV.28}
\end{equation*}
$$

and thus comparing (IV.20) with (IV.22) yields

$$
\begin{align*}
& F(\sigma)_{\text {real }}=F\left(\omega_{n}, \boldsymbol{S}=1\right)_{\text {real }} \\
& F(\sigma)_{\text {imag }}=F\left(\omega_{n}, \rho=1\right)_{\text {imag }} \tag{IV.24}
\end{align*}
$$

Thus for segment 3 , the $\alpha-\beta$ equations for the $\boldsymbol{\zeta}=1$ and the $F(\sigma)$ curve are identical and the theorem does not apply . Reasoning similar to that employed in proving the theorem for segments 1 and 2 can be used to show that the number of positive real, roots of the characteristic equation at working point $M\left(\alpha_{1}, \beta_{1}\right)$ can be established by determining the number of tangents that can be drawn from $M\left(\alpha_{1}, \beta_{1}\right)$ to the $S=-1$ curve. Furthermore, the values of these roots are equal to the value of $\omega_{n}$ on the $S=-1$ curve at the point of tangency. If
the characteristic equation has any positive real roots on the principal sheet of the s-plane, this would indicate instability.

In summary, the number of real roots of the characteristic equation when the system parameters are specified by working point $\mathrm{M}\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\beta}_{1}\right)$ can be found by first determining the number of tangents that can be drawn to segments 1 and 2 of the $S=+1$ curve in the $\alpha-\beta$ plane. If the working point $M\left(\alpha_{1}, \beta_{1}\right)$ is located on segment 3 of the $\mathbb{S}=+1$ curve then an additional negative root exists and is equal to the negative of the value of $\omega_{n}$ on the $\boldsymbol{S}_{=+1}$ curve. If the working point is not located on segment 3 of the $\zeta_{=+1}$ curve, the characteristic equation does not have any negative real roots between $-b \leqq \omega_{\mathrm{n}} \leqq-\mathrm{a}$. Positive real roots, if any, can be found by determining the number of tangent lines that can be drawn from the working point to the $\Theta=-1$ curve,

## APPENDIX $V^{\prime}$ <br> TRANSL ENT RESPONSE OF CHU'S SYSTEM WI TH <br> DISTRIBUTED LAG

Given the closed loop transfer function $\frac{C}{R}(s)$, the transient response can be obtained by first multiplying $\frac{C}{R}(s)$ by $R(s)$, by the Laplace transform of the input signal $r(t)$, and then obtaining the inverse Laplace transform of the resulting function. Therefore, for a unit step input, the transform of the output functions for Chi's problem of section 4.6, Chat er 4 is given by

$$
\begin{equation*}
\left.C(s) \quad=\frac{K(s+W)}{s\left(s^{2} e^{\sqrt{s}}+K s+K W\right)}\right) \tag{V..1}
\end{equation*}
$$

Finding the inverse Laplace transform of (V . 1) in tables is not likely since the denominator equation is transcendental. Therefore, transformation of this function must be accomplished formally by means of the Bromwich-Wagner Integral. Thus.

$$
c(t)=\frac{1}{2 \pi j} \int_{a_{-j} \beta}^{\alpha+j \beta} \frac{K(s+W) e^{s t} d s}{s\left(s^{2} e^{\sqrt{5}}+K s+K W\right)}
$$

This integral can be evaluated by considering the contour shown in Figure V.. 1. From the figure and the fact that the closed contour does not contain any singularities.

$$
\begin{equation*}
\mathrm{c}(\mathrm{t})=\mathrm{I}_{A A}=\frac{1}{2 \pi j}\left[\mathrm{I}_{A B^{\prime}}+\mathrm{I}_{\mathrm{BC}}+\mathrm{I}_{\mathrm{C}} \mathrm{C}^{\prime}+\mathrm{I}_{\mathrm{C}^{\prime} \mathrm{B}^{\prime}}+\mathrm{I}_{\mathrm{B}^{\prime} A^{\prime}}\right] \tag{V.3}
\end{equation*}
$$



FIGURE V. 1 CONTOUR OF INTEGRATION
where $I_{X Y}=\int_{X}^{Y} \quad C(s) \exp (s t) d s$
Integrals $I_{A B}$ and $I_{B^{\prime}} A^{\prime}$ are zero by Jordans lemma and integration around the branch point at the origin gives

$$
\begin{equation*}
I_{C C^{\prime}}=-j \pi \tag{V.5}
\end{equation*}
$$

Setting $s=r \exp (j \pi / 2)$ for path $B C$ and $s=r \exp (-j \pi / 2)$ for path $\mathrm{C}^{\prime} \mathrm{B}^{\prime}$, integrating $\mathrm{C}(\mathrm{s}) \exp (\mathrm{st})$ along each of these paths, and combining expressions yields after some manipulation

$$
\begin{align*}
& I_{B R}=I_{B C}+I^{\prime} C^{\prime} B^{\prime} \\
& I_{B R}=2 j K  \tag{V.6}\\
& \int_{0}^{\infty}\left[r^{3} e^{x} \cos (r t-x)+W \mathrm{r}^{2} e^{x} \sin (r t-x)-K\left(\mathrm{~K}^{2} e^{2}+r^{2}\right) \sin (r \sin x+W \cos x)+K^{2}\left(\mathrm{~W}^{2}+r^{2}\right)\right] r
\end{align*}
$$

where

$$
\begin{equation*}
x=[r / 2]^{1 / 2}, \quad r=2 x^{2} \tag{V,7}
\end{equation*}
$$

Combining the results of (V.6) and (V.5) into (V.3) gives

$$
\begin{equation*}
\mathrm{c}(\mathrm{t})=1 / 2-\mathrm{I}_{\mathrm{BR}} / 2 \pi \mathrm{j} \tag{V.8}
\end{equation*}
$$

Equation (V.8) was evaluated for $W=0.3$ and $K=3.30$ using an
IBM 1650 computer. The response is shown in Figure V. 2.


## APPENDIX VI <br> RATIONAL FRACTIONAL APPROXIMATIONS FOR

DISTRIBUTED PARAMETER ELEMENTS

A method of approximating an exponential transfer function of the form

$$
\begin{equation*}
F_{D}(s)=\exp \left(-W(s)^{1 / 2}\right) \tag{VI.1}
\end{equation*}
$$

was developed by Pierre [80] . This development was accomplished by first considering rational fractional approximations for 3 distributed lag

$$
\begin{equation*}
F_{D}(s)=\exp \left(-(s T)^{1 / 2}\right) \tag{VI.2}
\end{equation*}
$$

and then extending the method to obtain approximations to (VI.1).
Consider the problem of trying to approximate the principal sheet of $\exp \left(-(\mathrm{sT})^{1 / 2}\right)$ by a single valued rational function $g(s)$. For one or more values on the principal sheet the magnitude of $\mathrm{g}(\mathrm{s})$ (since it is not a constant) differs from that of (VI.2) by an infinite amount. Furthermore, suppose that values of the complex variable $s$ which produce an infinite difference are located on the negative real axis.

With this constraint in mind, consider the circuit of Figure VI. 1 and let $Z(s)$ and $Y(s)$ represent the series impedance and shunt admittance per stage respectively. Also let $q=Z(s) \cdot Y(s)$ and $q_{e}=Z(s) \cdot Y_{e}(s)$.
FIGURE VI. 1 GENERALIZED NETWORK DIAGRAM FOR POLYNOMIAL APPROXIMANT

For a single section line $(n=1)$ the ratio $G(1,0 ; 1)$ of $V_{1}(s)$ to $V_{0}(s)$ is

$$
\begin{equation*}
G(1,0 ; 1)=\left.\frac{\mathrm{V}_{1}(\mathrm{~s})}{\mathrm{V}_{0}(\mathrm{~s})}\right|_{\mathrm{n}=1}=1-\frac{1}{1+\left(\frac{1}{\mathrm{q}_{\mathrm{e}}}\right)} \tag{VI.3}
\end{equation*}
$$

For $n=2$ the ratio of $V_{1}(s)$ to $V_{0}(s)$ is
$V_{1}(s)$
$\bar{V}_{0}(s){ }_{n=2}=G(1,0 ; 2)=1-\frac{1}{1+\frac{1}{q+\frac{1}{1+\frac{1}{q_{e}}}}}$
$G(1,0 ; n)=$ $\frac{1}{q+2-G(1,0 ; 1)}$

For $n$ stages the ratio $V_{1}(s)$ to $V_{2}(s)$ can be shown to be

$$
\frac{V_{1}(s)}{V_{0}(s)}=G(1,0 ; n)=\frac{1}{q+2-G(1,0 ; n-1)}=\frac{B_{n}(q)}{P_{n}(q)}
$$

$$
\begin{equation*}
G(1,0 ; n)=\frac{P_{n-1}(q)}{(q+2) P_{n-1}(q)-B_{n-1}(q)}=\frac{P_{n-1}(q)}{(q+2) P_{n-1}(q)-P_{n-2}(q)}=\frac{P_{n-1}(q)}{P_{n}(q)} \tag{VI.5}
\end{equation*}
$$

where $P_{n}(q)$ is a polynomial in $q$.
The ratio of $\mathrm{V}_{\mathrm{m}}(\mathrm{s})$ to $\mathrm{V}_{0}(\mathrm{~s})$ [i.e. $\mathrm{G}(\mathrm{m}, 0 ; \mathrm{n})$ ] is also of interest In order to obtain this ratio consider two identically structured transmission lines, one having $n$ sections and the other having $n-j$ sections.

Also consider a point on each of these lines such that the number of sections to the right of section $\mathrm{k}-\mathrm{j}$ of the $\mathrm{n}-\mathrm{j}$ section line is equal to the number of sections to the right of section $k$ of the $n$ section line. Thus

$$
\begin{equation*}
\left|\frac{v_{k}(s)}{v_{k-1}(s)}\right|_{n}=\left|\frac{v_{k-j}(s)}{v_{k-j-1}(s)}\right|_{n-j} \tag{VI.6}
\end{equation*}
$$

or

$$
\begin{equation*}
G(k, k-1 ; n)=G(k-j, k-j-1 ; n-j) \tag{VI.7}
\end{equation*}
$$

where $0 \leqq j \leqslant k \leqslant n$
The ratio $\left|\frac{\mathrm{V}_{\mathrm{m}}(\mathrm{s})}{\mathrm{V}_{0}(\mathrm{~s})}\right|_{\mathrm{n} \text { stages }} \quad$ can be determined. It is

$$
G(\mathrm{~m}, 0 ; \mathrm{n})=\frac{\mathrm{V}_{\mathrm{m}}(\mathrm{~s})}{\mathrm{V}_{0}(\mathrm{~s})}=\left\lvert\,\left(\frac{\mathrm{V}_{1}}{\mathrm{~V}_{0}}\right)\left(\frac{\mathrm{V}_{2}}{\mathrm{~V}_{1}}\right)\left(\frac{\mathrm{V}_{3}}{\mathrm{~V}_{2}}\right)\left({\left.\stackrel{\mathrm{V}_{4}}{\mathrm{~V}_{3}}\right) \ldots \ldots\left(-\left.\frac{\mathrm{V}_{\mathrm{m}}}{\mathrm{~V}_{\mathrm{m}-1}}\right|_{\mathrm{n} \text {-stages }}\right.}\right.\right.
$$

or

$$
\begin{equation*}
G(m, 0 ; n)=G(1,0 ; n) G(2,1 ; n) G(3,2 ; n) \ldots \ldots G(m, m-1 ; n) \tag{VI.8}
\end{equation*}
$$

Substituting (VI. 7) for each term of (VI. 8) gives

$$
\begin{aligned}
& G(m, 0 ; n)=G(1,0 ; n-1) \cdot G(1,0 ; n-1) \cdot G(1,0 ; n-2) \ldots \ldots G(1,0 ; n-m+1) \\
& G(m, 0 ; n)=\prod_{k=0}^{m-1} G(1,0 ; n-k)
\end{aligned}
$$

Substituting (VI.5) into (VI.9) produces

$$
\begin{equation*}
G(m, 0 ; n)=P_{n-m}(q) / P_{n}(q) \tag{VI.10}
\end{equation*}
$$

where the polynomial $P_{n}(q)$ is related to $P_{n-1}(q)$ and $P_{n-2}(q)$
by the recursion relationship of (VI.5)

$$
\begin{equation*}
P_{n}(q)=(2+q) P_{n-1}(q)-P_{n-2}(q) \tag{VI.11}
\end{equation*}
$$

Polynomial $\mathrm{P}_{1}(\mathrm{q})$ to $\mathrm{P}_{7}(\mathrm{q})$ are listed in Table VI. 1 . Evaluation of the roots of these polynomials shows that they are real and negative when $q_{e}=h q$ where $h$ is any positive real number.

Consider now the problem of approximatin $\boldsymbol{F}_{3}$ the distributed lag element $\exp \left(-(s T)^{1 / 2}\right)$ on the principal sheet by a rational function. For distributed las $Z(s)=R$ and $Y(s)=s C$ in Figure VI.1. If there are $m$ stares between input and output $m R$ and $m C$ are respectively the interposed resistance and capacitance. For a fixed line length $d$ as $m$ increases $R$ and $C$ decrease such that the product $m^{2} R C=T$ remains constant. Thus
and

$$
\begin{equation*}
\mathrm{q}=\mathrm{Z}(\mathrm{~s}) \mathrm{Y}(\mathrm{~s})=\mathrm{s} \mathrm{RC}=\mathrm{ET} / \mathrm{m}^{2} \tag{VI.12}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{G}(\mathrm{~m}, 0 ; \mathrm{n})=\frac{\mathrm{P}_{\mathrm{n}-\mathrm{m}}\left(\mathrm{sT} / \mathrm{m}^{2}\right)}{\mathrm{P}_{\mathrm{n}}\left(\mathrm{sT} / \mathrm{m}^{2}\right)} \tag{VI.13}
\end{equation*}
$$

As $m$ increases toward infinity, $n$ increases proportional to $\mathrm{m}^{2}$ and the poles and zeros of (VI.13) cluster on the negative real axis of the $s$ - plane. The function $G\left(m, 0 ; \mathrm{m}^{2}\right)$ thus approaches $\exp \left(-(\mathrm{sT})^{1 / 2}\right)$ on the principal sheet of the s-plane except for points lying on the branch cut. Various rational fractional approximations for distributed lag are summarized in Table VI.2. These approximations are the ones to be used in the predictor problem in Chapter 6 .


TABLE VI. 2 POLYNOMIAL APPROXIMATION FOR $\exp \left(-(\mathrm{sT})^{1 / 2}\right.$.

$$
\begin{aligned}
& G(1,1)=\frac{1}{1+\mathrm{sTh}} \\
& \mathrm{G}(1,2)=\frac{1+\mathrm{sTh}}{1+\mathrm{sT}(2 \mathrm{~h}+1)+\mathrm{s}^{2} \mathrm{hT}^{2}} \\
& \mathrm{G}(2,2)=\frac{1}{1+\mathrm{sT}(2 \mathrm{~h}+1) / 4+\mathrm{s}^{2}{ }_{\mathrm{hT}}{ }^{2} / 16} \\
& \mathrm{G}(1,3)=\frac{1+\mathrm{sT}(2 \mathrm{~h}+1)+\mathrm{s}^{2}{ }_{\mathrm{hT}}{ }^{2}}{1+\mathrm{sT}(3 \mathrm{~h}+3)+\mathrm{s}^{2} \mathrm{~T}^{2}(4 \mathrm{~h}+1)+\mathrm{s}^{3} \mathrm{hT}^{3}} \\
& \mathrm{G}(2,3)=\frac{1+\mathrm{shT} / 4}{1+\mathrm{sT}(3 \mathrm{~h}+3) / 4+\mathrm{s}^{2} \mathrm{~T}^{2}(4 \mathrm{~h}+1) / 16+\mathrm{s}^{3} \mathrm{hT}^{3} / 64} \\
& \mathrm{G}(3,3)=\frac{1}{1+\mathrm{sT}(3 \mathrm{~h}+3) / 9+\mathrm{s}^{2} \mathrm{~T}^{2}(4 \mathrm{~h}+1) / 81+\mathrm{s}^{3} \mathrm{hT}^{3} / 729} \\
& \mathrm{G}(1,4)=\frac{1+\mathrm{sT}(3 \mathrm{~h}+3)+\mathrm{s}^{2} \mathrm{~T}^{2}{ }^{2}(4 \mathrm{~h}+1)+\mathrm{s}^{3} \mathrm{hT}^{3}}{1+\mathrm{sT}(4 \mathrm{~h}+6)+\mathrm{s}^{2} \mathrm{~T}^{2}(10 \mathrm{~h}+5)+\mathrm{s}^{3} \mathrm{~T}^{3}(6 \mathrm{~h}+1)+\mathrm{s}^{4} \mathrm{hT}^{4}} \\
& \mathrm{G}(2,4)=\frac{1+\mathrm{sT}(2 \mathrm{~h}+1) / 4+\mathrm{s}^{2}{ }^{2} \mathrm{hT}^{2} / 16}{1+\mathrm{sT}(4 \mathrm{~h}+6) / 4+\mathrm{s}^{2} \mathrm{~T}^{2}(10 \mathrm{~h}+5) / 16+\mathrm{s}^{3} \mathrm{~T}^{3}(6 \mathrm{~h}+1) / 64+\mathrm{s}^{4} \mathrm{hT}{ }^{4} / 256} \\
& \mathrm{G}(3,4)=\frac{1+\mathrm{sTh}^{2} / 9}{1+\mathrm{sT}(4 \mathrm{~h}+6) / 9+\mathrm{s}^{2} \mathrm{~T}^{2}(10 \mathrm{~h}+5) / 81+\mathrm{s}^{3} \mathrm{~T}^{3}(6 \mathrm{~h}+1) / 729+\mathrm{s}^{4} \mathrm{~T}^{4} \mathrm{~h} / 6561} \\
& \mathrm{G}(4,4)=\frac{1}{1+\frac{\mathrm{sT}(4 \mathrm{~h}+6)}{16}+\mathrm{s}^{2} \mathrm{~T}^{2}{ }^{2}(10 \mathrm{~h}+5)+\mathrm{s}^{3} \mathrm{~T}^{3}(6 \mathrm{~h}+1)+\frac{\mathrm{s}^{4} \mathrm{~T}^{4} \mathrm{~h}}{456}}
\end{aligned}
$$

Cosider the general function $\mathrm{W}(\mathrm{s})$ of (VI.1) . If (VI.1) is a rational function, $\exp \left(-\mathrm{W}(\mathrm{s})^{1 / 2}\right)$ can be rationally approximated by a function derived by substituting $W(s)$ for $s T$ in equation (VI. 13). Thus

$$
\begin{equation*}
G_{W}(m, 0 ; n)=\frac{P_{n-m}\left(W(s) / m^{2}\right)}{P_{n}\left(W(s) / m^{2}\right)} \tag{VI.14}
\end{equation*}
$$

The region over which this approximation is valid is determined by the zeros of the approximation. To illustrate the use of (VI.14), consider the rational approximation for $\exp \left(-[(s+a)(s+b)]^{1 / 2}\right)$ over the half plane $s=-\frac{(a+b)}{2}$ on the principal sheet of the s-plane. Since $W=(s+a)(s+b)$, equation (VI. 14) becomes

$$
\begin{equation*}
\mathrm{G}_{\mathrm{W}}(\mathrm{~m}, 0 ; \mathrm{n})=\frac{\mathrm{P}_{\mathrm{n}-\mathrm{m}}\left[(\mathrm{~s}+\mathrm{a})(\mathrm{s}+\mathrm{b}) / \mathrm{m}^{2}\right]}{\mathrm{P}_{\mathrm{n}}\left[(\mathrm{~s}+\mathrm{a})(\mathrm{s}+\mathrm{b}) / \mathrm{m}^{2}\right]} \tag{VI。15}
\end{equation*}
$$

The zeros of the polynomials in equation (VI.15) are on the negative real axis between $s=-a$ and $s=-b$ and on the line parallel to the imaginary axis which passes through the point $s=-(a+b) / 2$.
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[^0]:    ${ }^{1}$ Abstracted from Meerov [ 68 ], pp. 127-129

[^1]:    ${ }^{2}$ The symbol D represents the usual operational notation of differential equations, i.e., d/dt or s.

[^2]:    ${ }^{3}$ Abstracted from Meerov [68] , pp. 123-125

[^3]:    ${ }^{4}$ In most practical systems the $\alpha-\beta$ plot for negative values of $\omega$ will lie directly over the plot for positive values of $\omega$. However, the sign of $\Delta$ will usually be such that the shading of the plot will always be on the same side. The result is a doubly shaded plot indicating that two roots leave the left-hand s-plane when the D-partition is crossed from a shaded side to an unshaded side. This is the case when, for example, a pair of complex conjugate roots crosses the imaginary axis in the s-plane.

[^4]:    ${ }^{5}$ This section follows Thaler's interpretation of Mitrovic's work as presented in Chapter 10 of Reference 114 .

